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Abstract

Dynamics of Magnetic Vortices in Soft Ferromagnetic Nanodisks driven by Spin-polarized Currents: Micromagnetic Numerical and Analytical Calculations

Youn-Seok Choi
Department of Materials Science and Engineering
Seoul National University

This thesis deals with dynamics of magnetic vortices in soft ferromagnetic nanodisk driven by spin-polarized currents with micromagnetic simulations and analytical calculations. For the numerical calculations, the Landau-Lifshitz-Gilbert equation is solved by the Object Oriented Micromagnetic Framework (OOMMF) and the LLG Micromagnetics Simulator. For the analytical calculations, Thiele’s equation of motion in a single vortex model is used.

We observed sizable eigenfrequency shifts in spin-polarized dc-current-driven vortex gyrotropic motions in a soft magnetic nanodot, and clarified the underlying physics through micromagnetic numerical calculations. It was found that the vortex eigenfrequency is changed to higher (lower) values with increasing Oersted field strength associated with the out-of-plane dc current for the vortex chirality parallel (antiparallel) to the rotation sense of the Oersted field circumferential in-plane orientation. We studied magnetic vortex oscillations associated with vortex gyrotropic
motion driven by spin-polarized out-of-plane dc current by analytical and micromagnetic numerical calculations. Reliable controls of the tunable eigenfrequency and orbital amplitude of persistent vortex oscillations were demonstrated. This work provides an advanced step toward the practical application of vortex oscillations to persistent vortex oscillators in a wide frequency range of 10–2000 MHz and with high q factor.

Finally, we reported on an observation of transitions of the fourfold degenerate state of a magnetic vortex in soft magnetic nanodots by micromagnetic numerical calculations. The quaternary vortex states in patterned magnetic dots were found to be controllable by changing the density of out-of-plane dc or pulse currents applied to the dots. Each vortex state can be switched to any of the other states by applying different sequence combinations of individual single-step pulse currents. Each step pulse has a characteristic threshold current density and direction. This work offers a promising way for manipulating both the polarization and chirality of magnetic vortices.
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Chapter 1

Introduction

Magnetic vortices are typically observed in patterned or continuous soft magnetic thin films. The magnetic vortex structure consists of in-plane curling and out-of-plane magnetizations at the core region [1-4]. This vortex state can be used as a memory unit cell in future memory devices, because not only does the magnetic vortex have two discrete states of up- and down-core orientations and two rotation senses (clockwise or counter-clockwise) of the in-plane magnetizations, but also the vortex state is stable in sufficiently small lateral sizes (> 20 nm) and thicknesses (> 2 nm) of nanoelements [5]. Also of recent and growing interest are the dynamic properties of a vortex in response to driving forces such as magnetic fields and spin-polarized currents, owing to its non-trivial static [1-6] and dynamic properties [7-10] as well as promising potential applications to information storage devices [11].

In particular, recent studies [12-15] have established that the spin-transfer torque of spin-polarized electric currents is a promisingly reliable means of switching the orientation of magnetizations in magnetic particles of submicron size or less. The spin-transfer torque thereby has been practically used in information storage [12] (e.g. MRAM) devices, due also
to its various advantages including low-power, ultrafast, and reliable information recording, and in frequency-tunable microwave oscillators [15, 16]. Moreover, the spin-transfer torque effect on magnetic vortex excitations in nanodot and nanopillar systems has begun to receive a great deal of attention owing to its potential applications to future information storage and microwave oscillator devices [10, 11, 17-26]. For instance, the current-driven vortex gyrotropic oscillation [17-21] and vortex core magnetization switching [10, 11, 22-26] in confined magnetic systems have been observed both experimentally [17-19, 21, 22] and numerically [10, 11, 20, 23-26].

In this thesis, the dynamics of magnetic vortex structure under various types of in-plane oscillating currents or out-of-plane dc currents were investigated using both analytical calculation and micromagnetic numerical simulations. First, we present on the observation of sizable shifts in the intrinsic eigenfrequency of vortex gyrotropic motions in a laterally confined thin-film nanodot by spin-polarized out-of-plane dc current. Second, we present on quantitative interpretations of vortex oscillations in a free standing soft magnetic nanodot driven by spin-polarized out-of-plane dc current, studied by analytical calculations and numerical simulations. Finally, we present the results of micromagnetic numerical simulations of out-of-plane-current-controlled switching between the fourfold degenerate vortex states.
This thesis is organized as follows. In Chapter 1, the magnetic vortex structure and the spin transfer torque are introduced. In Chapter 2, we provide the theoretical background to vortex gyrotropic motion by spin transfer torque effect. In Chapters 3 to 6, vortex dynamics driven by various types of current are presented with analytical calculations and micromagnetic numerical simulation results. Chapter 7 is a summary of this study.
1.1 Introduction to magnetic vortex structure

In submicron-sized ferromagnetic elements, the geometrical confinement in nanomagnets alters their energetics from the competition among several magnetic energies: the exchange energy resulting from the wave function of indistinguishable particles being subject to exchange symmetry, the magnetostatic energy due to the classical dipole-dipole interaction between magnetic moments, the magneto-crystalline anisotropy energy from the spin-orbit interaction, and additional energies induced by external forces, such as Zeeman energy.

In the absence of any external forces in a soft magnetic nanoelement, Zeeman energy and magnetocrystalline anisotropy energy are negligible. Therefore, the spin configurations are dominantly determined by the competition between the exchange energy and magnetostatic energy. The exchange energy favors electrons with parallel spins. The magnetostatic energy favors closed spin structure to prevent magnetic free poles from generating a stray magnetic field. As a result, magnetizations in the soft magnetic nanoelement are formed with an in-plane curling magnetization along the circular boundary, as shown in Fig. 1.1. The exchange energy will be immeasurable at the disk center because the variation of magnetization will be infinite. To avoid this singularity, a few-nm-scale magnetization
structure at the disk center has out-of-plane magnetization as shown in Fig. 1.2. This out-of-plane magnetization structure is called the ‘vortex core’. Figure 1.3 shows direct measurement results of various vortex structures in nano-films. This vortex core plays a meaningful role in the dynamic motion of the magnetic vortex structure.

As mentioned above, the magnetic vortex structure is characterized by an in-plane curling magnetization of either counter-clockwise ($c = +1$) or clockwise ($c = -1$) orientation (denoted by chirality $c$) along with an out-of-plane core magnetization of either upward ($p = +1$) or downward ($p = -1$) orientation (represented by polarization $p$). Combinations of chirality and polarization of a vortex represent the fourfold degenerate state as shown in Fig. 1.4. This has been regarded as a promising candidate for future high-density, nonvolatile memory devices.
Fig. 1.1. Schematic illustration of the magnetic vortex structure. The magnetizations in a soft magnetic nanoelement are aligned along its circular boundary, forming an in-plane curling magnetization structure around the disk center to prevent magnetic free poles.

Fig. 1.2. Schematic illustration of the magnetic vortex core. A few-nm-scale out-of-plane magnetization structure at the center of the curling in-plane magnetization structure was developed.
Fig. 1.3 direct measurements of a magnetic vortex structure. (a) Contour fringes which overlap individual particle micrographs [27]. (b) Vortex core structure using MFM [2]. (c) Experimental observation of internal spin structures of the vortex core in an iron nanoelement by spin-polarized scanning tunneling microscopy (SP-STM) [3].
Fig. 1.4. Energetically equivalent four different states of a magnetic vortex according to the vortex core polarization \( p \), and the chirality \( c \). The height and color indicate the local out-of-plane magnetization components.
1.2 Introduction to spin transfer torque

Initial breakthroughs in the field of spintronics were related to the ability to read the state of a device, commonly the relative orientation of ferromagnetic layers in a spin valve or a magnetic tunnel junction [28, 29]. However, writing process is still in general accomplished by using magnetic fields. This has several disadvantages. First, magnetic fields lead to writing errors in closely-packed arrays of devices due to its difficulty of localizing spatiality. Second, spin switching with magnetic fields does not scale well because the switching field increases with the decreasing device sizes. Finally, static magnetic fields cannot be used to produce oscillations.

An efficient alternative to manipulating small ferromagnets with field was proposed in two influential papers in 1996 by Slonczewski [12] and Berger [13]. Their idea was that a spin-polarized current could be used to apply a torque to a ferromagnet. This would require much less current to produce a measurable reorientation of the ferromagnet than a magnetic field generated by Ampere’s law, and would also be highly localized. The dynamics excited by this spin-transfer torque (STT) could be classified in two broad types: i) switching of the magnetization of a spin-valve between two stable configurations with great implications for the development of efficient, nonvolatile magnetic random access memory and ii) steady-state
oscillations of the magnetization under excitation by a direct current with great implications for the development of tunable oscillators. The first clear experimental observations of STT were made at Cornell [15, 30, 31]).

A more detailed understanding of the physics of STT can be obtained by looking at the quantum mechanical processes. A simple 1-dimensional model can be quite useful to illustrate the torque exerted by one electron incident on a ferromagnet [32]. We consider an incident spinor plane-wave wave function for a single electron with spin at angle $\theta$ to the z-axis:

$$\psi^{\text{incident}} = Ce^{ikx} \left( \cos \frac{\theta}{2} |\uparrow\rangle + \sin \frac{\theta}{2} |\downarrow\rangle \right)$$  (1.2.1)

where $C$ is a normalization factor. The potential step at the interfaces can be set to be 0 for spin-up electrons because of the exchange splitting the energy of the spin-up electrons in the ferromagnet is lower by a potential step of height than that of spin-down electrons. As a result, only spin-down electrons are reflected by the potential step of height. This is a good approximation for many commonly-used normal/ferromagnet interfaces, such as, Cu/Co or Cu/Ni. Then the transmitted and reflected wave functions can be calculated to be

$$\psi^{\text{transmitted}} = C \left( e^{ikx} \cos \frac{\theta}{2} |\uparrow\rangle + e^{ikx} \frac{2k}{k+k_\perp} \sin \frac{\theta}{2} |\downarrow\rangle \right)$$  (1.2.2)
where \( k^\uparrow = k \) and \( k^\downarrow = \sqrt{2m(E - \Delta) / \hbar} \), with a potential step of height \( \Delta \), the energy of the incident electron \( E (E > \Delta) \), and the free electron mass \( m \). The spin-transfer torque per electron is given by equation (1.2.4), which expresses the conservation of angular momentum

\[
N = -\int \hat{n} \cdot \mathbf{Q} d^2 R
\]  

(1.2.4)

where \( \mathbf{Q} \) is the spin current density per unit area of the ferromagnet, \( \hat{n} \) is the unit vector normal to the ferromagnet surface and the integral is over the surfaces of the ferromagnet. Thus, in order to calculate the amount of spin angular momentum transferred from the conduction electrons to the ferromagnet, it is necessary to compute the spin current densities per unit area of ferromagnet \( \mathbf{Q} \) (incident, transmitted and reflected parts). At the normal/ferromagnet interface these can be computed from equation (1.2.5) by using the corresponding wave function given by equations (1.2.1), (1.2.2) and (1.2.3):

\[
\mathbf{Q} = \frac{\hbar^2}{2m} \text{Im}(\psi^* \sigma \otimes \nabla \psi)
\]  

(1.2.5)

where \( \sigma \) is the Pauli matrices vector. By performing this calculation it is found that the transverse (in the x-y plane) component of the spin current density is entirely transmitted through the normal/ferromagnet interface,
while the reflected spin current has moment pointing along -z (antiparallel to the magnetization). Moreover, the transverse components of the spin current transmitted into the ferromagnet have sinusoidal terms with arguments of the form \((k_\uparrow - k_\downarrow)x\). This implies that the spin will precess in the ferromagnet with period \(2\pi(k_\uparrow - k_\downarrow)\) (since spin-up and spin-down have different energies due to the exchange splitting). This leads to rapid classical dephasing of the transverse spin component, typically over a length scale of a few atomic spacings in a 3d ferromagnet. Consequently, the entire transverse component of the spin current is absorbed by the ferromagnet, and the spin current transmitted out of the ferromagnet is polarized with moment parallel to the magnetization. The total absorption of the transverse component leads to an expression for the torque per electron of the form

\[
N = AC \frac{\hbar^2 \sin(\theta)}{2m}\hat{x}
\]  

(1.2.6)

where \(A\) is the area of the ferromagnet (in a cross-section perpendicular to \(\hat{x}\)). Equation (1.2.9) is a good approximation for all-metallic systems. A number of differences exist between the physics of spin-torque in all-metallic systems and in magnetic tunnel junctions. In particular, in MTJ’s there exists an additional contribution to the torque, along the y direction, which in metallic systems is negligibly small. Since the devices studied for this dissertation are all-metallic, I will not discuss the specifics of MTJ’s
here. However, comprehensive reviews of STT in MTJ’s can be found in Refs. [32] and [33].

The torque given by equation (1.2.6) is only a starting point to understanding the effects of STT in a real device. Since electrons in a normal metal are spin-unpolarized, the incident spin current is zero and so the torque would in general entirely vanish in a device consisting of a single normal/ferromagnet bilayer. Thus, all practical multilayer devices use the spin valve geometry, consisting of a ferromagnet/normal/ferromagnet trilayer. As mentioned earlier, in this case, it is necessary to consider the effect of multiple scattering events at the normal/ferromagnet interfaces. It is also important to consider whether transport through the normal spacer is ballistic or diffusive, and whether the structure is symmetric or not (some of the resulting expressions can be found in Refs. [34] and references therein).

The basic form of the rate of change of the magnetization (for an asymmetric trilayer with ballistic transport across the normal spacer) is

\[
\left( \frac{\partial \hat{M}_1}{\partial t} \right)_{\text{STT}} = -g_1(\theta) \frac{\gamma_0 h I}{e V_1} \hat{M}_1 \times \left( \hat{M}_1 \times \hat{M}_2 \right)
\]

(1.2.7)

where \( V_i \) is the volume of ferromagnetic layer \( i \), \( e \) is the elementary charge, \( I \) is the applied current, \( \gamma_0 \) is the gyromagnetic ratio, \( \hat{M}_i \) are unit vectors for the magnetization of the two ferromagnetic layers, and \( g_1(\theta) \) is an expression that depends on the details of the structure. It has the form [34]
with parameters $A, B, q_{+,i}, q_{-,i}$ that can be computed given the details of the structure, or can be obtained by fitting to experiment (although this is not easy for largely asymmetric structures).
Chapter 2

Research Background

2.1. Micromagnetics

In any realistic theory of magnetization processes, all three energy terms: exchange, anisotropy, and magnetostatic, must be taken into account. Moreover, Hamiltonian cannot be solved quantum mechanically unless rough approximations are introduced. Therefore, until a better theory is developed, the only way to solve the magnetization processes is to neglect quantum mechanics and to use classical physics in a continuous medium. Such a classical theory has been developed in parallel with the quantum-mechanical studies which simply ignore magnetostatics. Brown gave this theory the name micromagnetics.

Micromagnetics describes the magnetic behavior of ferromagnetic systems by a continuous vector field of classical magnetization vectors [35]. Magnetization vectors are spatial averages of discrete elementary magnetic moments of electron spins. The micromagnetic model is used to describe ferromagnetism semiclassically on length scales of some ten nanometers to some hundred microns, which would be too complex to be calculated quantum mechanically. It can correctly model the static structure of
ferromagnets, the formation of magnetic domains and domain walls, but also the dynamics of magnetic structures. The interaction between the magnetization vectors is modeled by effective fields, which have their origin in internal forces like the exchange coupling or the demagnetization coupling and external fields like the Zeeman field.

2.1.1. Landau-Lifshitz-Gilbert (LLG) equation

If the direction between a magnetic moment and an external field $H$ is non-collinear, a torque on the magnetic moment is exerted as $dS/dt = -\gamma^{-1}d\mathbf{m}/dt$. This leads to a gyration of the magnetic moment according to the equation,

$$\frac{d\mathbf{m}}{dt} = -\gamma \mathbf{m} \times \mathbf{H} \quad .$$

L. D. Landau and E. M. Lifshitz [35] describes the motion of the magnetization in an effective field $H_{\text{eff}}$. [Fig. 2.1 (a)]

$$\frac{d\mathbf{M}}{dt} = -\gamma \mathbf{M} \times \mathbf{H}_{\text{eff}} \quad .$$

Gilbert introduced a phenomenological damping which encounters the gyration for example due to crystal impurities. In the Gilbert form of the Landau-Lifshitz equation, the damping term leads to a motion of the
magnetization, perpendicular to the velocity of the magnetization due to the gyration. [Fig. 2.1 (b)]

\[
\frac{d\mathbf{M}}{dt} = -\gamma \mathbf{M} \times \mathbf{H}_{\text{eff}} + \frac{\alpha}{M_s} \mathbf{M} \times \frac{d\mathbf{M}}{dt}
\]  

(2.1.3)

In equation (2.1.3), the Gilbert damping parameter \( \alpha \) determines the strength of the damping. At equilibrium both terms vanish to get a vanishing torque, which is the case for a collinear alignment of magnetization and effective field.
Fig 2.1 (From Ref. [36]) Schematic illustration of magnetization precession motion around the effective field without damping (a) and with damping (b).
2.1.2 Effective fields in the LLG equation

In the Landau-Lifshitz-Gilbert equation, the effective field $H_{\text{eff}} = H_{\text{ex}} + H_{\text{anisotropy}} + H_{\text{d}} + H_{\text{Zeeman}}$ is a sum of internal effective fields like the exchange $H_{\text{ex}}$, the anisotropy field $H_{\text{anisotropy}}$, and the demagnetization field $H_{\text{d}}$ as well as external fields like the Zeeman field $H_{\text{Zeeman}}$. However, the anisotropy field, which describes the coupling between the magnetization vectors due to lattice symmetries [1], is not considered here because it is generally small in soft magnetic materials.

The exchange energy between two magnetization vectors can be derived by starting from the Heisenberg Hamiltonian of two spins $S_i$ and $S_j$.

$$H = -J S_i \cdot S_j = -J |S_i| |S_j| \cos \phi$$

(2.1.4)

When the cosine is expanded into a Taylor series assuming only small angles between the spins and the zero of the total energy is shifted by the constant term $-J |S_i| |S_j|$, the exchange energy density reads

$$\tilde{H} = \frac{J}{a^2} S_i \cdot S_j \left(\frac{\phi^2}{2}\right) \approx \frac{J}{2M_s^2a} (\nabla M)^2 = \frac{A}{M_s^2} (\nabla M)^2$$

(2.1.5)

, where $a$ is the lattice constant, $\phi$ is the angle between the spins, $M_s$ is the saturation magnetization, and $A = J/2a$ is the exchange constant. The exchange energy of a ferromagnetic system can be obtained from a volume integration of equation (2.1.5) as follows.
And, the exchange field can be calculated from the variational derivative of the exchange energy [1].

\[ H_{ex} = \frac{2A}{\mu_0 M_s^2} \nabla^2 \mathbf{M} \]  

(2.1.7)

The demagnetization field in a ferromagnetic body is derived by the Maxwell equations \( \nabla \times \mathbf{H} = 0 \) and \( \nabla \cdot \mathbf{B} = 0 \). The change of magnetic scalar potential at inside and outside magnetic bodies are \( \Delta U_{in} = \nabla \cdot \mathbf{M} \) and \( \Delta U_{out} = 0 \), respectively. Boundary conditions on the surface to obtain \( U, H \) are \( U_{in} = U_{out} \) and \( \partial U_{in} / \partial n - \partial U_{out} / \partial n = \mathbf{M} \cdot \mathbf{n} \). As the results, the demagnetization field and energy can be derived as follows:

\[ \mathbf{H}_d = -\int \mathbf{N} \left( \mathbf{r} - \mathbf{r}' \right) \mathbf{M}(r') dV' \]  

(2.1.8)

\[ \mathbf{E}_d = -\frac{\mu_0}{2} \int \mathbf{H}_d \cdot \mathbf{M}(r) dV \]  

(2.1.9)

with a demagnetization tensor \( \mathbf{N} \).

Zeeman energy with the Zeeman field \( H_{Zeeman} \) reads

\[ E_{Zeeman} = -\mu_0 \int H_{Zeeman} \cdot \mathbf{M} dV \]  

(2.1.10)
2.1.3 Spin transfer torque in the LLG equation

Spin-polarized electrons in a ferromagnetic system exert a torque on a non-uniform magnetization [13, 37]. This spin-torque driven by the spin-polarized electrons can be derived from the exchange interaction between an itinerant electron spin $s$ and the localized electron spin $S$

$$\hat{H}_{sd} = \frac{|S| J}{M_s} s \cdot M(r,t)$$

with the exchange integral $J$. The itinerant spins $s$ satisfy the continuity equation

$$\frac{ds}{dt} + \nabla \cdot \hat{j} = - \frac{1}{i \hbar} \left( [s, \hat{H}_{sd}] + [s, \hat{H}_{scattering}] \right)$$

where $\hat{j}$ is the spin-current operator, $[s, \hat{H}_{sd}]$ is the torque due to the exchange interaction, and $[s, \hat{H}_{scattering}]$ is the torque due to the spin relaxation as a consequence of scattering at impurities. Some conversions of equation (2.1.11) and equation (2.1.12) with approximations yield the extended Landau-Lifshitz-Gilbert equation [37]

$$\frac{dM}{dt} = -\gamma M \times H_{eff} + \frac{\alpha}{M_s} M \times \frac{dM}{dt} - \frac{b_j}{M_i} M \times (M \times (j \cdot \nabla) M) - \frac{\xi b_j}{M_i} M \times (j \cdot \nabla) M$$

(2.1.13)
where $b_j$ is the coupling constant between the itinerant spins and the magnetization, and $j$ the electrical current density. The third term in equation (2.1.13) describes the adiabatic spin torque, where the electron spin is assumed to be parallel to the magnetization. The last term, called the non-adiabatic spin torque, includes deviations from the parallel alignment between electron spin and magnetization. In this thesis, the non-adiabatic spin torque is not considered because its effect is negligible in magnetic vortex dynamics, which is our main concern.
2.2. Analytical approach

In 1973, A. A. Thiele describes the steady-state motion of magnetic domains by collective coordinates rather than individual magnetization vectors, considering the gyrotropic force, the damping force, and the derivative of potential energy [38]. In the vortex-state soft magnetic nanodot, the vortex motion can be described by an effective Thiele’s equation of motion for vortex collective coordinates with the assumption that magnetization distributions are independent along the dot thickness.

\[-G \times \dot{X} + \partial W / \partial X - D \ddot{X} = 0\]  \hspace{1cm} (2.2.1)

where \(X = (X, Y)\) is the VC position, \(W(X)\) is the potential energy of the vortex core shifted from its equilibrium position \((X = 0)\), \(G\) is the gyrovector, and \(D\) is the damping tensor. The gyrovector \(G\) is given by \(G = \rho |G|\) with \(G = -2\pi M_s L / \gamma\). The \(q\) is vorticity, it determines the direction of the in-plane magnetization components (\(|q|\) is the vortex topological charge), the \(L\) is thickness of the vortex nanodot, and the \(\gamma\) is gyromagnetic ratio. The damping tensor \(D\) is given by \(D = -\alpha \pi M_s L / \gamma (2 + \ln R / R_c)\) with some approximations. The \(\alpha\) is damping constant, the \(R\) is radius of the vortex nanodot, the \(R_c\) is radius of the vortex core.
For small displacement $X$, the potential energy of the structure $W(X)$ can be expressed by a parabolic function of VC position, as

$$W(X) = W_{\text{exch}}(X) + W_{\text{demag}}(X) = W_0 + \frac{1}{2} \kappa X^2$$  \hspace{1cm} (2.2.2)

where the exchange stiffness $\kappa$ is the proportional coefficient of the restoring force to the vortex core displacement. Details about the exchange stiffness will be deeply discussed in the Chapter 4. The velocity of the vortex core $\dot{X}$ can be expressed by the angular frequency vector and VC position as $\dot{X} = \omega \times X$. Inserting this representation form of the VC velocity $\dot{X}$ into the equation (2.2.1), the equation (2.2.1) can be reformulated as

$$-|G| \omega X + \kappa X - D\omega X = 0.$$  \hspace{1cm} (2.2.3)

Through the equation (2.2.3), we can calculate the frequency of the VC gyrotropic motion, as

$$\omega = \frac{\kappa}{|G| + D}.$$  \hspace{1cm} (2.2.4)

In the case of vortex dynamics driven by spin-polarized currents, spin-transfer torque force term is added into the equation (2.2.1), as

$$-G \times \dot{X} + \partial W / \partial X - D\dot{X} - F_{\text{STT}} = 0.$$  \hspace{1cm} (2.2.5)

This additional term is changed by the applied method of spin-polarized currents. In the case of an in-plane oscillating current, the spin-transfer torque force term is presented as $F_{\text{STT}} = G \times v_x$ with drift velocity
of the electron spin \( \mathbf{v}_s = a^3 J_z / 2eS \). The \( a \) is lattice constant, the \( J_z \) is current density, the \( e \) is electron charge, and the \( S \) is magnitude of spin. On the other hand, in the case of an out-of-plane dc current, the term is presented as \( \mathbf{F}_{\text{STT}} = 2\pi S_{\text{pol}} a_T \hat{J}_z (\hat{z} \times \mathbf{X}) \) with the STT coefficient \( a_T \). The modified analytical calculation using equation (2.2.5) will be treated in next sections.
Chapter 3

Vortex core switching driven by in-plane current

From a technological point of view, it is thus of great importance to readily control the VC orientation. However, such switching has been known to be possible only with the application of a strong static magnetic field, i.e., $H > 2.5$ kOe along the VC orientation in order to overcome a huge energy barrier to the VC reversal. On the contrary, recently Waeyenberge et al. [39] experimentally demonstrated, using a time-resolved scanning X-ray microscope, that a VC in a Permalloy (Ni80Fe20; Py) square dot can be switched even with a small-amplitude oscillating magnetic field. In addition, spin-polarized current has been used to manipulate the magnetic vortex state in nanodots [40, 41], and ac in-plane current was used to excite VC eigenmodes [19]. Moreover, electrical switching of VC orientation was promisingly demonstrated by both numerical calculation and experimental verification [22]. These achievements would be sufficient to attract much attention, because not only the non-volatile bi-states of a magnetic vortex with either up- or down-core orientation can be scaled down with its ultrahigh density, but also VC bi-states can be readily manipulated by currents passing directly through the vortex structure. However, detailed understanding of current-driven VC switching is still lacking.
In this section, we report numerical calculations of the magnetization dynamics of a magnetic vortex state in a Py nanodot in response to ac currents of different amplitude $I_0$ and frequency $v$ around the resonant eigenfrequency $v_0$ of the dot. The non-trivial mechanism of VC reversal and its criteria related to the velocity of VC motion are elucidated.
3.1 Simulation conditions

We used the Landau-Lifshitz-Gilbert simulator [42], which enables the calculation of magnetization dynamics based on the LLG equation of motion with an additional term describing the torque exerted by spin-polarized current [12, 13, 37]. This term was used in the form of

$$\vec{T}_s = -(\vec{u} \cdot \nabla) \vec{m},$$

where

$$\vec{u} = -\frac{jPg\mu_{\beta}}{2eM_s}$$

with the current density $j$, the spin polarization $P$ of the current ($P = 0.7$ for Py), the g-factor $g$, the electron charge $e$, and the Bohr magneton $\mu_{\beta}$. $\vec{T}_s$ corresponds to the “adiabatic” approximation [37], which for the case of magnetic vortex dynamics was justified by Kasai et al. [19]. In the modeling, we chose a diameter of $2R = 600$ nm and a thickness of $L = 20$ nm for the Py nanodisk. This model yields an initial magnetization state of a single magnetic vortex with the down-core orientation and counter-clockwise in-plane magnetization rotation, as shown in Fig. 3.1(a).

The vortex gyrotropic eigenfrequency in the given model was determined to be $\nu_0 = 300$ MHz. In-plane ac currents, $I(t) = I_0 \sin(2\pi \nu t)$, of various $\nu$ and $I_0$ values were applied along the $x$ axis of the dot.
Fig. 3.1 The geometry and dimension of the model Py nanodot. The in-plane ac current is applied along the x axis to the dot. The initial vortex state of the downward core orientation located in the middle of the disk and with counterclockwise in-plane magnetization orientation in (a) is switched to the upward core orientation with the same in-plane magnetization rotation in (b). The colors display the local magnetization, as indicated by the color wheel. The height in the images represents the out-of-plane component of the local magnetization s.
3.2 Vortex core reversal and critical velocity

Under the applied ac current, the VC position deviates from its initial center position and shows its spiral motion around the dot center, and then the VC orientation can be switched opposite to the initial core orientation under some conditions, as shown in Fig. 3.1(b).

Figure 3.2(a) shows the resultant dynamic evolution of the VC motion at \((I_0, v) = (7.2 \text{ mA, } 300 \text{ MHz})\), illustrated by perspective-view images of the out-of-plane magnetization components (represented by height and color) at the indicated times. The applied values of \(v\) and \(I_0\) correspond to the \(v_0\) and a current density \(j_0 = 6 \times 10^7 \text{ A/cm}^2\), respectively. Upon the application of \(I(t)\), the vortex core begins to move and deviate in position from the dot center, and then shows its spiral-like motion in the time interval of \(t = 0 – 16 \text{ ns}\), shown in the top of Fig. 3.2(b). When the VC velocity reaches a critical value \(v_c = 340 \pm 20 \text{ m/s}\) in the given dot, the initial down-core orientation is switched to the up-core orientation (see moment ⑤). The reversed VC changes the sense of its gyrotropic motion from the clockwise to counter-clockwise rotation [7]. For \(v = v_0\), it is clear that VC reversal repeatedly takes place when the reversed VC velocity reaches \(v_c = 340 \pm 20 \text{ m/s}\) again, as seen in Fig. 3.2(c). The first VC
reversal occurs in a time of 12.75 ns, and the next serial reversals occur every $3.3 \pm 0.15$ ns.
Fig. 3.2 (a) A series of snapshot images illustrating the dynamic evolution of the VC gyro tropic motion and its reversal process, and the resultant spin-wave emission, driven by an ac current of $I_0 = 7.2$ mA (current density $j_0 = 6 \times 10^7$ A/cm$^2$) and $\nu = 300$ MHz. (b) The orbit trajectories of the VC gyromotions. (c) The velocity of the VC moving along the trajectories as a function of time. The blue and red colors indicate the initial VC and the reversed VC, respectively. The numbers noted on the trajectory curve and velocity-vs-time curve, indicating each stage of the dynamic evolution, are the same as those shown in Fig. 3.2(a).
3.3 Effects of frequency and current density on vortex core reversal

In order to investigate the effects of $\nu$ and $j_0$ on VC reversal, we conducted the same simulations with different $j_0$ and $\nu$ values. The VC trajectories in the time period of $t = 0 – 16$ ns and the VC velocity-vs-time are shown for different $\nu$ values at $j_0 = 6 \times 10^7$ A/cm$^2$ in Fig. 3.3, and for different $j_0$ values at $\nu = \nu_0 = 300$ MHz in Fig. 3.4. The results showed that the VC reversal can be effectively manipulated at $\nu$ close to $\nu_0$, and even at $\nu = \nu_0$ a sufficiently large current density is required for the VC switching. For example, at $\nu = \nu_0$, current densities less than $4 \times 10^7$ A/cm$^2$ do not lead to VC reversal, but affecting the orbital size of the VC gyromotions. According to the velocity-vs-time curves shown in Fig. 3.3 and Fig. 3.4, VC reversal always occurs when the VC velocity reaches $\nu_c = 340 \pm 20$ m/s in the given dot. It is obvious that the VC orientation switches very effectively in the cases of $\nu \sim \nu_0$, and that at the given value of $\nu$, there exists a certain threshold value of $j_0$ for VC reversal. Driving force parameters such as $\nu$ and $j_0$ do not affect the value of $\nu_c$ that is given for the material and geometry.
\[ j_0 = 6 \times 10^7 \text{ A/cm}^2 \]

**Fig 3.3** The VC trajectories before the VC reversal or both before and after, and the velocities of the VC gyromotions for the various current frequencies as indicated. For \( j_0 = 6 \times 10^7 \text{ A/cm}^2 \), \( \nu \) varies from 260 to 340 MHz in increments of 20 MHz. The blue and red colors indicate the initial VC before its reversal and the reversed VC after, respectively.
Fig 3.4 The VC trajectories before the VC reversal or both before and after, and the velocities of the VC gyromotions for the various current densities as indicated. For \( \nu = \nu_0 = 300 \) MHz, \( j_0 \) varies from \( 2 \times 10^7 \) to \( 1 \times 10^8 \) A/cm\(^2\) in increments of \( 2 \times 10^7 \) A/cm\(^2\). The blue and red colors indicate the initial VC before its reversal and the reversed VC after, respectively.
3.4 Underlying mechanism of the vortex core reversal

As the next step, it is necessary to clarify the underlying mechanism of the observed VC switching. We plotted the detailed dynamic magnetization distributions in a local area nearby the initial VC position at the times indicated in Fig. 3.5. A close look at the microstructure of each stage of the dynamic evolution shows that the VC reversal process is more complicated than a simple switching between the down- and up-core orientations. With increasing VC velocity, the initial magnetic vortex structure begins to deform, the VC deformation maximizes, and the in-plane curling magnetization structure becomes more elongated (indicated in moment $\alpha$). These deformations lead to the concentration of the dipolar and exchange energies, and hence their energy densities markedly increase in the area nearby the core position. The out-of-plane magnetization component in this area also increases at the expense of the dipolar energy as the in-plane magnetization structure of the magnetic vortex becomes more deformed. Thus, a vortex-antivortex (V-AV) pair ($\uparrow - \uparrow$) eventually nucleates nearby the initial VC (at moment $\alpha$). The nucleated V-AV pair has parallel core-orientations opposite to that of the original VC ($\downarrow$). Due to their attractive interaction, accordingly, the nucleated $\uparrow$ and the original $\downarrow$ move closer [43], and finally annihilate (see moment $\beta$),
reducing the exchange energy that was previously stored as a result of the presence of the additional VCs in the $V^\uparrow - \overline{V}^\uparrow$ pair. Therefore, the magnetic vortex state in the dot after the reversal process is the remaining $V^\uparrow$ (see moment $\mathfrak{o}$). These processes occur continuously and repeatedly in response to the AC current, as already shown in Fig. 3.2. Immediately after V-AV annihilation, the excess energy offered by the AC current is emitted in the form of spin waves (see moment $\mathfrak{m}$) [4]. The spin waves, of discrete GHz-range frequencies, are emitted from the V-AV annihilation point, then propagate to the dot border and reflect from it, forming an interference pattern [44]. We found that this unexpected dynamic process is mediated by the serial process of the creation of a V-AV pair and the subsequent annihilation of the initial magnetic vortex and the created AV. Such a reversal mechanism has also been found in VC reversals driven by small-amplitude in-plane oscillating magnetic fields [39, 43-45]. Current- and magnetic-field-driven VC reversals show their similarity in the underlying mechanism, and are pure dynamic ultrafast ($< 0.1$ ns) processes [see the time interval from state $\mathfrak{o}$ to $\mathfrak{v}$ in Fig. 3.2(c)], reflecting the relation of the time scale to the strong exchange interaction. This allows the VC reversal to occur on a-few-tens-of-ps scale with relatively low currents of 6-10 mA in the given dot when $v \sim v_0$. 

37
The results in this section amount to a signal opportunity to use VCs for ultrafast information storage and recording in the sub-THz frequency range and as a source of high-amplitude spin waves.
**Fig. 3.5** Snapshot images of the local magnetization distribution taken at the indicated times from the perspective (left column) and plane (right column) views. The color and height of the surfaces in the left column indicate the local out-of-plane magnetization normalized by the saturation value, \(M_s/M_s\). The streamlines with the small arrows in the right column indicate the in-plane direction of the local magnetization. The symbols \(V^{↑↓}\) and \(\nabla^{↑↓}\) represent \(V\) and \(\nabla\), respectively. Their superscripts indicate the “up” (↑) and “down” (↓) core orientations.
Chapter 4

Vortex core oscillation driven by out-of-plane current: Oersted field effect

In this section, we report on the observation of sizable shifts in the intrinsic eigenfrequency of vortex gyrotropic motions in a laterally confined thin-film nanodot. The physical origin of this behavior was quantitatively understood by considering the Zeeman contribution of the spin-polarized-current-induced circumferential Oersted field (OH) to the effective potential energy of a displaced VC. We found an analytical equation that relates the eigenfrequency shift to the current density and its flowing direction. This results provides a reliable means of manipulating the intrinsic eigenfrequency, $\nu_d = \frac{1}{2\pi} \omega_d$, of a given vortex state using an external driving force of spin-polarized out-of-plane dc currents, which manipulation might be applicable to frequency-tunable oscillators in the sub-GHz range without additional application of external magnetic fields.
4.1 Simulation conditions

To conduct micromagnetic numerical calculations of vortex dynamics associated with a low-frequency translation mode (the so-called gyrotrropic motion) in a nanodot, we used the LLG code [42], which utilizes the Landau-Lifshitz-Gilbert equation of motion, which includes the STT term [12, 13], expressed as \( \mathbf{T}_{\text{STT}} = (a_{\text{STT}} / M_s) \mathbf{M} \times (\mathbf{M} \times \hat{\mathbf{m}}_p) \) with

\[
a_{\text{STT}} = \frac{1}{2\pi} \hbar \gamma P j_0 / (\mu_0 2eM_s L).
\]

\( \hat{\mathbf{m}}_p \) is the unit vector of the spin polarization orientation, \( \hbar \) the Plank’s constant, \( \gamma \) the gyromagnetic ratio, \( P \) the degree of spin polarization, \( j_0 \) the current density, \( \mu_0 \) the vacuum permeability, \( e \) the electron charge, \( M_s \) the constant magnitude of magnetization, and \( L \) the thickness of a free magnetic layer. We employed, as a model, a circular-shaped Py nanodot of \( 2R = 300 \ \text{nm} \) and \( L = 20 \ \text{nm} \) [see Fig. 4.1(a)]. An equilibrium vortex state in the given dot can be characterized by the vortex integers of the chirality \( c \) and the polarization \( p \): \( c = +1 \) \((-1)\) corresponds to the counter-clockwise (CCW) [clockwise (CW)] rotation sense of the in-plane curling magnetization, and \( p = +1 \) \((-1)\) corresponds to the upward (downward) magnetization orientation of the VC. For example, the vortex state of \( c = +1 \) and \( p = +1 \) is illustrated in Fig. 4.1(a). The initial states of the vortex polarization and the direction of the polarizer are \( p = +1 \) and \( \hat{\mathbf{m}}_p \) being in the \(-z\) direction (antiparallel to the vortex polarization), respectively.
Spin-polarized currents were applied with a duration time of 100 ns through the dot of the vortex state toward the $+z$ direction. Then, we investigated the vortex gyrotropic motions in the linear regime for 100 ns upon the application of the currents.
Fig. 4.1 (a) Vortex state with upward magnetization orientation of its VC and CCW in-plane curling magnetization in circular Py dot of indicated dimensions. The color and height display the local in-plane magnetization and out-of-plane magnetization components, respectively. (b) Oersted field strength profile along radial distance $|r|$ for indicated different $j_0$ values.
4.2 Eigenfrequency shift by Oersted field effect

In order to examine how the OH effect of spin-polarized out-of-plane dc currents is considerable in vortex gyrotrropic motions, first we calculated the strength profile of the OH produced for different $j_0$ values based on Biot-Savart's formulation $H_0(r) = \frac{1}{2} j_0 \hat{i}_p (\hat{z} \times r)$, where $r$ is the radial vector from the center position ($r = 0$) and $i_p$ is the direction of the applied currents, i.e., $i_p = +1$ ($-1$) corresponding to the $+z$ ($-z$) direction. The CCW and CW rotation senses of the circumferential OH are thus determined simply by the sign of $i_p$, i.e., corresponding to $i_p = +1$ and $-1$, respectively. For $i_p = \pm 1$, the OH strength profile versus $|r|$ for different $j_0$ values are shown in Fig. 4.1(b). At the center of the dot, $|H_0(0)| = 0$ for all of the $j_0$ values, but sufficiently large values of $\sim 100$ Oe are obtained at the edge, which values can modify vortex gyrotrropic motions driven by spin-polarized currents, as will be described.

Figure 4.2 displays the orbital trajectories of the spiral motions of a VC in the linear regime driven by a spin-polarized current with $j_0 = 1.3 \times 10^7$ A/cm$^2$ for the three different indicated cases: case I), only the STT effect in the absence of the OH; cases II) and III), the STT effect considering the OH with its circumferential in-plane orientation parallel (P) and antiparallel (AP) to a given vortex chirality ($c = +1$ or $-1$), respectively.
These three different cases hereafter are abbreviated as cases I) ‘STT only’, II) ‘STT+OH(P)’, and III) ‘STT+OH(AP)’. For all of the cases, the observed orbital trajectories show spirally rotating motions with exponentially increasing orbital radii. In cases of in-plane oscillating currents [10, 11, 19, 22, 24] or fields [11, 46], the increasing orbital radius converges exponentially to a certain steady-state orbital radius, [11, 24, 46] by contrast, the out-of-plane spin-polarized current-driven vortex gyrotropic motions show exponentially increasing orbital radii with distinctive rates for the different cases of I, II, and III. Such an exponentially increasing (or decreasing) orbital radius can be considered to be one of the characteristic dynamic properties of spin-polarized out-of-plane current-driven vortex gyrotropic motions.
Fig. 4.2 Orbital trajectories of moving VC under spin-polarized out-of-plane dc current of $j_o = 1.3 \times 10^7$ A/cm$^2$ for indicated different cases, as noted in text and above each figure. Here, the chirality $c$ of the vortex state and the rotation sense of the OH are noted above each figure.
From Fast Fourier Transforms (FFTs) of the time variation of the x-component of the VC position, we obtained FFT spectra as a function of the frequency. As revealed in the inset of Fig. 4.3, the eigenfrequencies and their full width at half maximum (FWHM) in the cases of I, II, and III, are very contrasting. The value of $\frac{1}{2\pi} \omega_D = 580$ MHz (FWHM: 30 MHz) in case I was shifted to a higher value, 645 MHz (FWHM: 50 MHz) in case II, and to a lower value, 515 MHz (FWHM: 40 MHz) in case III. In order to quantitatively clarify the observed OH effect on the eigenfrequency shifts, we plotted the modified eigenfrequency $\frac{1}{2\pi} \omega'_D$ as a function of $j_0$, for those $j_0$ values larger than a critical current density, $j_{cri}$. Here $j_{cri}$ is defined as a threshold current density above which the vortex gyrotropic motions can be excited with a continuously increasing orbital radius. From the simulations, the critical current density for STT only is obtained to be $j_{cri} = 6.4 \times 10^6$ A/cm$^2$, and $j_{cri} = 6.8 \times 10^6$ A/cm$^2$ for STT+OH(P) and $6.1 \times 10^6$ A/cm$^2$ for STT+OH(AP). These deviations for the cases of additional OH effect are within ± 5% of that for STT only. It is clearly shown that $\frac{1}{2\pi} \omega'_D$ increases (decreases) linearly with increasing OH strength for the parallel (antiparallel) orientation between $c$ and the rotation sense of OH (Fig. 4.3). From the linear fits (lines) to the simulation results (symbols), we could find a relationship between $\frac{1}{2\pi} \omega'_D$ and $j_0$. Note that $d\omega'_D/dj_0$ is zero for STT only (case I), and that for cases II and III, the
values of $\frac{\omega'}{\Omega_D}$ converge to $\frac{\omega}{\Omega_D} = 580$ MHz, with the approach to $j_0 = 0$, according to the slope $\frac{1}{\pi} \frac{d \omega'_D}{dj_0} = \pm 5.0$ cm$^2$/A·s. The sign of $\frac{1}{\pi} \frac{d \omega'_D}{dj_0}$ is determined by the sign of the product of $c$ and $i_p$, i.e., $ci_p = +1$ ($-1$) corresponds to the parallel (antiparallel) orientation between the vortex chirality and the rotation sense of OH.
**Fig. 4.3** Dominant frequency variations with $j_0$ for three different cases. The inset shows the FFT power versus frequency, calculated from the time-varying $x$-component of the VC position under a spin-polarized current with $j_0 = 1.3 \times 10^7 \text{ A/cm}^2$. 


4.3 The underlying physics of Oersted field effect

Next, in order to elucidate the underlying physics of the OH effect on the modification of the $\omega'_b$ value, and to obtain a quantitative relation between $\omega'_b$ and $j_0$, we used the known relation $\omega_b = \omega_b = \kappa_0 / |G|$ for a small Gilbert damping parameter, e.g., here $\alpha = 0.01$ [10, 11], where $G$ is the gyrovector constant, and $\kappa_0$ is the intrinsic stiffness coefficient of the potential energy [7]. For a given dot, $G$ and $\kappa_0$ are constant, being $6.14 \times 10^{-10}$ erg·s/cm$^2$ and 2.3 erg/cm$^2$, respectively, for the model used in this study, and thus $\frac{1}{\omega_b} = 596$ MHz, which value is close to that (580 MHz) obtained from the simulation result. Therefore, the modified $\omega'_b$ values can be evaluated directly from the modified $\kappa$ values due to the OH contribution. For a small displaced VC, the potential energy is given as $W(X) = W(0) + \kappa_0 X^2 / 2$, considering both the exchange and magnetostatic energy. To obtain the relation of the OH contribution to $\kappa$, the $\kappa$ values can be determined from the plots of $W_{tot}(X)$ versus $|X|^2$ [see the left top of Fig. 4.4], where the $W_{tot}(X)$ were obtained from the simulation results for cases I, II, and III. As seen in the right top of Fig. 4.4, it is evident that the Zeeman energy term modifies the slope of the $W_{tot}$ versus $|X|^2$ curve in each case. In contrast, the magnetostatic and exchange energy contributions to
the modification of the $W_{tot}(X)$ versus $|X|^2$ curves in cases I, II, and III are negligible.
**Fig. 4.4** $W(X)$-versus-$|X|^2$ curves for total, individual Zeeman, exchange, and magnetostatic contributions for $j_0 = 1.3 \times 10^7$ A/cm$^2$. Each colored line indicates a linear fit to the corresponding simulation result (symbol) for each case. The linear fit values in the left top are as follows: $\kappa = 2.39$, 2.67, and 2.12 erg/cm$^2$ for case I, II, and III, respectively.
The linear fits to the $W_{\text{tot}}$ versus $|X|^2$ curves for the different $j_0$ values allow us to numerically estimate the $\kappa$ values according to $j_0$ for cases I, II, and III and which curves were plotted in Fig. 4.5. It is clear that $\kappa$ for STT only (case I) is independent of $j_0$ (see Fig. 4.6) and thus it turns to be $\kappa_0$, and being numerically estimated to be 2.39 erg/cm$^2$. By contrast, in the two cases including the OH effect, the $\kappa$ values vary linearly with $j_0$, thereby yielding the slope $d\kappa/dj_0 = \pm 1.9 \times 10^{-8}$ erg/A. Consequently, the effective potential energy accounting for the OH effect can be rewritten as $W_{\text{tot}}(X) = W_{\text{tot}}(0) + [\kappa_0 + \kappa_{\text{OH}}]X^2/2$ for the case considering the OH contribution, where $\kappa_{\text{OH}}$ is an additional term associated with the OH contribution of out-of-plane currents. From the slopes of the $\kappa$ versus $j_0$ curves shown in Fig. 4.5, we can relate $\kappa_{\text{OH}} = \pm \eta j_0$ with a proportional constant value of $\eta = 1.9 \times 10^{-8}$ erg/A for the given Py dot, leading to the relation of $\omega'_D = [\kappa_0 + \kappa_{\text{OH}}] / |G| = [\kappa_0 \pm \eta j_0] / |G|$. As a result, the eigenfrequency shift, $\Delta \omega_D = \omega'_D - \omega_D$ is given simply by $\Delta \omega_D = \kappa_{\text{OH}} / |G| = \pm \eta j_0 / |G|$. The value of $\Delta \omega_D$ is positive (negative) for the positive (negative) value of $c i_p$. The rotation sense of the OH relative to the vortex chirality affects the stiffness coefficient of the potential energy for a vortex motion. It is given that for $c i_p = +1$, $\kappa_0 + \kappa_{\text{OH}} > \kappa_0$ and for $c i_p = -1$,
\( \kappa_0 + \kappa_{\text{Oh}} < \kappa_0 \). From the estimated value of \( \eta = |d\kappa / dj_0| = 1.9 \times 10^{-8} \ \text{erg/A} \) and \( G = 6.14 \times 10^{-10} \ \text{erg·s/cm}^2 \) for the model dot used here, we obtained the value of \( \frac{1}{2\pi} \eta / |G| = 4.92 \ \text{cm}^2\text{/A·s}, which is in quite good agreement with the value of \( \frac{1}{2\pi} |d\omega'_D / dj_0| = 5.0 \ \text{cm}^2\text{/A·s} \) obtained from the observed eigenfrequency shifts shown in Fig. 4.3. Finally, we can relate the eigenfrequency shifts with the OH effect, resulting in the analytical form of \( \frac{1}{2\pi} \Delta \omega_D \approx \left( c_i \eta / |G| \right) j_0 \). This result quantitatively verifies that the observed eigenfrequency shifts originate from the Zeeman contribution of the OH of spin-polarized currents to the potential energy stiffness coefficient, and vary with both the applied current density and its direction.
Fig. 4.5 $\kappa$ versus $j_0$ relationships for all three cases.
Fig. 4.6 The total potential energy as a function of $|X|^2$ for case I with different $j_0$ values.
Chapter 5

Vortex core oscillation driven by out-of-plane current: 
Analytical calculation and 
micromagnetic numerical study

In this section, we report on quantitative interpretations of vortex oscillations in a free standing soft magnetic nanodot driven by spin-polarized out-of-plane dc current, studied by analytical calculations and numerical simulations. We consider both the STT effect of spin-polarized currents acting directly on vortex nonuniform magnetization structure and the comparable Oersted field effect accompanying the current flow. The results obtained from this section reveal a reliable means of manipulating the eigenfrequency and the orbital amplitude of VC translation motions in an oscillating manner in a dot of a different vortex state, by out-of-plane dc currents flowing through a perpendicular magnetization polarizer. The quantitative understanding of dc current driven vortex oscillations and its manipulation by key driving parameters, as found in this section, can offer an advanced step in its practical applications to persistent vortex oscillators with a tunable eigenfrequency ($f$) in its broad range of 10 to 2000 MHz and
a high $f/\Delta f$ value, without applying additional large in-plane and perpendicular magnetic fields.
5.1 Simulation conditions

To quantitatively understand and explore the underlying physics of vortex oscillations in nanodots driven by spin-polarized out-of-plane dc currents, we chose two complementary approaches: micromagnetic numerical and analytical calculations using a model system of the circular shaped Py nanodot of $2R = 300$ nm diameter and $L = 20$ nm thickness, as shown in Fig. 5.1. The ground states of energetically equivalent four different vortex structures can be characterized by two vortex integers, the chirality $c$ and the polarization $p$. The term $c = +1$ ($-1$) corresponds to the counter-clockwise (CCW) [clockwise (CW)] rotation sense of the in-plane curling magnetization, and the term $p = +1$ ($-1$) corresponds to the upward (downward) magnetization orientation of the VC. Figure 1 shows a specific vortex state having $c = \pm 1$ and $p = +1$. In the present simulations, we used the LLG commercial code [42] that utilizes the Landau-Lifshitz-Gilbert equation of motion [35], including the STT term [12] expressed as

$$
T_{\text{STT}} = (a_{\text{STT}} / M_s) \mathbf{M} \times (\mathbf{M} \times \hat{m}_p) \quad \text{with} \quad a_{\text{STT}} = \frac{1}{2\pi} h\gamma P j_0 / (\mu_0 2eM_sL).
$$

The $\hat{m}_p$ is the unit vector of spin polarization direction, $h$ the Plank’s constant, $\gamma$ the gyromagnetic ratio, $P$ the degree of spin polarization, $j_0$ the current density, $\mu_0$ the vacuum permeability, $e$ the electron charge, $M_s$ the constant magnitude of magnetization. Out-of-plane dc currents were applied toward
the $+z$ direction for sufficiently long time, 100 ns in this study, through the polarizer with perpendicular magnetization pointing in either $+z$ or $-z$ direction. Non-ignorable OHs accompanying the out-of-plane dc currents were taken into account using Biot-Savart's formulation. Here, we define the directions of the applied current and the spin polarization as $i_p$ and $S_{pol}$, respectively: the sign of $i_p = +1$ ($-1$) and $S_{pol} = +1$ ($-1$) corresponds to the $+z$ ($-z$) direction. Thus, the rotation sense of the circumferential OH is determined simply by the sign of $i_p$, i.e., $i_p = +1$ ($-1$) represents the CCW (CW) rotation sense of the OH in-plane orientation.
Fig. 5.1 Vortex state with \( p = +1 \) (upward magnetization orientation at the VC) and \( c = +1 \) (CCW in-plane curling magnetization) in a Py nanodot with the indicated thickness and diameter. The color and height indicate the in-plane orientation of local magnetizations and the out-of-plane magnetization components, respectively. The direction of current flow is indicated by the large arrow pointing in the \(+z\) direction.
5.2 Micromagnetic numerical simulation

Figure 5.2 shows examples of the characteristic features of the translational motions of a VC driven by specific values of \( j_0 = 1.5, 0.1, 0.52, \) and \( 0.48 \times 10^7 \text{ A/cm}^2 \), which were obtained from simulations with considering both the STT and the accompanying OH with its circumferential in-plane orientation parallel (P) to \( c = +1 \) and antiparallel (AP) to \( c = -1 \). By the definitions of \( c \) and \( i_p \), the P (AP) configuration can also be denoted as \( c \cdot i_p = +1 \) (–1). The first and middle rows in Fig. 5.2 represent the observed trajectories of the orbital motions and the \( y \) components, respectively, of the VC position vector, \( \mathbf{X}(t) = [X_x(t), X_y(t)] \) in the dot (x-y) plane, where \( X_x \) and \( X_y \) are the \( x \)- and \( y \)-components of \( \mathbf{X}(t) \).

The initial VC position, \( \mathbf{X}_0 \), at \( t = 0 \) was displaced to [–1.5 nm, 25.5 nm] for \( c = +1 \) or [1.5 nm, –25.5 nm]) for \( c = -1 \) by a static field of 100 Oe along the \( x \)-direction before applications of out-of-plane dc currents.

The simulation results reveal that spirally rotating motions of a VC with the exponentially increasing, decreasing, and almost constant orbital radii (shown in Figs. 5.2(a), 5.2(b), and 5.2(c), respectively), along with the corresponding eigenfrequencies (third row of Fig. 5.2) are remarkably contrasting for different \( j_0 \) values chosen here. The first thing to stress here is the observed blue- and red-shifts of the eigenfrequency from 580 MHz at
\( j_0 = 0 \) (i.e., without application of current) for \( c \cdot i_p = +1 \) and \(-1\), respectively. The second one is the remarkable variation of the orbital amplitude of VC motions with different \( j_0 \) values. For \( j_0 = 1.5 (0.1) \times 10^7 \) A/cm\(^2\), the orbital amplitude exhibits its increase (decrease) with time from the corresponding \( X_0 \). By contrast, for the application of \( j_0 = 0.48 (0.52) \times 10^7 \) A/cm\(^2\) for the \( c \cdot i_p = -1 (+1) \) configuration, the VC is allowed to be maintained around the initial orbit, being analogous to the resonant motion of a VC on a steady-state circular orbit that is driven by harmonic oscillating in-plane magnetic fields and currents [10, 11, 24, 47]. Also, the numerical estimates of the eigenfrequency, \( f \), the full width at half maximum (FWHM: \( \Delta f \)), and \( f/\Delta f \) values in frequency spectra are given in Table 5.1. Such remarkable variations of the eigenfrequency and the orbital amplitude with \( j_0 \) have not been understood quantitatively and analytically, whereas the quantitative understanding of these dynamic properties are crucial in the determination of key parameters to control vortex oscillations that are practically applicable to self-sustained nano-oscillators. Also, the phase of a moving VC position and the \( f/\Delta f \) values are crucial factors to be understood from an application point of view.
Fig. 5.2 VC translation motions driven by spin-polarized out-of-plane dc current of
(a) $j_0 = 1.5 \times 10^7$ A/cm$^2$, (b) $0.1 \times 10^7$ A/cm$^2$, and (c) $0.48 \times 10^7$ and $0.52 \times 10^7$
A/cm$^2$ for indicated antiparallel (AP: $c \cdot i_p = -1$) and parallel (P: $c \cdot i_p = +1$)
configurations, as noted in text. The orbital trajectories of a moving VC are shown
in the top row as well as the time variations of the $y$ components of the VC position
in the middle row and their FFT power spectra in the bottom row. The FFT power
spectra obtained from the VC motion during $t = 0 \sim 100$ ns.
<table>
<thead>
<tr>
<th>$j_0$ (10$^4$ A/cm$^2$)</th>
<th>1.5</th>
<th>0.1</th>
<th>0.52</th>
<th>0.48</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c/\tau_p$</td>
<td>+1</td>
<td>−1</td>
<td>+1</td>
<td>−1</td>
</tr>
<tr>
<td>$f$ (MHz)</td>
<td>660±0.7</td>
<td>500±0.6</td>
<td>586±0.7</td>
<td>572±0.7</td>
</tr>
<tr>
<td>$\Delta f$ (MHz)</td>
<td>60±1.4</td>
<td>60±1.3</td>
<td>38.7±1.5</td>
<td>33.4±1.5</td>
</tr>
<tr>
<td>$f/\Delta f$</td>
<td>8.3±0.2</td>
<td>15.1±0.7</td>
<td>17.1±0.9</td>
<td>41.1±1.4</td>
</tr>
</tbody>
</table>

**TABLE 5.1.** Estimates of the eigenfrequency ($f$), FWHM ($\Delta f$), and $f/\Delta f$ factor, obtained from Gaussian fits to the simulation results shown in Fig. 5.2. The FFT power spectra shown in Fig. 5.2 were obtained from time oscillations of the $y$ component of a moving VC position for a time duration, $t = 0 \sim 100$ ns.
5.3 Analytical calculations

To elucidate the underlying physics of the observed dynamic behaviors and to search for key parameters for reliably controlling the eigenfrequency and the orbital amplitude of VC oscillations in a nanodot of a different size and of a different vortex state characterized by $c$ and $p$, we analytically calculated $X(t)$ in the dot $(x-y)$ plane. In this analytical calculation, we used the linearized Thiele’s equation [38] of motion by employing the force term, $F_{\text{STT}} = 2\pi S_{\text{pol}} a_t j_0 (\hat{z} \times \mathbf{X})$ with the STT coefficient $a_t = a_{\text{STT}} LM_s / (\gamma j_0) = \frac{1}{2\pi} hP / (2\mu_0 e)$. Similar to the derivation of the gyroscopic force and drag (damping) force under an assumption of a steady-state motion of the $\mathbf{M}$ configuration as in Ref. [38], the force term $F_{\text{STT}}$ driven by spin-polarized currents of $S_{\text{pol}}$ can be expressed as,

$$F_{\text{STT}} = [F_{\text{STT,x}}, F_{\text{STT,y}}] = -(a_t / L) j_0 S_{\text{pol}} \left[ \int dV (\mathbf{m} \times \mathbf{e}) \cdot \hat{z}, \int dV (\mathbf{m} \times \mathbf{e}) \cdot \hat{z} \right]$$

where $\mathbf{m} = \mathbf{M} / M_s$. By integrating numerically or analytically the above equation, we can formulate the $F_{\text{STT}}$ term for a given $\mathbf{M}$ structure, i.e., for a vortex $\mathbf{M}$ structure with the “surface charge free” model, as $F_{\text{STT}} = \delta S_{\text{pol}} a_t j_0 (\hat{z} \times \mathbf{X})$ with a proportional constant $\delta = 2\pi$. However, for the real vortex $\mathbf{M}$ structure obtained from micromagnetic simulations, we obtained a different value of $\delta = 5.31$, which is 25% smaller than the value of $\delta = 2\pi$ for the analytical calculation mentioned above. This
discrepancy indicates that the real \( \mathbf{M} \) configuration for the dynamic vortex motions driven by the STT term obtained from micromagnetic simulations differs from that of the “surface charge free” model.

The governing equation of VC translation (gyrotropic) motions in the linear regime is written in terms of a moving VC position vector \( \mathbf{X}(t) \) as

\[
- \mathbf{G} \times \dot{\mathbf{X}} + \frac{\partial W}{\partial \mathbf{X}} - D \ddot{\mathbf{X}} - \mathbf{F}_{\text{STT}} = 0, \tag{5.3.1}
\]

where \( \mathbf{G} = -p|\mathbf{G}|\hat{\mathbf{z}} \) is the gyrovector with its constant \( G \), and \( D < 0 \) is the damping constant. The potential energy of a displaced VC in a circular dot can be expressed as \( W(\mathbf{X}, t) = W(\mathbf{X} = 0) + \kappa \mathbf{X}^2(t) / 2 \) with the stiffness coefficient \( \kappa \). Equation (5.3.1) is rewritten in the matrix form:

\[
\begin{bmatrix}
D & p|\mathbf{G}|
-p|\mathbf{G}| & D
\end{bmatrix}
\begin{bmatrix}
\dot{X}_x
\dot{X}_y
\end{bmatrix}
+ \begin{bmatrix}
\kappa & 2\pi S_{pol} a_T j_0
\end{bmatrix}
\begin{bmatrix}
\kappa & -2\pi S_{pol} a_T j_0
\end{bmatrix}
= 0. \tag{5.3.2}
\]

The general solution of equation (5.3.2) is simply given as \( \mathbf{X}(t) = \mathbf{X}_0 \exp(-i\omega t) \) with the angular eigenfrequency \( \omega \). Inserting this solution into equation (5.3.2) leads to the analytical form of the eigenfrequency, \( \omega = (\kappa + i 2\pi S_{pol} a_T j_0) / (|p|G - iD) \), and the relation of the \( X_x \) and \( X_y \), i.e., \( X_y = iX_x \). Since \( \omega = \omega_r + i\omega_i \) is a complex function, the real and imaginary terms can be expressed as

\[
\omega_r = \frac{(\kappa |p|G - 2\pi S_{pol} a_T j_0 D)}{(G^2 + D^2)} \tag{5.3.3}
\]
\[
\omega_t = \left( \kappa D + 2\pi S_{pol} a_1 j_0 p |G| \right) / \left( G^2 + D^2 \right).
\] (5.3.4)

The VC position vector as a function of time in response to out-of-plane dc current is thus given by \( \mathbf{X}(t) = \mathbf{X}_0 \exp(\omega_t t) \exp(-i\omega_k t) \). Here \( \omega_k \) corresponds to the true eigenfrequency of VC gyrotropic motion and nonzero values of the imaginary term \( \omega_t \) indicate that the orbital amplitude changes with time as in the form of \( \mathbf{X}_0 \exp(\omega_t t) \). From the above results, the orbit radius of the VC motion as a function of time is given as \( R_{\omega(t)} = |\mathbf{X}_0| \exp(\omega_t t) \), and the phase relation between \( X_x \) and \( X_y \) is \( X_y / X_x = e^{\pi/2} \), which reflect a circularly rotating motion of a VC inside the dot with \( \omega_k \) and with CCW (CW) rotation sense for \( \omega_k > 0 \) (\( \omega_k < 0 \)). Therefore, the obtained results from the simulations, shown in Fig. 5.2, can be more quantitatively understood from the analytical equations of \( \omega_k \) and \( \omega_t \) that vary with \( p = \pm 1 \) and \( c = \pm 1 \), the magnitude and direction of \( j_0 \), and \( S_{pol} = \pm 1 \) for the material and the dimensions of a given nanodot.

Moreover, the circumferential OH generated by the flow of out-of-plane currents should be considered to understand how this type field affects both \( \omega_k \) and \( \omega_t \). As discussed in the previous section (Chapter 4), it is known that the OH influences the variation of \( \kappa \), such that \( \kappa = \kappa_0 + \kappa_{OH} \), where \( \kappa_0 \) is the intrinsic stiffness coefficient without considering the OH
contribution, and $\kappa_{\text{OH}}$ is the additional term newly introduced by the OH contribution to the effective potential energy of a displaced VC. The $\kappa_{\text{OH}}$ term is proportional to $j_0$ with a constant value of $\eta = ci_p \zeta$ (where $\zeta > 0$), so that the sign of $\eta$ can switch depending on the sign of $c \cdot i_p$.

Note that the OH contribution gives rise to the increase (decrease) in $\kappa$ for the configuration of $c \cdot i_p = +1 (-1)$. Based on the “surface charge free” model, $\zeta$ can be analytically derived in terms of dot dimensional parameters, $R$ and $L$, and a material parameter, $M_s$ as $\zeta = \frac{45}{68} RLM_s$.

The Zeeman energy term $W_{\text{OH}}$ of a displaced VC due to the OH contribution is expressed as $W_{\text{OH}} = -\mu_0 \int dV \mathbf{M} \cdot \mathbf{H}_{\text{OH}}$, where $\mathbf{M}$ and $\mathbf{H}_{\text{OH}}$ are the local magnetizations and the Oersted field distribution in the $(x, y)$ plane, respectively. By adopting the “surface charge free” model and the Biot-Savart's formulation, we numerically calculated an analytical form of $W_{\text{OH}} = \frac{1}{2} ci_p \left( \frac{45}{68} RLM_s \right) j_0 |X|^2 + W_{\text{OH}}(0)$. Comparing this analytical form with $W_{\text{OH}} = \frac{1}{2} \kappa_{\text{OH}} |X|^2 + W_{\text{OH}}(0)$, we obtain $\kappa_{\text{OH}} = ci_p \zeta j_0$ and its proportional constant, $\zeta = \frac{45}{68} RLM_s$ in terms of $R$, $L$, and $Ms$.

Consequently, the $\omega_k$ and $\omega_l$ terms are parameterized as:

$$\omega_k = \frac{p \zeta |G|}{G^2 + D^2} \left[ \frac{\kappa_0}{\zeta} + ci_p j_0 \right],$$

(5.3.5)
\[
\omega_l = \frac{B}{G^2 + D^2} \left( j_0 + \kappa_0 \frac{D}{B} \right) 
\]  
(5.3.6)

with \( B = c_l \xi D + 2\pi S_{pol} \alpha_t p |G| \).

For a given dot dimension and a material, \( \omega_k \) and \( \omega_l \) are both controllable with only external driving force parameters, \( j_0 \) and \( i_p \), for a given vortex state characterized by \( p \) and \( c \), and for a given \( S_{pol} \). Here \( p \cdot S_{pol} = +1 \) (-1) corresponds to the P (AP) orientation between \( p \) and \( S_{pol} \).

For different combinations of \( p \cdot S_{pol} = \pm 1 \) and \( c \cdot i_p = \pm 1 \), we plotted the numerical values (solid lines) of \( \omega_k \) and \( \omega_l \) calculated from equations (5.3.5) and (5.3.6) as a function of the variable \( j_0 \), and compared them with the corresponding simulation results (symbols), as shown in Figs. 5.3 and 5.4. The values of \( \omega_k \) and \( \omega_l \) vary with \( j_0 \). For \( j_0 = 0 \) the values of \( \omega_k \) and \( \omega_l \) become \( \omega_{k,0} = p \kappa_0 |G|/(G^2 + D^2) \) and \( \omega_{l,0} = \kappa_0 D/(G^2 + D^2) \), respectively. More specifically, for \( p = +1 \) \( \omega_k \) increases (decreases) linearly with \( j_0 \) for \( c \cdot i_p = +1 \) (-1), independently of the sign of \( S_{pol} \) [see left panel of Fig. 5.3]. In addition, we obtain the relation of \( \omega_k(p = -1) = -\omega_k(p = +1) \) [see Fig. 5.3]. Regardless of what signs \( p \) and \( S_{pol} \) have, for \( c \cdot i_p = -1 \) there exists a critical value of \( j_0 = j_{max} = -\kappa_0 / (ci_p \xi) \) where \( \omega_k \) becomes zero, as indicated by the black
thick arrows in Fig. 5.3. According to the analytical calculation, the sign of $\omega_\ell$ switches crossing $j_0 = j_{\text{max}}$, such that VC gyrotropic motion for a given $p = +1 (-1)$ is CCW (CW) in the region of $j_0 < j_{\text{max}}$ and switches to CW (CCW) in the region of $j_0 > j_{\text{max}}$. However, the numerically estimated value of $j_{\text{max}}$ is as extremely large as an order of $10^8$ A/cm², and hence in such large $j_0$ values vortex polarization and chirality switching events can take place additionally according to simulation results. Consequently, the analytical results in the region of $j_0 > j_{\text{max}}$ are physically meaningless. As we mentioned before, the corresponding simulation results (indicated by symbols) for relatively small values of $j_0$ are in the same trends as the analytical results, although they show some discrepancies in magnitude.

Instead, as shown in Fig. 5.4, the linear variations of $\omega_t$ with $j_0$ are contrasting and of opposite slope between $p \cdot S_{\text{pol}} = +1$ and -1, but their dependence on the sign of $c \cdot i_\ell$ is ignorable in the region of small $j_0$ values. For $p \cdot S_{\text{pol}} = +1$, $\omega_t < 0$ in the entire region of $j_0$, which reflects the fact that $R_{\text{orb}}(t)$ decreases exponentially with time, as $R_{\text{orb}}(t) = |X_0| \exp(\omega_t t)$, and consequently reaches $X = 0$. For the other case of $p \cdot S_{\text{pol}} = -1$, $\omega_t$ linearly increases with $j_0$, but its sign changes from negative to positive one crossing $j_0 = j_{\text{cri}}$ where $\omega_t = 0$. The value of $j_{\text{cri}}$ is analytically derived as
\[ j_{cri} = -\kappa_D D / B \quad \text{with} \quad B = c i \zeta D + 2\pi S_{pol} a_T p |G| \] from equation (5.3.6). It is clear that for \( j_0 < j_{cri} \), \( \omega_0 < 0 \), but for the other region \( j_0 > j_{cri} \), \( \omega_0 > 0 \). The fact of \( \omega_0 > 0 \) implies that \( R_{orb}(t) \) exponentially increases with time, as \( |X_0| \exp(\omega_0 t) \). The important point we have to stress here that VC gyrotropic motions driven by \( j_0 = j_{cri} \) are maintained on an initially displaced VC orbit radius, \( |X_0| \) and with a characteristic value of \( \omega'_k = \omega_k (j_0 = j_{cri}) \). The analytical form of \( \omega'_k \) was obtained to be \( \omega'_k = \omega_{k,0} \left(1 - ci \zeta D / B \right) \) by putting \( j_0 = j_{cri} \) into Equation (5.3.5). The value of \( j_{cri} \) is a crucial parameter for controlling persistent vortex oscillations by applications of out-of-plane dc current. For the cases of \( j_0 \neq j_{cri} \), the vortex oscillations cannot persevere because the orbital amplitude either decreases or increases for those cases. This phenomenon can be applicable to self-sustained vortex oscillators. Some simulation results (noted by symbols) are in similar trends with the analytical calculations, but their discrepancy in magnitude becomes increased with \( j_0 \).

It is worthwhile to address more physical pictures on the observed steady-state vortex oscillations. The oscillation behaviors of \( \mathbf{M}_s \) of single-domains in spin valve structures caused by STT have been understood by force balance between the STT and the Gilbert damping term. In analogy, we consider force balance between the Gilbert damping term
\( \mathbf{F}_D = D \dot{\mathbf{X}} = \omega'_R D (\hat{\mathbf{z}} \times \mathbf{X}) \) and \( \mathbf{F}_{\text{STT}} = 2\pi S_{\text{pol}} a_T j_{\text{cri}} (\hat{\mathbf{z}} \times \mathbf{X}) \) for the condition of \( \omega_1 = 0 \) at \( j_0 = j_{\text{cri}} \) required for steady-state vortex oscillations. Inserting \( j_{\text{cri}} = -\kappa_D / B \) and \( \omega'_R = \omega_{R,0} \left( 1 - c_i \xi D / B \right) \) into the two yields \( \mathbf{F}_D = -\mathbf{F}_{\text{STT}} \), verifying that the steady-state vortex oscillations can maintain at \( j_0 = j_{\text{cri}} \) in the case where the spin torque force cancels the Gilbert damping force.
Fig. 5.3 Estimated values of the real ($\omega_r$) terms of the eigenfrequency ($\omega$) versus $j_0$ for the indicated cases of $p \cdot S_{pol} = \pm 1$ and $c \cdot i_p = \pm 1$. Symbols and solid lines represent the results of micromagnetic simulation and analytical calculations, respectively.
Fig. 5.4 Estimated values of the imaginary ($\omega_i$) terms of the eigenfrequency ($\omega$) versus $j_0$ for the indicated cases of $p \cdot S_{pol} = \pm 1$ and $c \cdot i_p = \pm 1$. Symbols and solid lines represent the results of micromagnetic simulation and analytical calculations, respectively.
Next, we numerically calculated the values of $j_{\text{cri}}$ and $\omega'_R$ versus $L$ and $R$, as shown in Figs 5.5(a) and 5.5(b). In the calculations, we used the analytical forms of $j_{\text{cri}} = -\kappa_0 D / \left( c_i \zeta D + 2 \pi s_{\text{pol}} p a \right) |G|$ and $\omega'_R = \omega_{R,0} \left( 1 - c_i \zeta D / B \right)$ with an approximated function of 
$\kappa_0 = \frac{40}{9} \pi M_s^2 L^2 / R$ (Ref. 22). The terms $G$ and $D$ are also given as $G = 2 \pi p M_s L / \gamma$ and $D = -\alpha \pi M_s L \left[ 2 + \ln (R / R_c) \right] / \gamma$ with the VC critical radius $R_c$, which of these equations are also functions of $L$ and $R$ (Ref. [48]).

The detail calculations of $j_{\text{cri}}$ and $\omega'_R$ is as follows:

$$j_{\text{cri}} = \frac{-\kappa_0 D}{c_i \zeta D + 2 \pi s_{\text{pol}} a p |G|} = \frac{40}{9} \pi M_s^2 \frac{L^2}{R} \frac{\alpha \pi M_s L}{\gamma} \left( 2 + \ln \frac{R}{R_c} \right)$$

$$= \frac{40}{9} \pi M_s^2 \frac{L^2}{R} \frac{\alpha \pi M_s L}{\gamma} \left( 2 + \ln \frac{R}{R_c} \right) \frac{hP}{2 \mu_0 e} p \frac{2 \pi q M_s L}{\gamma}$$

$$= \frac{C_1 \frac{L^2}{R} \left( 2 + \ln \frac{R}{R_c} \right)}{C_2 RL \left( 2 + \ln \frac{R}{R_c} \right) + C_3} \quad (5.3.7)$$
\[
\omega'_r = \frac{2\pi M_s L}{\gamma} \left( \frac{2\pi M_s L}{\gamma} \right)^2 + \left( \frac{\alpha \pi M_s L}{\gamma} \left( 2 + \ln \frac{R}{R_c} \right) \right)^2 \times \left[ \frac{40}{9} \frac{\pi M_s^2}{R} + c_i \frac{j_{cri}}{45} \frac{R_{LM_s}}{68} \right] \]

\[
= \frac{2\beta}{\gamma} \left[ \frac{C_1 L^2}{R} + C_2 j_{cri} \right] \]

\]

with \( C_1 = \frac{40}{9} \pi \alpha M_s^2 \), \( C_2 = c_i \frac{45}{68} \alpha M_s \), \( C_3 = \frac{2\pi \rho p h P p 2q}{2 \mu_0 \varepsilon} \).

As seen in both Equations (5.3.7) and (5.3.8), the values of \( j_{cri} \) and \( \omega'_r \) are functions of \( c_i - t_p \), so that they vary with the sign of it. The contour plots of \( j_{cri} \) and \( \omega'_r \) on the \((L - R)\) plane allow us to gain technologically useful phase diagrams for designing the dot dimensions and a magnetic material, in order to control persistent vortex oscillations and their eigenfrequencies. As shown in Fig. 5.5(a), the value of \( j_{cri} \) increases dramatically with the increasing \( L \) for a given \( R \), whereas \( j_{cri} \) decreases slowly with increasing \( R \) relatively for a constant value of \( L \). The surprising result is that the value of \( j_{cri} \) is as extremely low as the order of \( 10^4 \text{ A/cm}^2 \) in the region of \( L < 3 \text{ nm} \). The eigenfrequency obtained at \( j_0 = j_{cri} \) varies remarkably with \( L \) and \( R \), indicating its tunability, by dot dimensions, in a very broad range from 10 MHz to 2 GHz. We also compare the numerically
estimated values of $j_{\text{crit}}$ and $\theta'_{\text{r}}/2\pi$ using the analytical equations with those obtained using micromagnetic simulations for several dot dimensions of $[R \text{ (nm)}, L \text{ (nm)}] = [105, 20], [150, 20], \text{ and } [150, 10], \text{ as shown in Table 5.2. Although there are some discrepancies in the results between the analytical and simulation calculations, their general trends according to } L \text{ and } R \text{ are in good agreements.} $
Fig. 5.5 Contour plot of $j_{cn}$ versus dot thickness $L$ and radius $R$, and plot of
$
\omega'_p/2\pi \quad \text{obtained at } j = j_{cn} \text{ for both cases of } c \cdot i_p \pm 1 \text{ and for } p \cdot S_{pol} = -1. \quad \text{Both}
\quad j_{cn} \text{ and } \omega'_p/2\pi \text{ were obtained from numerical calculation of the corresponding}
\quad \text{analytical forms:}
\quad j_{cn} = -\kappa_0 D / (c_i \eta |D + 2\pi S_{pol} p a_T |G|) \quad \text{and} \quad \omega'_p = \omega_{r,0} \left(1 - c_i \eta |D / B\right) \quad \text{with}
\quad \kappa_0 \approx \frac{40}{9} \pi M_i^2 L^2 / R. \quad \text{The region above the dashed line corresponds to stable vortex}
\quad \text{states obtained using an analytical equation of P.-O. Jubert et al. [49].}
<table>
<thead>
<tr>
<th>$c_{ip}$</th>
<th>Dot size</th>
<th>$j_{cri}$ ($10^6$ A/cm$^2$)</th>
<th>$\omega_k/2\pi$ (GHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Anal.</td>
<td>Micromagnetic</td>
</tr>
<tr>
<td>+1</td>
<td>105 20</td>
<td>9.29</td>
<td>6.4</td>
</tr>
<tr>
<td></td>
<td>150 20</td>
<td>6.21</td>
<td>5.2</td>
</tr>
<tr>
<td></td>
<td>150 10</td>
<td>1.47</td>
<td>1.6</td>
</tr>
<tr>
<td>-1</td>
<td>105 20</td>
<td>8.79</td>
<td>6.1</td>
</tr>
<tr>
<td></td>
<td>150 20</td>
<td>5.77</td>
<td>4.8</td>
</tr>
<tr>
<td></td>
<td>150 10</td>
<td>1.42</td>
<td>1.5</td>
</tr>
</tbody>
</table>

**Table 5.2.** Comparison of the numerical values of $j_{cri}$ and $\omega_k/2\pi$ between the analytical calculation and micromagnetic simulation results for several dot dimensions, as indicated by the small circles in Fig. 5.5.
Chapter 6

Vortex core switching driven by out-of-plane current

The unique spin configuration of magnetic vortices, which are found in the restricted geometries of magnetic nanodots of various shapes [2] is characterized by an in-plane curling magnetization of either counterclockwise \((c = +1)\) or clockwise \((c = -1)\) orientation (denoted by *chirality* \(c\)) along with an out-of-plane core magnetization of either upward \((p = +1)\) or downward \((p = -1)\) orientation (represented by *polarization* \(p\)). The combinations of either chirality and either polarization of a vortex, hereafter denoted as \((p, c) = (\pm 1, \pm 1)\), represent the fourfold degenerate states. Thus, the vortex has been regarded as a promising candidate for future high-density nonvolatile memory devices. Moreover, in recent years several groups have demonstrated binary-state \(p\) switching by external applications of not only linearly oscillating [39, 46] in-plane fields, circularly rotating [10, 11] in-plane fields but also their pulse forms [45] with lower-power consumption. In addition to such field-driven \(p\) switching, it has also been demonstrated that the application of spin-polarized in-plane AC current [22, 24] or out-of-plane DC current[23, 26] is an efficient way to manipulate switching between the binary \(p\) states.
Accordingly, based on the fourfold degenerate vortex states and the high thermal stability, several groups proposed different types of binary-digit nonvolatile vortex random access memory (VRAM) [11, 50]. For examples, Kim et al. [11] demonstrated a selective switching of the twofold $p$ states of a vortex in an array of dots using circular rotating in-plane fields or currents. Bohlens et al. [50] also proposed a different type of VRAM based on alternating in-plane current control of twofold handedness ($c \cdot p = \pm 1$: represented by the product of $c$ and $p$), as a bit representation, in a specific array of vortex cells and addressing electrodes.

Here, we raise a further issue: if both $p$ and $c$ switchings in a nanodot are controllable in a certain simple way, it would be possible to make a quaternary-digit nonvolatile memory device without any loss of the fourfold degree of freedom of a vortex-state dot. A reliable control of switching between each of quaternary vortex states has not been explored so far, although studies on only $p$ switching[10, 11, 22, 24, 26, 39, 45] or only $c$--switching [51, 52] have been reported. Note that here we exclude studies on chirality (flux closure) switching in nanorings because such rings do not have out-of-plane magnetizations as in vortex-core areas. In this section, we report the results of micromagnetic numerical simulations of out-of-plane-current-controlled switching between the fourfold degenerate vortex states. We also present a promising means of manipulating individual switching
from each of the four states to any of the other states as well as back again, using different sequence combinations of the characteristic single-step current pulses, as found from this study.
6.1 Simulation conditions

We used Permalloy (Py, Ni$_{80}$Fe$_{20}$) cylindrical dots, each of a different radius in the range of $R = 50 \sim 100$ nm and a different thickness of $L = 5 \sim 50$ nm, as shown in Fig. 1. The initial ground state was either $(p, c) = (+1, +1)$ or $(p, c) = (+1, -1)$. In order to conduct the model study of spin-polarized out-of-plane current-driven vortex excitations in the free-standing dots, we assumed that the spin polarization points in the $-z$ direction, (i.e. $S_{\text{pol}} = -1$), along with the degree of spin polarization $P = 0.7$ [see Fig. 6.1(a)]. The current flow was in the $+z$ direction (denoted as $i_p = +1$). The circumferential Oersted fields due to the current flow were taken into account using Biot-Savart’s formulation [53]. We numerically calculated the magnetization dynamic motions of individual unit cells (size: $2 \times 2 \times L$ nm$^3$) using the OOMMF code [54] that employs the Landau-Lifshitz-Gilbert equation [35], including the so-called Slonczewski spin-transfer torque (STT) [12].
Fig. 6.1 Schematic illustrations of (a) the model geometry and (b) the magnetic vortex states used. The directions of the out-of-plane current and the spin polarization of the electrons are denoted as $i_p = +1$ and $S_{\text{pol}} = -1$, respectively, as shown in illustration (a). The colors and the height of the surface shown in (b) correspond to the in-plane and out-of-plane components of the local magnetizations, respectively.
6.2 Various switching behavior by the amplitude of current density

The simulation results on specific dot dimensions, e.g., \((R, L) = (100 \text{ nm}, 17 \text{ nm})\) and the indicated initial state, \((p, c) = (+1, -1)\) are shown in Fig. 6.2, which diagrams the switching of \(p\) alone and the simultaneous switching of both \(p\) and \(c\), as well as the vortex motion and no further excitation in different regimes of the current density \(j_0\). Note that, with this initial vortex state, the circumferential OH orientation is antiparallel with the \(c = -1\) orientation and the \(p = +1\) orientation is parallel with the current direction, \(i_p = +1\). The switchings from the \((p, c) = (+1, -1)\) state contrasted with the different \(j_0\) regions, as shown in Fig. 6.2. In fact, the observed vortex excitations could be classified into three different regimes with respect to the \(j_0\) value, except for “no further excitation” in regime I0 \((j_0\) below a certain critical density, \(j_{cr}\)). In regime I \((j_{cr}^{\text{III}} < j_0 < j_{II}^{\text{III}}\)), such vortex excitation is the low-frequency translation mode, the so-called vortex gyrotropic motion [7, 53, 55]. In this regime, the vortex core exhibits a spirally rotating motion with a continuously increasing orbital radius, finally attaining the stationary motion of a constant orbital radius along with the eigenfrequency \(\omega_k\). In regime I, therefore, only the vortex gyrotropic motions are observed without any \(p\) and/or \(c\) switchings.
In contrast to the earlier $I_0$ and $I$ regimes, in regime II ($j_0^{II} < j_0 < j_0^{III}$), only $p$ switching occurs, maintaining the initial state of $c = -1$ (without $c$-switching), after the application of the DC current of the required $p$-switching duration time. The switching time, indicated by the solid circles and line, decreases with increasing $j_0$. For the lower $j_0$ values in regime II, the $p$-switching takes place via the creation and annihilation of a vortex-antivortex pair inside a given dot, according to the same mechanism and origin as described in earlier studies [10, 39, 45]. It was also confirmed that the critical velocity, as the criterion for $p$-switching, is $330 \pm 37$ m/s, which is the same as that driven by oscillating in-plane and circular rotating fields (or currents) [10]. However, for the higher $j_0$ values in regime II, the $p$-switching mechanism differed from that observed in the lower $j_0$ region.

With further increases of $j_0$ across $j_0^{II-III}$, an additional vortex dynamic was found that represents the switching of both $p$ and $c$ with certain time intervals of the order of ~ ns (hereafter denoted as “$p$-PLUS-$c$” switching). In this regime ($j_0 > j_0^{III}$), compared with the earlier regimes, the $j_0$ values are large, producing high-strength OHs, e.g., 1.25 kOe at $j_0 = 2.0 \times 10^8$ A/cm$^2$ for $R = 100$ nm. Thus, the high-strength OH assists such “$p$-PLUS-$c$” switching via the reduction of the Zeeman energy through the additional $c$-switching from the antiparallel to the parallel orientation between the $c$-state and the given OH. Note that such additional $c$ switching
never happens for the initial state of $c \cdot i_p = +1$, as shown in the left and right graphs of Fig. 6.3. However, the switching mechanism is not simple, but different from the field driven magnetization reversals typically observed in ring-type elements [52]. Further simulations results show that the chirality switching by only the OH (without STT effect) occurs above $j_0 = 1.8 \times 10^8$ A/cm$^2$, which value is six times greater than the threshold value, $j_{b_{II-III}} = 0.3 \times 10^8$ A/cm$^2$, calculated with considering both the STT and OH effects.
**Fig. 6.2** Diagram of no excitation, vortex gyration, “p” and “p-PLUS-c” switching with respect to \( j_0 \), as indicated by regimes, I, II, and III, respectively. The closed symbols indicate the time required for each switching at a given value of \( j_0 \). The vertical lines represent the boundaries between the different vortex excitations, corresponding to the threshold \( j_0 \) values \((j_0^{\text{cri}}, j_0^{\text{II}}, j_0^{\text{III}})\) that distinguish each switching regime. The dot size and vortex state are \([R, L] = [100 \text{ nm}, 17 \text{ nm}]\) and \((p, c) = (+1, -1)\), respectively, as noted. The hatched area corresponds to the initial ground state before “p” and “p-PLUS-c” switching.
Fig. 6.3 Switching diagrams for the indicated different dot sizes and vortex states.

The hatched area corresponds to the initial ground state before “p” and “p-PLUS-c” switching.
6.3 Geometry dependence of critical current density

Next, from an application perspective, it is necessary to construct phase diagrams of the observed characteristic switchings with respect to the dot dimensions and the initial vortex state, as well as the value of $j_0$. Figure 6.4 shows the phase diagrams on the ($j_0 - L$) plane for the different $R$ values, (e.g., $R = 50, 75, \text{and } 100 \text{ nm}$). For $c = +1$, $c$-switching never occurs, since, as addressed earlier, its direction is parallel to that of the circumferential OH, and thus only the $p$-switching regions are present. By contrast, for the other state, $c = -1$, there exist both “$p$” and “$p$-PLUS-$c$” switchings (noted as II and III, respectively), along with their clear boundaries. Note that as $L$ decreases, the value of $j_0^{\text{II-III}}$ reduces and then converges to zero. This result is promising from a technological point of view. When $L$ decreases and $R$ increases until maintaining stable vortex states, for example, the $j_0^{\text{I-II}}$ and $j_0^{\text{II-III}}$ values decrease to 3.0 and $7.0 \times 10^6 \text{ A/cm}^2$, respectively, for $(R, L) = (100 \text{ nm}, 10 \text{ nm})$. Moreover, the value of $j_0^{\text{II-III}}$ further decreases down to $9.0 \times 10^5 \text{ A/cm}^2$ for $(R, L) = (1000 \text{ nm}, 10 \text{ nm})$. In practical applications, the reduction of the current density and scalability are both crucial, thus these need to be reconciled.
**Fig. 6.4** Phase diagrams of different “p” and “p-PLUS-c” switching regimes, including vortex gyration and no excitation regimes, with respect to the $L$ and $j_0$ for the several $R$ values of, e.g., $R = 50$, 75, and 100 nm, and for the two different states, $(p, c) = (+1, +1)$ and $(p, c) = (+1, -1)$. The individual regions are marked by different colors and the same symbols, $I_0$, I, II, and III, as employed in Figs. 6.2 and 6.3.
6.4 Conceptual design of multi-bit random access memory

On the basis of the previous results, we propose a promising means by which the individual vortex states can be simply but reliably manipulated, which method can be implemented for information recording in a potential quaternary-digit nonvolatile memory device. In Fig. 6.5 (a), we schematically illustrated ten different pulse sequences composed of single-, double- or triple-step pulses. Each current pulse is of either density value, $j_0^{\text{I-II}} < j_0 < j_0^{\text{II-III}}$ or $j_0 > j_0^{\text{II-III}}$, and either current direction, $+z$ or $-z$. The lengths of the step pulses are supposed to be at least longer than the switching times, $t_p$ ($10 \sim 250$ ns) and $t_{p+<}$ (< 30 ns), required for “p” and “p-PLUS-c” switchings, respectively. For example, for p switching, single-step pulses with $t_p$, (pulse types ① and ②), are necessary. Here, the current density and length of the step pulses were determined by the dot dimensions and vortex states, as shown in Figs. 6.2, 6.3, and 6.4. Contrastingly, c-state switching can be achieved only by combining the two different processes of “p-PLUS-c” and “p” switchings, in order to return the p-state to its original state, since c-switching never occurs alone, but occurs along with p switching. The pulse types, ⑤, ⑥, ⑦, and ⑧ effect c-switching. The pulse sequences for “p-PLUS-c” switching are relatively complex: the
single-step pulses of ③ and ④ are required for switching between \((p, c) = (1, -1)\), and \((-1, +1)\), but for switching between \((p, c) = (1, +1)\) and \((-1, -1)\), the triple-step pulses of ⑨ and ⑩ are necessary. The reason is that the latter switching can occur only through the serial processes of switching from the given \((-1, -1)\) state to \((1, -1)\) and \((-1, +1)\), and then to \((1, +1)\), or vice versa. Thus, the pulse sequences ⑨ and ⑩, are the results of the combinations of ①+④+① and ②+③+②, respectively. Consequently, each vortex state can be switched to any of the other states directly through two different processes of the \(p\) and \(p\)-PLUS-\(c\) switching or their combinations, by one of the pulse sequences indicated by the arrows and the numbers noted in Fig. 6.5. The ten types of pulse sequences shown in Fig. 6.5 were also demonstrated for the \(p\) and \(p\)-PLUS-\(c\) switchings for another conditions while holding \(p \cdot S_{pol} = -1\). With the other conditions for \(p \cdot S_{pol} = +1\), there were neither gyrotropic motion and nor any switching.
Fig. 6.5 (a) Current pulse sequences (comprised of single, double or triple pulses) required for individual switching between each pair of the quadruple vortex states shown in (b).
Chapter 8

Summary

In this thesis, we investigated the magnetic vortex dynamics in soft magnetic nanoelements under spin-polarized currents, such as gyrotropic motion of vortex core and switching among four degenerated vortex states. To understand the underlying mechanism of these nontrivial dynamics of the vortex structure, we conducted not only micromagnetic simulations with OOMMF code and LLG micromagnetic simulator, but also analytical calculations based on Thiele’s equation of motion.

Under in-plane ac currents of different amplitude and frequency in Permalloy nanodots, we found occurrences of current-driven vortex-core reversal and accompanying spin-wave emission. This phenomenon occurred through the creation of a vortex-antivortex pair and subsequent annihilation of the initial vortex and created antivortex. It was found that strong spin waves are emitted in the course of the above serial processes and immediately after vortex core switching. These results provide physical insight into how and when current-driven vortex core switching takes place, thereby offering a means to manipulate bi-state vortex core orientations.

We observed sizable eigenfrequency shifts in vortex gyrotropic motions driven by the out-of-plane spin-polarized dc current and clarified
the underlying physics through micromagnetic numerical calculations. It was found that the vortex eigenfrequency is changed to higher (or lower) values with increasing Oersted field strength associated with the out-of-plane dc current density for the vortex chirality parallel (or antiparallel) to the rotation sense of the Oersted field circumferential in-plane orientation.

In addition, we numerically and analytically calculated the dependences of the eigenfrequency and the orbital radius amplitude of the translation motion of a vortex core in soft magnetic nanodots driven by spin-polarized out-of-plane dc currents. We found some key parameters to reliably control the persistent vortex oscillations, including the vortex eigenfrequency and orbital amplitude. Using the analytically derived equations of the critical current density for persistent vortex motions and their eigenfrequencies, we constructed two phase diagrams of the critical current density and eigenfrequency on the plane of dot thickness and radius for a Permalloy material. These results provide guidance for practical implementation of vortex oscillations in nanodots to a new class of oscillator with tunable eigenfrequency in a broad range, with high q-factor, and extremely low current densities, as small as $10^4 \sim 10^5$ A/cm$^2$.

Finally, we studied the dynamic switching of both polarization and chirality of the fourfold degenerate vortex states in soft magnetic dots by applying spin-polarized out-of-plane dc or pulse currents of different densities and directions. It was found that dynamic switching can be
manipulated simply by changing the current density in accordance with the initial ground state and the dot size. The proposed pulse sequences of combinations of four characteristic single-step pulses can affect individual switching from each vortex state to any of the other states. This work opens up the possibility of implementing the full degree of freedom of the fourfold degenerate vortex states in a future quaternary-digit nonvolatile memory device, although further studies of not only the scaling issue but also temperature and defect effects on the switching characteristics are necessary for practical applications.
Appendix

A. Experiment results

In this thesis, we discussed the vortex dynamics driven by out-of-plane spin-polarized dc current using analytical calculations and micromagnetic simulations. In this section, we tried to observe the vortex dynamics, especially the critical current density for exciting the vortex core oscillation, by measuring the output signal from an electrical measurement system with giant-magneto-resistance (GMR). Unfortunately, the experiment failed. As this is an ongoing experiment in our laboratory, we are reporting the experimental setup such as the environment, sample fabrication processes, results, and also propose directions for future work.

1 Experiment environment

The complicated multilayer samples were deposited using a cluster chamber system. This system consists of the following: 1) an E-beam evaporation chamber with an in-situ surface magneto-optical Kerr Effect, 2) a DC sputtering chamber for depositing Py and Exchange bias, 3) a DC sputtering chamber for depositing Cu, 4) an RF sputtering chamber for
depositing MgO, 5) a pre-chamber, 6) a transfer chamber for transferring samples among the above chambers, and 7) a pulsed laser deposition chamber (PLD). Each chamber involves independent electronics, pumps and gas handling lines, and are isolated by gate valves. In this experiment, we used the E-beam evaporation chamber, two DC sputtering chambers, the pre-chamber, and transfer chamber. The entire shape of the cluster chamber system is shown in Fig. A.1.
Fig. A.1 Picture of the cluster chamber system
1.1 E-beam evaporation chamber

The E-beam evaporation chamber is composed of four electron-beam evaporators (EFM4, Omicron) in which an integral flux monitor enables reproducible real-time control of the deposition rate. (Fig. A.2) Highly efficient water-cooling ensures negligible outgassing during operation, thus the chamber pressure is maintained at an ultrahigh-vacuum (UHV) condition, typically below $1 \times 10^{-9}$ Torr. The precisely defined evaporation beam allows for a highly uniform deposition area on the sample. The deposition area is determined by the aperture and the distance from the source to the sample. In our experimental setup, the uniform deposition area is about 50 mm at the distance of 120 nm with the aperture diameter of 10 mm.

We can measure the Kerr signal using the surface magneto-optical Kerr effect (SMOKE) in the E-beam evaporator chamber. (Fig. A.3) We used the photo-elastic modulator (PEM-90, Hinds Instruments) as a precision compensator. This provides dynamic phase retardation of the elliptically polarized light from the sample. In this way, we can obtain magneto-optical properties through phase-sensitive detection with high accuracy (~0.001°), instead of by mechanical rotation of an analyzer. As a light source and detector, a red He-Ne laser (R-30993, Newport) and a photodiode detector unit (DET-90, Hinds Instruments) are used. The red He-Ne laser generates a 500:1 linearly polarized output of 12.0 mW at 633
nm. The laser light incidents to the electron-beam evaporation chamber through fused quartz windows (#450020, MDC), which minimize perturbation of the laser polarization state. For polarizing optics, Clan-laser calcite polarizers (10GL08AR.14, Newport) are used. This polarizer provides an extinction rate better than 10⁻⁵ in the wavelength range of 400-1064 nm with unpolarized input. This polarizer also has broadband visible antireflection coating in the 430-700 nm wavelength range. For alignment of the sample in the UHV chamber, the chamber is equipped with a manipulator (HPT translator, Thermo Vacuum Generators) and a specially designed sample holder (XL25HC sample handling system, Thermo Vacuum Generators), as shown in Fig. A.4. The manipulator provides for x, y, and z motions of the sample with a resolution of 5 μm. Additionally, the sample can be rotated in the primary and azimuthal directions by the manipulator’s rotary drive. For accurate SMOKE measurements, the sample holder consists of low-magnetic materials such as the molybdenum sample plate, the beryllium copper bearing, and the alumina isolators.
Fig. A.2 Picture of the E-beam evaporation chamber.
Fig. A.3 Schematic feature of surface magneto-optical Kerr effect (SMOKE) system [56]

Fig. A.4 Picture of the specially designed sample holder (XL25HC).
1.2 DC sputtering

Sputter deposition is a physical vapor deposition (PVD) method that ejects atoms from target materials, which then attach to a substrate. By first creating gaseous plasma and accelerating the ions from this plasma into the target material, the target material is eroded by the arriving ions via energy transfer, and is ejected in the form of neutral particles, either individual atoms, clusters of atoms or molecules. As these neutral particles are ejected, they will travel in a straight line unless they come into contact with something, whether other particles or a nearby surface. If a substrate is placed in the path of these ejected particles, it will be coated by a thin-film of the source materials.

The cluster chamber system has three chambers for DC and RF sputtering of metals and dielectrics from 2-inch targets. In this experiment, we used only two DC sputtering chambers. The background pressure of the sputtering chamber is lower than $2 \times 10^{-9}$ Torr, and is maintained using turbo molecular pumps backed by rotary vane pumps. The substrates are mounted on a rotation stage, and can be positioned directly under the sputter sources in a parallel source-substrate configuration. The distance between the sputter source and the substrate can easily be controlled. The argon gas flow for the sputtering procedure is automatically controlled by mass flow controllers (MFCs) and gate valves. Heating of the substrate to 700°C is possible by means of a heating-lamp module.
Fig. A.5 Picture of the DC sputtering Chamber for Py and Exchange bias
Fig. A.6 Picture of the DC sputtering Chamber for Cu.
2 Sample preparation

The fabrication process in this thesis can be classified into two parts: magnetic material deposition and patterning process. The patterning process and electrode deposition in the fabrication processes are performed at the Korea Advanced Nano Fab Center (KANC) in the city of Suwon, Gyeonggi, South Korea. This facility has cleanliness from 1,000 to 1 class. The deposition of magnetic materials is performed using our cluster chamber system. The complicated fabrication process is described in Fig. A.7 and A.8.
Fig. A.7 Fabrication process flow of the sample preparation. (Side view)

Fig. A.8 Fabrication process flow of the sample preparation. (Top view)
For patterning a **bottom electrode**, a resist layer (400 nm-thick ZEP-520A) was spin-coated at a speed of 3000 rpm onto the silicon wafer substrate. At 170°C, the ZEP-520A was prebaked on a hotplate for 300 sec. Then, the electron-beam exposure was carried out with an electron-beam lithography (JBX 6000, Jeol) operating at 50 kV and providing beam currents at 1 nA. The exposure dosage was varied from 100 to 200 uC/cm². After e-beam patterning, the exposed ZEP-520A was developed by ZED-N50 for 90 sec and then rinsed in IPA, followed by blow-drying with nitrogen gas. After the development, thin-film Au was deposited onto the pattern by DC sputtering at KANC, and lift off the unpatterned ZEP-520A resist by ZDMAC. IPA and de-ionized water were used for rinsing and cleaning. The lift-off method offers advantages to the processes of patterning difficult-to-etch metal thin films such as platinum, tantalum, nickel, and iron. Typically, this method proceeds as follows: 1) a film is deposited over all of the patterned substrate; 2) the resist under the film is removed by solvent with the film deposited on the resist; 3) the patterned film remains only on the substrate.

Next, we patterned **magnetic disk** of diameter $2R = 500$ and 1000 nm using the resist layer (150 nm-thick PMMA 95KA3) spin-coated at a speed of 3000 rpm. The PMMA was prebaked on a hotplate at 170°C for 300 sec. Then, electron-beam exposure was carried out with the same condition of bottom electrode. After e-beam patterning, the exposed PMMA
was developed by MIBK+IPA (MIBK 1 : IPA 1) for 90 sec and then rinsed in IPA, followed by blow-drying with nitrogen gas. After the development, the magnetic layers were deposited onto the pattern by DC sputtering. The magnetic disk composed of a polarizer, free layer, and fixed layer. The polarizer consisted of CoPd multilayer, Pd (5 nm) / [Co (0.5 nm) / Pd (1.5 nm)] 3. The free layer and fixed layer consisted of Py (10 nm) and the exchange bias [CoFe (3 nm) / IrMn (15 nm)], respectively. To prevent the exchange coupling between the polarizer, the free layer, and the fixed layer, the spacer (Cu 3nm) was deposited between each layer. The deposition condition of the polarizer and exchange bias was optimized by SMOKE measurement. (Fig A.9 - A.11)

Before patterning a top electrode, **HSQ layer** (100 nm-thick XR-1541-006) was patterned for insulating between the bottom and top electrodes. The HSQ layer was spin-coated at a speed of 4000 rpm onto the silicon wafer substrate. At 110°C, the HSQ layer was prebaked on a hotplate for 60 sec. Then, electron-beam exposure was carried out under the same conditions of bottom electrode. After e-beam patterning, the un-exposed HSQ layer was developed by MF312CD38 for 60 sec and then rinsed in DI water for 30 sec, followed by blow-drying with nitrogen gas.

Finally, **the top electrode** was patterned by the same process with the bottom electrode. The total stack of the sample is Ti (10 nm) / Au (60 nm) / Pd (6.5 nm) / [Co (0.65 nm) / Pd (1.9 nm)] 3 / Cu (3 nm) / Py (10nm) /
Cu (3 nm) / CoFe (3 nm) / IrMn (15 nm) / Ta (2 nm) / Ti (10 nm) / Au (200 nm). (Fig. A.12) Tantalum was used for the capping layer to prevent the sample oxidation and Titanium was used for adhesion between the silicon substrate and electrodes (Au).
Fig. A.9 Perpendicular Kerr rotation result of the polarizer according to the Co thickness.

Fig. A.10 Perpendicular (left) and Longitudinal (right) Kerr rotation result of the polarizer according to the Co thickness.
Fig. A.11 Longitudinal Kerr rotation result of the exchange bias [Cu (3 nm) / CoFe (3 nm) / IrMn (15 nm) / Ta (2 nm)] according to the rotation angle of the stage.
Fig. A.12 Side view of the sample geometry. In this view, the HSQ layer is not considered. Actually, the HSQ layer is covered between the bottom and top electrodes except the above magnetic nanodot layer.
3 Experiment results and future work

The schematic illustration of our electrical measurement setup is shown in Fig. A.13. Each system (pulse generator, probe station, and oscilloscope) is connected by SMA connectors, and two dc probes are contacted on the electrodes of the patterned sample as shown in Fig. A.15. We applied the input current pulse using the pulse generator, where the total duration time is 2.0 μs, the raising edge 1.0 μs, and the end edge 2.5 ns. (Fig. A.16) We used long raising edge to prevent the overshoot of the current pulse. The applied current pulse is passed through the sample, and the output signal can be measured using the oscilloscope. The analytically calculated critical current (critical voltage) using the previous results in Section 5 was 2.4 mA (120 mV). The impedance of the pulse generator and oscilloscope were 50 Ω and 1MΩ, respectively.

We expected the following result. When the vortex core is excited by the critical current as we mentioned in the previous sections, the value of the magneto-resistance will be changed periodically with the same frequency of the VC gyration. As a result, the output signal will be oscillated with the same frequency of the VC gyration.

In this experiment, however, we could not measure the oscillated output signal because the current pulse did not pass through the sample. To
solve this problem, we are going to observe the cross-section of the sample using Transmission Electron Microscope (TEM). After this observation, we expect other graduate students in our laboratory to solve the problems and fabricate new samples. Finally, we expect them to measure the critical current for vortex core oscillation using an electrical measurement setup.
Fig. A.13 Schematic illustration of our electrical measurement setup.

Fig. A.14 Picture of our probe station.
**Fig. A.15** Optical microscope image of the patterned sample. Two probes are contacted on the electrodes of the third sample.

**Fig. A.16** The duration time, raising edge, and end edge of the applied current pulse.
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국문 초록

수 마이크로 이하로 패턴된 연자성 박막에서는 박막의 지름과 두께에 따라 스핀 소용돌이라는 구조가 안정한 상태를 가질 수 있게 된다. 스핀 소용돌이는 박막 면 중심의 수십 나노 크기의 영역에서 박막 면과 수직한 스핀 배열 구조를 갖는 스핀 소용돌이 핵과, 스핀 소용돌이 핵 주변에서 스핀들이 꼬리에 꼬리를 무는 형상을 보이며 박막 면에 평행하게 배열되어 있는 칸탈리티(chirality)로 구성된다. 이 때, 스핀 소용돌이 핵은 “위” 또는 “아래” 방향을 가질 수 있고, 칸탈리티의 스핀 배열은 “시계방향” 또는 “반시계방향”을 가질 수 있다. 또한, 스핀 소용돌이 구조에 외부 자기장(또는 전류)을 인가하면 스핀 소용돌이 핵의 회전 운동을 발생시킬 수 있다. 이러한 특성으로 인해 스핀 소용돌이 구조는 나노 전동자 또는 정보 저장 소자로서의 응용성을 인정받아 많은 사람들의 관심 속에 연구가 진행되어 왔다. 본 학위 논문에서는 전류 인가 시에 발생하는 스핀 전달 토크를 이용하여 스핀 소용돌이 핵의 회전 운동 및 자화반전 현상을 이론 및 전산모사를 통해 연구 분석하였다.

스핀 소용돌이 구조에서 박막 면에 평행한 방향으로 사인 펄스 (sine pulse)의 전류를 인가할 때 스핀 소용돌이 핵의 자화반전이
발생하는 것을 발견하였고, 자화반전의 메커니즘(mechanism)을 전산모사를 통해 규명하였다. 또한, 스핀 소용돌이 핵의 자화반전이 일어날 때 스핀파(spin-wave)가 발생하는 것을 관측하였다.

한편, 박막 면에 수직한 방향으로 스핀 전항 전류(spin polarized current)를 인가할 때 스핀 소용돌이 핵의 회전 운동이 발생하는 것을 관측하였으며, 전류 인가 시 발생하는 외스테드 자기장(Oersted field)과 스핀의 상호작용에 의해 스핀 소용돌이 핵의 회전 진동수가 변화하는 것을 관측하였다. 또한, 스핀 전항 전류에 의해 발생하는 스핀 소용돌이 핵의 회전운동을 이론적으로 계산하여 스핀 소용돌이 핵의 회전운동을 위한 한계 전류 값을 예측하였으며, 스핀 소용돌이 구조의 지름 및 두께에 따른 한계 전류 값 및 회전 진동수를 이론적으로 계산하였다.

마지막으로, 스핀 전항 전류의 세기에 따라 스핀 소용돌이의 동적 거동이 변화하는 것을 관측하였으며, 이를 바탕으로 스핀 소용돌이 핵 또는 키랄리티의 자화반전을 각각 독립적으로 제어할 수 있는 방법을 제시하였다. 또한, 이를 이용하여 스핀 소용돌이 구조에서 스핀 전항 전류를 이용한 멀티 비트 메모리 소자의 가능성을 제시하였다.

주요어: 스핀-소용돌이, 스핀 전항 전류, 스핀 전달 토크, 나노진동자
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