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Abstract

This thesis presents an overview of the interactions between microwaves and physical properties of sea ice and snow, such as the dielectric constant and surface roughness, in order to successfully measure sea ice thickness from polarimetric radar systems. Using a ground-based scatterometer system and various microwave scattering models, polarimetric backscattered signatures from sea ice and snow were investigated as evidence of the evolution of the physical properties during the freezing and melting seasons. Based on these results, the optimum method for measuring the thickness of sea ice covered with snow using polarimetric SAR data was explored via numerical simulations and experimental measurements.

Experiments conducted using the ground-based scatterometer system as well as the in-situ measurements showed that most of the polarimetric signatures (C-band) with relatively high incidence angles (i.e., about 40°) can be backscattered from the interface between snow cover on sea ice and the surface of the sea ice over the freezing season. Microwaves can penetrate the snow cover during this season owing to the lower dielectric properties of the snow cover (about 1.25). Conversely, the signatures were predominantly backscattered from the surface of the snow cover during the melting season due to high dielectric properties induced by surface melting water. For the freezing season, the in-situ measurements and numerical simulations showed that the number of polarimetric signatures backscattered within the sea ice volume can increase with sea ice growth due to evolutions of the dielectric
properties induced by the desalination process, and the surface roughness of sea ice can increase with sea ice growth due to superimposed and ridging processes. Based on these observations, the relationship between the depolarization effects of polarimetric signatures (C- and X-band) and sea ice thickness was investigated using various numerical simulations and a case study. A strong correlation was found between the in-situ sea ice thickness and the SAR-derived depolarization factors (i.e., the co-polarized correlation and cross-polarized ratio). These results clearly demonstrate a one-to-one relationship between the thickness and the depolarization factors, which further suggests that the depolarization factors could be effective parameters in measuring the thickness of snow-covered sea ice with space-borne polarimetric SAR data.
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Chapter 1. Introduction

1.1. Overview

The cryosphere comprises all parts of the earth including frozen water, ice, and snow cover [1]. Based on the origin, ice in the cryosphere can be divided into land ice and sea ice. Land ice represents frozen freshwater and/or snow on the earth’s surface, and sea ice is frozen, salty ocean water. By definition, land ice can be additionally classified as glacier, ice sheet, river, and lake ice, or as permafrost. A glacier is a huge ice mass formed by accumulated and frozen snow on land over many years. An ice sheet is a mass of glacier ice with an area that is greater than 50,000 km²; this is also known as a continental glacier. Lake and river ice, and permafrost refer to lake, river, or soil surfaces that remain frozen for two or more years. All glaciers and ice sheets flow due to gravitational forces; when these formations pass through a coastline, they float on the sea surface. The floating ice is called an “ice shelf,” and its parts are broken off due to various mechanisms, such as ocean tides and surface melt-water propagation. The broken ice masses are called “icebergs” (Figure 1).

Land and sea ice are mostly distributed within the polar region of the cryosphere (Figure 2). Indeed, the areas of the land ice of Antarctica and Greenland are $1.36 \times 10^{13}$ and $1.73 \times 10^{12}$ m², respectively. These represent 86% and 11% of the total area of land ice ($1.58 \times 10^{13}$ m²) [2]. In the case of sea ice, although areas of Arctic and Antarctic sea ice have strong seasonal variation, the averaged maximum area of
Arctic and Antarctic sea ice in the winter season is $1.5 \times 10^{11}$ and $1.8 \times 10^{13}$ m$^2$, respectively, and the minimum area of those regions in summer season is $7 \times 10^{10}$ and $3 \times 10^{10}$ m$^2$, respectively [3]. Table 1.1 summarizes the global distribution of land and sea ice.

Surfaces of land ice, sea ice, and snow have high reflectivity for incoming solar radiation (Figure 3). For example, the reflectivities (or albedos) of the ice and snow, ocean water, and vegetation and dark soil is from 85 to 90%, 10%, and 20%, respectively [4]. The reflectivity of ice and snow, therefore, is about four times more than the others (Table 1). Besides, the reflectivity of the ice and snow depends upon spectral band, the ice and snow thickness, and surface temperature [5]. Therefore, the spatial distributions of the formations (e.g., their physical extents and/or thickness) are important factors in understanding the thermal feedback process between the sun and the earth. The spatial distribution of the ice and snow has rapidly changed due to global warming over the past decades with the melting of sea ice [6] (Figure 4) and the retreat and thinning of ice shelves [7] (Figure 5); this decline is occurring faster than is predicted by current climate models [8]. Climate models predict a continued and possibly accelerated decline in the ice extent, leading to an ice-free summer in the Arctic within this century [9] or even within the next thirty years [10]. Thus, there is an increasing need for accurate modeling and observation of the spatial distribution of the ice and snow, in order to improve predictions for future global climate change.

Study and monitoring of the changes in the cryosphere is both laborious and scientifically challenging due to extreme environment. For example, direct
measurement of the ice and snow thickness can be made by drilling a hole through the ice and snow or by using electromagnetic induction systems such as the EM-31 and Ground Penetrating Radar (GPR) [11], [12]. Although these methods are accurate, they are time consuming and limited in space due to the intense weather conditions of the polar region. An autonomous ice mass balance buoy can facilitate long-term measurement of the ice and snow thickness and offer insights into the governing processes, but spatial coverage is limited. However, various air- and space-borne remote sensing techniques are useful tools for monitoring the changes temporally and spatially. Various air- and space-borne remote sensing techniques have been developed since the early 1900s. The next section of this thesis provides an overview of air- and space-borne remote sensing techniques in exploring the cryosphere.

1.2. Remote sensing of ice and snow

Expeditions to the polar region using air-borne remote sensing techniques began in the early 1900s. Mittelholzer et al. (1925) [13] discussed a glacier formation using aerial photography in Spitzbergen islands in the Svalbard archipelago to the east of northern Greenland. Wilkins (1929) [14] showed ice cover in the Antarctic Peninsula (AP) using aerial photography (i.e. a folding Kodak 3A camera). Although experiments were conducted in these challenging conditions, with great skill and considerable risk, many scientific problems await solution.

In the early 1960s, the first operational space-borne optical imaging instruments
(i.e. CORONA, ARGON, and LANYARD) were developed for both detailed reconnaissance and regional mapping [15]-[17]. These systems allowed polar researchers to acquire global scale optical imaging data covering the cryosphere. The data could be used to identify local fluctuations in glacier termini [18] and large-scale flow features on ice sheets [19]; these properties have been monitored in greater detail with the development of space-borne optical imaging instruments such as Landsat, Moderate Resolution Imaging Spectrometer (MODIS), Geoeye-1, and etc. However, the remote sensing techniques based on these systems fail to resolve the problems. Long polar nights and frequent cloudy weather conditions at the high latitudes of the cryosphere hinder the measuring activities of the systems.

Given these limitations, we consider the use of microwaves, which can penetrate through cloud, dust, and rainfall because of their long wavelengths; additionally, active microwave remote sensing can observe during both day and night since its sensors generate source power. Thus, microwave remote sensing has been widely used to monitor changes in the cryosphere. For example, space-borne microwave scatterometer and radiometer systems (e.g., QuikSCAT, Seasat-A, ERS-1/2, ADEOS-1/2, SSM/I, and AMSR-E) have been used to derive sea ice extent, concentration, and motion [18]-[20]. However, these instruments do not have high resolution capability, while space-borne Synthetic Aperture Radar (SAR) instruments (e.g., RADARSAT-1, ERS -1 and -2, and Envisat) have enhanced resolution capability. Thus, these instruments have been used to generate high resolution mapping of the sea ice edge and icebergs, and they estimate the current velocity of ice sheets using interferometric methods [21]-[22]. However, these
techniques provide only horizontal information of the spatial distribution of the cryosphere.

It was suggested that microwaves can penetrate the ice and snow due to their dielectric properties (i.e., loss factors) [23]. This suggestion proved to be a prelude to exploring vertical properties of the ice and/or snow, such as thickness and internal structure. Indeed, Waite and Schmidt (1962) [24] led the first experiments to measure the thickness of ice sheets in Antarctica and Greenland using the air-borne radar altimeter system (frequencies: 110, 220, 440, and 4300 MHz). The basic principle used to measure the ice thickness and/or snow depth is that the travel time of a radar pulse (of an appropriate wave speed) between the surface and bottom of the ice and/or snow can be converted into the distance, allowing those values to be determined. These fundamental techniques contributed to the development of space-borne radar altimeter systems such as the ERS 1/2, GEOSAT, Cryosat 1/2, etc. In addition, air- and space-borne laser altimeter systems have been developed using principles similar to those of the radar altimeter systems (i.e., ICESat, Airborne Topographic Mapper (ATM) [flown as part of the IceBridge Campaign]), in order to verify surface profiles of the ice and/or snow with greater accuracy [25]-[29].

Although the altimeter systems have successfully observed the thickness of ice sheets, lake ice, and snow, measurement of sea ice thickness is an issue that has not yet been resolved. The scattering structures of microwaves from sea ice are relatively more complicated than those of land ice and snow, because the dielectric properties of sea ice vary due to the varying stages of sea ice growth. Therefore, it is difficult to interpret various scattering structures (e.g., surface and volume scattering) of
microwaves from sea ice, and many studies attempt to resolve this issue.
Figure 1. Classification of ice and snow at the cryosphere. [From ESA]
### Global distribution of ice

<table>
<thead>
<tr>
<th>Region</th>
<th>Area (m²)</th>
<th>Portion (%)</th>
<th>Region</th>
<th>Max./Min.</th>
<th>Area (m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Antarctica</td>
<td>1.36 x 10¹³</td>
<td>86</td>
<td>Arctic</td>
<td>Max. (Winter)</td>
<td>1.5 x 10¹¹</td>
</tr>
<tr>
<td>Greenland</td>
<td>1.73 x 10¹²</td>
<td>11</td>
<td></td>
<td>Min. (Summer)</td>
<td>7 x 10¹⁰</td>
</tr>
<tr>
<td>Remainder</td>
<td>5 x 10¹¹</td>
<td>3</td>
<td>Antarctic</td>
<td>Max. (Winter)</td>
<td>1.8 x 10¹¹</td>
</tr>
<tr>
<td>Total</td>
<td>1.58 x 10¹³</td>
<td>100</td>
<td></td>
<td>Min. (Summer)</td>
<td>3 x 10¹⁰</td>
</tr>
</tbody>
</table>

**Figure 2.** The spatial distribution land and sea ice in the polar region.

**Table 1.** Global distribution of land and sea ice.
Figure 3. Albedo of ice, snow, ocean water, and vegetation and dark soil on the earth.
Figure 4. Average monthly Arctic sea ice extent from Jan 1979 to 2010. [From NSIDC]

Figure 5. Change rate of the ice thickness in the Antarctic ice shelf from 2003 to 2008. [Prichard et al, 2012]
1.3. Motivation and Objectives of this thesis

The latest space-borne SAR (e.g., RADARSAT-2 and TerraSAR-X) systems offer high-resolution (up to 1 m) full polarimetric SAR data. These capabilities allow us to interpret scattering structures of microwaves using various polarimetric target decomposition methods [30]-[32]. Therefore, the latest space-borne SAR data have good potential to measure sea ice thickness with their polarimetric capabilities. An efficient method for measuring sea ice thickness can be developed if the interactions between sea ice and microwaves can be interpreted using this capability.

In this thesis, efficient methods to measure sea ice thickness using space-borne polarimetric SAR data were explored based on the interpretation of various scattering structures from sea ice and snow. A ground-based scatterometer, which can measure the return radar signals from sea ice and snow in the field, was developed in order to practically interpret the scattering structures of microwaves from sea ice and snow, and various theoretical microwave scattering model simulations were used.

Chapter 1 presents an introduction to the motivation and purpose for this thesis. Chapter 2 provides the setup of the ground-based scatterometer and space-borne SAR systems and the radiometric calibration procedures of each system to acquire reliable data. Chapter 3 explains the results of various experiments to measure sea ice thickness using measurements of the ground-based scatterometer system, in-situ measurements, and numerical simulations. Chapter 4 shows results of a
measurement in order to measure sea ice thickness using space-borne SAR data and
in-situ measurements based on the results of Chapter 3. Chapter 5 summarizes the
results of this thesis, and discusses limitations of proposed method to measure sea
ice thickness in this thesis and future works.
Chapter 2. Polarimetric microwave remote sensing systems

2.1. Ground Based POLarimetric SCATterometer (GB-POLSCAT)

As mentioned in Chapter 1, it is well known that GB-POLSCAT is optimal tool to interpret scattering features of microwave from natural distributed targets. This system has mainly used to interpret signatures backscattered from surface of the targets with space-borne SAR data and backscattering models [33]-[35]. Furthermore, Strozzi (1996) [36] introduced the practical method to measure the signatures backscattered from snow cover with the GB-POLSCAT system at 5.3 GHz (C-band) and 35 GHz (Ka-band). This method is very useful to interpret scattering structures (i.e. surface/volume scattering) of microwave from snow covers. Detail process of the method refers to Section 6.2 of Strozzi’s dissertation [36].

In this thesis, the GB-POLSCAT was developed at Seoul National University (SNU) for interpreting the signatures from sea ice and snow with Strozzi’s method. In following sections, detail set-up and calibration procedures of the system are introduced.
A. Set-up of GB-POLSCAT

The GB-POLSCAT developed at SNU is based on Network Analyzer (NA), Circuit, and Antenna (Figure 6a). The NA is main device in the GB-POLSCAT as source power generator, receiver of returned signals, and signal processing unit. Anritsu MS2028B among various NA products was used. This NA can generate source signal at wide frequency range (i.e. from 5 kHz to 20 GHz), and is easy to operate being as it is hand held type. Circuit consists of isolator, power amplifier, switch controller, and circulator (Figure 6b). Isolator blocks reverse current of transmitted signal. Power amplifier controls the source power of the generated signal up to 40 dB. Switch controller and circulator decide the polarization features of transmitted and received signal through controlling the transmission line of signal transmitted into the single orthomode transducer (OMT) horn antenna or received from the one. In addition, azimuth and incidence angle of the illuminated signal can be controlled automatically by step motors.
Figure 6. (a) External parts of the GB-POLSCAT system developed by SNU (b) Structures of the circuit.
B. System calibration of GB-POLSCAT

B.1. Basic concept of the system calibration

In the GB-POLSCAT, the radar equation associated with transmitted and received signal can be defined as following [37]

\[ E_{pq}^r = e^{-j2kr} \left( \frac{P_t G_t G_r \lambda^2}{(4\pi)^2 r^4} \right)^{\frac{1}{2}} S_{pq} \]  \hspace{1cm} (1)

where \( E_{pq}^r \) is the received electromagnetic field. \( G_t \) and \( G_r \) are the gain of transmitting and receiving antenna, respectively. \( P_t \) is transmitting power generated by the NA. \( \lambda \) is the wave length and \( r \) is the distance between the antenna of the GB-POLSCAT and a target. \( S \) is the scattering matrix of a target. The subscripts \( p \) and \( q \) denote the polarization of transmitted and received signal, respectively. Here, Radar Cross Section (RCS) of a target can be determined by the scattering matrix as following:

\[ \sigma_{pq} = 4\pi |S_{pq}|^2 \]  \hspace{1cm} (2)

In ideal case, it is possible to determine the scattering matrix of a target by measuring of \( \frac{|E_{pq}^r|^2}{P_t} \equiv U_{pq} \) from a target. However, radar distortions are always
generated under field measuring conditions [38], so equation (1) can be simply rearrange into equation (3) and equation (4) by a corresponding four-component vector.

\[ E^r = e^{-j2kr} \left( \frac{P_t G_t G_r \lambda^2}{(4\pi)^2 r^4} \right)^{\frac{1}{2}} RST \]  

(3)

where \( R \) and \( T \) are radar distortions induced by transmitting and receiving line of signals within the GB-POLSCAT, respectively.

\[
\begin{pmatrix}
E_{vv}^r \\
E_{vh}^r \\
E_{hv}^r \\
E_{hh}^r
\end{pmatrix} = e^{-j2kr} \left( \frac{P_t G_t G_r \lambda^2}{(4\pi)^2 r^4} \right)^{\frac{1}{2}} D \begin{pmatrix}
S_{vv} \\
S_{vh} \\
S_{hv} \\
S_{hh}
\end{pmatrix}
\]  

(4)

here, \( D = \begin{pmatrix}
R_{vv} T_{vv} & R_{vv} T_{vh} & R_{vh} T_{vv} & R_{vh} T_{vh} \\
R_{vv} T_{hv} & R_{vv} T_{hh} & R_{vh} T_{hv} & R_{vh} T_{hh} \\
R_{hv} T_{vv} & R_{hv} T_{vh} & R_{hv} T_{vv} & R_{hv} T_{vh} \\
R_{hv} T_{hv} & R_{hv} T_{hh} & R_{hh} T_{hv} & R_{hh} T_{hh}
\end{pmatrix} \)

where, \( D \) is the radar distortion matrix. In order to the system calibration, the radar distortion matrix should be exactly determined. In general, the radar distortions have been determined by measuring a point calibration target of which the RCS is well known, because it is impossible to measure directly radar distortions. From measuring the point calibration target, the radar distortions can be determined as following

\[ D = e^{j2kr} \left( \frac{P_t G_t G_r \lambda^2}{(4\pi)^2 r^4} \right)^{-\frac{1}{2}} S^{-1} E^r \]  

(5)
B.2. Conventional system calibration

Using the basic principle of the system calibration with the point calibration target, various calibration techniques has been developed. The generalized calibration technique (GCT) can be determined the radar distortion using three calibration targets [39]. The scattering matrix of the first target must have the form of identity matrix such as sphere or flat plates while the other two targets do not need any specified scattering matrix. In order to calculate the radar distortion with the calibration targets, this technique employed an eigenvalue approach. As a similar technique, constrained calibration technique (CCT) was developed. Unlike GCT, this technique uses all targets with specific scattering matrices [40]. Although these calibration techniques can fully characterize the radar distortion matrix, they are strongly affected by an alignment of the targets, and time consuming. Detail procedures of each calibration techniques are not repeated in this thesis.

Sarabandi et al. (1990; 1992) [38], [41] proposed convenient calibration techniques of the GB-POLSCAT with single OMT antenna. It can be assumed that the antenna is perfectly isolated unlike the dual antenna system. The dual antenna system can generate the cross polarized terms from not only the structure of the antenna but also unisolated features of the antenna. The cross terms of unisolated antenna system can be determined by measuring the point calibration target of which cross polarized elements of the scattering matrix are well known such as GCT or CCT. In actual, Strozzi’s GB-POLSCAT was the dual antenna system, and he used GCT for the
system calibration. On the other hand, the isolated antenna assumption can lead that cross polarized terms \( (R_{hv}, R_{vh}, T_{hv}, \text{ and } T_{vh}) \) of the radar distortions are only generated by structures of the antenna, and these terms can be determined by measuring of any calibration target. Thus, Sarabandi’s calibration techniques can practically determine the radar distortions by only once measuring of any calibration targets. Actually, most of calibration experiments have used a metal sphere as the point calibration target because of independence of target alignment, and the radar distortion matrix can be determined as following

\[
R_{vv}T_{vv} = e^{-j2kr^2} \frac{U_{vv}^S}{(1 + C^2) \sqrt{\frac{\sigma^S}{4\pi}}}
\]

\[
\beta \equiv \frac{R_{hh}}{R_{vv}} = \frac{2C}{(1 + C^2)} \frac{U_{hh}^S}{U_{vh}^S}
\]

\[
\alpha \equiv \frac{T_{hh}}{T_{vv}} = \frac{(1 + C^2)}{2C} \frac{U_{vh}^S}{U_{vv}^S}
\]

\[
C = \pm \frac{1}{\sqrt{a}} (1 - \sqrt{1 - a}) \quad \text{where, } \quad a = \frac{U_{vh}^S U_{hv}^S}{U_{vv}^S U_{hh}^S}
\]

where \( C \) is the cross talk generated by single OMT antenna. \( \sigma^S \) is theoretical RCS of a metal sphere. The superscript \( S \) denotes measuring of a metal sphere. Using equation (6), the radar distortion matrix of equation (4) is rearranged as following
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\[ D = R_{vv} T_{vv} \begin{pmatrix} 1 & C \alpha & C & C^2 \alpha \\ C & \alpha & C^2 & C \alpha \\ C \beta & C^2 \alpha \beta & \beta & C \alpha \beta \\ C^2 \beta & C \alpha \beta & C \beta & C \alpha \beta \end{pmatrix} \] (7)

As mentioned above, the GB-POLSCAT developed by SNU uses single OMT antenna, so all data measured by the GB-POLSCAT were basically calibrated by Sarabandi’s method. However, Strozzi emphasized the necessary of improved calibration technique which can efficiently calibrate the effect of the external conditions as an issue of future study. Because the radar distortions are strongly affected by the weather conditions such as air temperature under field experiments. Therefore, practical calibration method which can give a clue of the issue are proposed in next section.
C. New system calibration of GB-POLSCAT

C.1. Background

As mentioned above, the extraction of radar distortions of polarimetric scatterometer is a key in measuring the exact backscattering coefficients of distributed targets. Radar distortions can be divided into two groups. The first group is passive distortions which are insensitive to changes of the external conditions (e.g., the passive fixed antenna structure). The second group is active distortions which are sensitive to changes of the external conditions. These can be caused mainly by active devices within radar systems such as the GB-POLSCAT (e.g. transmitter/receiver, external electronic/microwave circuits such as amplifiers) [38], [41]. These radar distortions can be determined by measuring the radar response of a point calibration target with a known Radar Cross Section (RCS) [39], [40]. In particular, Sarabandi et al. [41] proposed an improved method to extract the active distortions by using the ratios of the radar responses of a point calibration target measured within an anechoic chamber and out in the field. However, it is difficult to use this method in some locations (e.g., the cryosphere and ocean) due to the difficulties involved in installing a point calibration target. Thus, there is a need for a more versatile method.

It is highly unlikely that the antenna impedance perfectly matches the impedance of the source cable in a radar system. Due to the impedance mismatch at the antenna input, a portion of the energy reflects back to the source (this is often referred to as the “return loss”). Because of this, the scattering matrix due to the impedance
mismatch can be defined at the antenna input [42]. In this section, a practical method that can extract the active distortions using the signal returned from the antenna input is introduced. The experiments to validate the proposed method using the field measurements of PRS, space-borne SAR data, and numerical simulations are presented.

C.2. New technique to extract radar distortions

In order to effectively extract radar distortions, Sarabandi et al. [41] discretized the domain of the main antenna beam into small subdomains and measured the radar response of each subdomain from a point calibration target (e.g., a conducting sphere) in an anechoic chamber, which was well designed to prevent the loss of any signals. They then set the distortions in the anechoic chamber to 1, which can be other values under field measurements. Under field conditions, Sarabandi et al. [41] measured the radar response of a point calibration target only at the boresight direction. Then, the active distortions caused by external conditions were determined using the ratios of the radar responses of a point calibration target measured only at the boresight direction in the anechoic chamber and out in the field:

\[
\begin{align*}
\alpha^t_\nu \alpha^r_\nu &= \frac{u^f_{\nu\nu}}{u^c_{\nu\nu}}, \\
\alpha^t_h \alpha^r_h &= \frac{u^f_{\nu\nu}}{u^c_{\nu\nu}}, \\
\alpha^f_\nu \alpha^c_\nu &= \frac{u^f_{\nu\nu}}{u^c_{\nu\nu}}, \\
\alpha^f_h \alpha^c_h &= \frac{u^f_{\nu\nu}}{u^c_{\nu\nu}}.
\end{align*}
\]

where \(a\) represents the active distortion. The superscripts \(t\) and \(r\) denote transmitting and receiving channels, and the superscripts \(f\) and \(c\) are the field- and
chamber-measurements. Although this method can extract the active distortions with high accuracy, it is restricted to apply in some locations that are difficult to install a point calibration target.

Here, a more efficient and practical method to extract the active distortions without a point calibration target under field conditions is introduced. The source power of the polarimetric scatterometer reflects at the antenna input due to the impedance mismatch. The returned signal from the antenna input is named as the Returned signal from Point of Interest (RPI) and it is assumed that the transmitting and receiving antenna gains are the same ($G_t = G_r$) and the antenna structure is fixed under field conditions (Figure 7). The reflected signal from the RPI with scattering matrix, $[S_{RPI}]$, involves radar distortions except the antenna structure. Because the antenna structure is fixed such that the cross-talk and channel imbalance in the antenna are not changed under field conditions, the active distortions can be extracted using the measured value from RPI in the anechoic chamber and out in the field using Equation (8). Then, the calibration matrix elements $R_{vv}T_{vv}$, $\alpha$, $\beta$ of equation (6) can be modified by

$$R_{vv}^f T_{vv}^f = a_v^f a_v^r R_{vv}^c T_{vv}^c, \quad \alpha^f = \frac{a_h^f}{a_v^c} a^c, \text{ and } \beta^f = \frac{a_h^r}{a_v^c} \beta^c \quad (9)$$

Finally, the radar distortion matrix of equation (7) can be rearranged as following
\[ D = R_{vv}^f T_{vv}^f \begin{pmatrix}
1 & C\alpha^f & C & C^2\alpha^f \\
C & \alpha^f & C^2 & C\alpha^f \\
C\beta^f & C^2\alpha^f\beta^f & \beta^f & C\alpha^f\beta^f \\
C^2\beta^f & C\alpha^f\beta^f & C\beta^f & \alpha^f\beta^f \\
\end{pmatrix} \] (10)
C.3. Validation using field experiments and numerical simulation

In order to validate the proposed method, radar distortions by measuring the radar responses from a point calibration target (e.g., a conducting sphere) and the RPI in the anechoic chamber (Figure 8) are derived. The radar responses of the point calibration target and the RPI at incidence angles of 20°, 30°, 40°, and 50° under field conditions are measured. Tidal flats in South Korea were selected as the field site. The Root-Mean-Square (RMS) height, correlation length, and soil moisture content at the test site are simultaneously measured. The field-measured RMS height and correlation length were 0.52 and 8.0 cm, respectively. The field-measured soil moisture content was about 0.6 m³/m³. TerraSAR-X data (X-band: 9.65GHz) were also acquired at the test site. The acquired data was dual-polarized (VV and VH) and the incidence angle was 45°.

Figure 9 shows the estimated active distortions of the VV polarization caused by the field conditions. It shows that the estimated active distortions using the radar responses of the point calibration target and the RPI are almost the same within the margin of error (0.1%). Figure 10 shows the backscattering coefficients of the PRS, the SAR data, and the simulations from [43], [44]. These measured backscattering coefficients agree quite well with those simulated within the margin of error, which was 0.5%. Therefore, it is reasonable that the active distortions can be derived by the radar responses from the RPI under field conditions.
Figure 7. Geometry and block diagram of Polarimetric Radar System (PRS). P is the power generated by PRS. The superscript of P denotes direction of power transmission (e.g., t: transmitted or r: received direction). The subscript of P denotes a sequence of power transmission. \([S]\) is a scattering matrix. The superscript of \([S]\) denotes RPI or a point calibration target. G denotes the antenna gain. r is the distance between the antenna and a point calibration target.
Figure 8. The measured radar response of the PRS in the anechoic chamber.
Figure 9. Active distortion estimated from field experiments.
Figure 10. Comparison between simulated and measured backscattering coefficients.
2.2. Space-borne SAR systems

A. RADARSAT-2 and TerraSAR-X

In this thesis, the polarimetric space-borne SAR data were acquired by RADARSAT-2 and TerraSAR-X. RADARSAT-2 and TerraSAR-X are latest C- and X-band space-borne SAR systems, respectively. RADARSAT-2 was developed at the Canadian Space Agency (CSA), and was launched on December 14, 2007. TerraSAR-X was developed at the German Aerospace Center (DLR) and European Aeronautic Defense and Space Company (EADS) Astrium, and was launched on June 15, 2007. These radar earth observation satellites can operate with various imaging modes, combinations of full polarizations, high resolution capabilities (up to 1m), and precise radiometric and geometric accuracy (Figure 11). Detailed specifications of these systems are illustrated in Table 2. The data acquired by the space-borne SAR systems are basically calibrated by various radiometric and geometric calibration procedures. In particular, radiometric calibration is to determine the NRCS of distributed targets, and this procedure is main key to determine reliability of the acquired SAR data. The data acquired by TerraSAR-X and RADARSAT-2 need to reprocess in order to estimate exact NRCS of the data with the information which is given from MDA and DLR. Therefore, In order to reprocess exactly the data with the given information, it needs to understand basic concept of the radiometric calibration procedure. In this thesis, the procedure is explained with radiometric calibration experiments of air-borne SAR system.
NanoSAR-B, i.e. this system was used for the prospective study in chapter 4) operated by SNU since the radiometric calibration procedures of various SAR systems are similar.

Table 2. Specifications of RADARSAT-2 and TerraSAR-X.

<table>
<thead>
<tr>
<th></th>
<th><strong>RADARSAT-2</strong></th>
<th><strong>TerraSAR-X</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Frequency</strong></td>
<td>5.405 GHz (C-band)</td>
<td>9.65 GHz (X-band)</td>
</tr>
<tr>
<td><strong>Polarizations</strong></td>
<td>HH/VV/HV/VH</td>
<td>HH/VV/HV/VH</td>
</tr>
<tr>
<td><strong>Antenna length</strong></td>
<td>15m</td>
<td>4.8m</td>
</tr>
<tr>
<td><strong>Antenna width</strong></td>
<td>1.5m</td>
<td>0.7m</td>
</tr>
<tr>
<td><strong>PRF</strong></td>
<td>1.0 kHz ~ 3.8 kHz</td>
<td>2.2 kHz ~ 6.5 kHz</td>
</tr>
<tr>
<td><strong>Range bandwidth</strong></td>
<td>11.56, 17.28, 30.0, 50.0 MHz</td>
<td>150 MHz and 300 MHz</td>
</tr>
<tr>
<td><strong>Revisit time</strong></td>
<td>24 days</td>
<td>11 days</td>
</tr>
<tr>
<td><strong>Resolution</strong></td>
<td>Up to 3m</td>
<td>Up to 1m</td>
</tr>
</tbody>
</table>
Figure 11. Various imaging modes of the space-borne SAR systems (a) TerraSAR-X (b) RADARSAT-2. [From DLR and MDA]
B. Radiometric calibration of the SAR systems

B.1. Background

Radiometric calibration allows to correct all the contributions in the radiometric values generated besides the target characteristics. This permits minimizing the differences in the image radiometry of air- and space-borne SAR system [45]. In order to acquire a highly qualified space-borne SAR data, accurate radiometric calibration is the essential procedure. Radiometric calibration is a correction for estimation of precise NRCS or backscattering coefficient ($\sigma^0$) of microwave signatures backscattered from a target. Basically, NRCS calculates with the following formula (11).

$$\sigma^0 = \frac{DN^2}{K} \frac{1}{\sigma_z^2(\theta)} \left( \frac{R}{R_{ref}} \right)^3 \sin(\alpha)$$

(11)

where, $K$ is the absolute calibration constant which compensates the power penalties which occurred from the internal system and the reference distance, $R_{ref}$, between the SAR antenna and the target. $G$ is the unique antenna patterns transmitted and received from the antenna, which is defined as the function of elevation angle ($\theta$). Here, it is assumed that transmitted and received antenna gain are same. $R$ is the real distance between a target and an antenna. As $K$ compensates the power loss from the reference distance, $(R/R_{ref})^3$ term plays the role of calibration for the power penalty.
that occurred as much as the difference between the real distance and the reference distance. In general, these procedures are called “range spreading”. Lastly, $\alpha$ is the incidence angle of the main beam. In this regard, the antenna patterns and range spreading calibration are called “relative radiometric calibration” and the process of extracting the absolute calibration constant ($K$) with measuring known RCS of reference target (i.e. trihedral corner reflector) [46], [47] called “absolute radiometric calibration”. 
B.2. Backscattering coefficient computation of TerraSAR-X and RADARSAT-2

Basically, DLR and MDA give to user respective radiometric calibrated TerraSAR-X and RADARSAT-2 data with above mentioned calibration procedures. However, the acquired SAR data need to be reprocessed in order to estimate exact backscattering coefficients. Here, it is explained to estimate the backscattering coefficients of the acquired TerraSAR-X and RADARSAT-2 data.

In case of TerraSAR-X, the Digital Number (DN) values are computed from the complex data given in the COSAR format file of delivered TerraSAR package files as following:

\[
DN = \sqrt{I^2 + Q^2}
\]  

(12)

where \(I\) and \(Q\) are the real and imaginary parts of the complex data, respectively. Then, the radar brightness \((\beta^0)\) is derived by the DN multiplying the calibration factor \((K_s)\) given in the xml format file of delivered TerraSAR-X package files (Figure 12).

\[
\beta^0 = K_s \cdot |DN|^2
\]  

(13)

The radar brightness \((\beta^0)\) is the RCS per unit area in the slant range, and the backscattering coefficient \((\sigma^0)\) is the RCS per unit area in the ground range. Thus,
the relation of these values is as following

\[ \beta^0 = \frac{\sigma^0}{\sin(\alpha)} \] (14)

where \( \alpha \) is a local incidence angle. Using this relationship, the backscattering coefficient is derived as following

\[ \sigma^0 = \beta^0 \cdot \sin(\alpha) \] (15)

DLR additionally provides the information of the system noise, Noise Equivalent Beta Naught (NEBN), in order to estimate exact radar brightness. Internal system of TerraSAR-X record the NEBN three times during the acquisition time. The acquisition start and stop times correspond to the first and last system noise records, respectively. Each NEBN is estimated as following equation

\[ NEBN = K_s \cdot \sum_{i=0}^{deg} a_i(\tau - \tau_{ref})^i \] here, \( \tau \in [\tau_{min}, \tau_{max}] \) (16)

where \( i \) is polynomial degree. \( a \) is coefficient of the polynomial equation. \( \tau_{ref} \) is reference point. \( \tau_{min} \) and \( \tau_{max} \) are validity range min and validity range max, respectively. The values of these parameters are given in the xml format file. At last, the NEBN is determined by the mean value of them, and then, exact backscattering coefficients of acquired TerraSAR-X data are derived as following equation (Figure 13)
\[ \sigma^0 = (\beta^0 - NEBN) \cdot \sin(\alpha) \]  

(17)

In case of RADARSAT-2, the process to estimate the backscattering coefficients is simpler than the one of TerraSAR-X. The DN values are computed from the complex data given in the tiff format file of delivered RADARSAT-2 package files, and the DN values can be selectively converted to the radar brightness \( \beta^0 \) or the backscattering coefficients \( \sigma^0 \) with scaling Look-up Tables (LUTs). Each LUT provides a constant offset and range dependent gain. Using these parameters, the calibrated values (i.e. the radar brightness and the backscattering coefficients) are directly derived as following equation (Figure 14 and 15)

\[ \beta^0 \text{ or } \sigma^0 = \frac{(DN^2+B)}{A} \]  

(18)

where A is the gains value. B is the constant offset.
Figure 12. Estimated radar brightness of acquired TerraSAR-X. (a) HH (b) VV
Figure 13. Estimated backscattering coefficients of acquired TerraSAR-X data. (a) HH (b) VV
Figure 14. Estimated radar brightness of acquired RADARSAT-2 data.
(a) HH (b) HV
Figure 15. Estimated backscattering coefficients of acquired RADARSAT-2 data. (a) HH (b) HV
Chapter 3. Polarimetric signatures characterized by scattering features from sea ice and snow

3.1. Background

In the Arctic Ocean from the middle of September to the middle of March in next year (i.e. freezing season), sea ice is formed when the temperature of sea water decreases below its freezing point (i.e. about -1.8 °C), and then, it grows. On the contrary to this, sea ice melts from the middle of March to the middle of September (i.e. melting season) due to increasing of the temperature above the freezing point (Figure 16a). In the Antarctic Ocean, the freezing season is from the middle of February to the middle of September, and the melting season is from the middle of September to the middle of February (Figure 16b). In general, sea ice formed during the freezing season can be broadly divided into First-Year ice (FYI) and Multi-Year ice (MYI). FYI has no more than one year growth while MYI has survived more than one melting season.

Figure 17 shows common life cycle of sea ice [48]. For the freezing season, FYI is formed and grows. The surface roughness of newly formed FYI is relatively smooth, and dry snow is covered on its surface. For the melting season, snow cover melts, and the surface roughness is relatively rougher. In this season, FYI are fully melted or survived. For next freezing season, the survived FYI changes into MYI, and the surface roughness of MYI is rougher and deformed due to mechanical growth processes where ice blocks collide with each other (i.e. ridging process). New dry
snow is covered on the surface. During the melting season, snow on surface of MYI becomes wet, and melting pond is formed by snow melting on surface of MYI. These processes are repeated every year. Thus, it is necessary to consider the realistic physical characteristics of sea ice such as snow cover, surface roughness, and dielectric constant in order to understand detail scattering features from sea ice under various conditions.

Polarimetric backscattering signatures from the ice are determined by various scattering features of microwave [48]. The features are simply classified into surface and volume scattering. Degree of surface scattering can be determined by surface roughness and dielectric constant of the ice surface, and the dielectric constant also decides on penetration of microwave into the ice surface. If microwave can penetrate into the ice surface due to low dielectric properties of the ice surface, degree of volume scattering must be determined by physical properties (i.e. shape, orientation, absorption, reflectivity, and etc.) of scatterers within the ice layer such as air bubbles and pockets of salty water (brine). The dielectric properties of sea ice are deeply related to the brine volume which is the fraction of brine [49], and temperature and salinity of sea ice govern the brine volume [50].

The salinity of sea ice is strongly related to its growth process. As sea ice grows, the brine within the ice layer is drained into the ice bottom, and the salinity is decreased (i.e. desalination). In addition, it was found that rapid desalination only occurs in thin sea ice (i.e. < 50 cm thickness), and the desalination slows down over time as the ice thickens, and Cox and Weeks (1973) [51] suggested that the average salinity in the Arctic Ocean is a piecewise linear decreasing function of the ice
thickness. This suggests that the variation of surface dielectric constant as the ice thickness may give us the solution to measure the ice thickness using space-borne SAR data.

As mentioned above, it is generally known that backscattering signatures from sea ice are dominated by surface roughness and complex dielectric constant of the ice surface [52]. These two factors have been decoupled to study relative contribution between these two [53]-[55]. The authors of [53]-[55] suggested the VV-to-HH backscattering coefficient ratio (BCR) of L-band air-borne SAR data could cancel out the surface roughness contribution, BCR can represent the remaining contribution from dielectric constant. They also showed a good correlation between BCR and thin FYI thickness. This relationship can be attributed to desalination of sea ice as the ice thickness increases. The rapid desalination of FYI decreases the surface dielectric constant resulting in decreasing BCR. However, as mentioned above, rapid desalination only occurs in thin FYI, and the desalination slows down over time as the ice thickens. That is, the variation of surface dielectric constant becomes very small in thicker ice (e.g. MYI). Furthermore, the ice is characterized by low-density surface layer with air bubbles, thus, unlike thin FYI, backscattering signatures from the ice are induced by not only surface scattering from surface roughness and dielectric properties but also volume scattering within the low-density layer [52]. These complexities of the scattering features from sea ice still make measuring of the ice thickness using the SAR data difficult. Therefore, it needs to understand detail scattering structures of microwave from sea ice exposed various conditions. In order to understand in detail the scattering features from sea ice, the
scattering structures of sea ice were departmentalized like Figure 18. As mentioned above, sea ice surfaces are generally covered with snow cover. Thus, the scattering structures can be classified into surface and volume scattering from snow, and surface and volume scattering from sea ice. Based on the scattering structures, it was explored optimized method to determine sea ice thickness in next section.
Figure 16. Variations of sea ice extent for the melting and freezing season. (a) Arctic sea ice (b) Antarctic sea ice
Figure 17. Life cycles of sea ice.
Figure 18. Scattering structures of sea ice and snow.
3.2. Polarimetric scattering features of snow

A. Dielectric properties of snow

In general, snow becomes dry when the surface temperature of snow fall below the freezing point (0 °C), causing this snow to have a minimal amount of water content. In contrast to wet snow, whose average snow to water content ratio is about ten to one, dry snow may have the ratio as high as 30 to one. There are more air pockets between the snow crystals within dry snow layer. Previous study [56] showed that the dielectric properties of dry snow are only dependent on the density of snow although wet snow is dependent on not only the density of snow but also water content [57], and it is difficult to know the amount of liquid within snow layer. Thus, many studies [58]-[59] developed the dielectric constant model of dry snow. Typical dielectric constant model is as following [60]

\[
\varepsilon_{ds}' = 1.0 + 1.9\rho_s \quad (\rho_s < 0.5) \quad \varepsilon_{ds}' = 0.51 + 2.88\rho_s \quad (\rho_s \geq 0.5) \quad (19)
\]

\[
\varepsilon_{ds}'' = \frac{\varepsilon_i'}{v_i} \left( \frac{\varepsilon_{ds}' - 1}{\varepsilon_i' - 1} \right)^2, \text{ here } \varepsilon_i' = 3.15 \text{ and } v_i = \frac{\rho_s}{0.916} \quad (20)
\]

where \(\varepsilon_{ds}'\) and \(\varepsilon_{ds}''\) denote real and imaginary part of dielectric constant of dry snow, respectively. \(\rho_s\) is the density of snow. \(\varepsilon_i'\) denotes real part of dielectric constant of pure ice, and this is about 3.15.

Strozzi (1996) [36] measured the air temperature, the density of snow, and the
dielectric constant of snow at Moosseedorf, Swiss from January 1994 to June 1995 (Figure 19), and these data could show the variation of the density and dielectric constant as air temperature changes (Table 3). In figure 20, mean air temperature was below 0 °C during the freezing season in 1994 and 1995, and the density of snow was distributed between 100 and 200 g/cm³. In contrast, mean air temperature was above 0 °C during the melting season, and the density of snow was rapidly increased by more than 500 g/ cm³. In a comparison between observed real part of dielectric constant and the one simulated by equation (13), the simulated values during the freezing season (blue box) were perfectly matched with the observed values unlike the simulated values during the melting season (Figure 21). Thus, it is clear that the range of dielectric constant (real part) is from 1.1 to 1.25 during the freezing season, and based on the range, it is expected that the backscattering signatures from dry snow cover may be induced by not only surface scattering from surface roughness and dielectric properties of snow cover but also volume scattering within the low-density layer during the freezing season. However, the backscattering signatures from wet snow cover may be induced by only surface scattering from surface roughness and relatively high dielectric constant of snow cover. In next section, it shows that the scattering features measured by GB-POLSCAT with Strozzi’s method and newly proposed method to quantitatively estimate normalized intensity of surface, bottom-surface, and volume scattering from snow cover.
Figure 19. Test site of Strozzi’s measurements.
Table 3. Specifications of Strozzi’s measurements.

<table>
<thead>
<tr>
<th>Specifications</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Center Frequency</td>
<td>5.3 GHz (C-band)</td>
</tr>
<tr>
<td>Sweep time</td>
<td>1s</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>1.4 GHz</td>
</tr>
<tr>
<td>Transmitted Power</td>
<td>10 dBm</td>
</tr>
<tr>
<td>Polarization</td>
<td>HH/VV/HV/VH</td>
</tr>
<tr>
<td>Incidence Angle</td>
<td>0° ~ 70°</td>
</tr>
<tr>
<td>Platform Height</td>
<td>~ 4m</td>
</tr>
<tr>
<td>Calibration method</td>
<td>GCT</td>
</tr>
<tr>
<td>Measurement item</td>
<td>Radar response / air temp. / Snow density / Dielectric constant of snow</td>
</tr>
</tbody>
</table>
Figure 20. (a) measured air temperature and (b) snow density for the melting and freezing seasons. [Strozzi, 1996]
Figure 21. Comparison of observed dielectric constant (real) of snow surface and simulated dielectric constant (real) for the melting (red box) and freezing (blue box) season.
B. The scattering features from snow

It is difficult to understand the scattering features from snow cover with the conventional measurements of various GB-POLSCATs. Because the backscattering coefficient estimated by the measurements simply indicates the NRCS of snow cover, and the NRCS is determined by ensemble average of all backscattered signals induced by the surface and volume scattering from snow cover [60]. Therefore, it cannot explain in detail the scattering features from snow cover. On the other hand, Strozzi (1996) [36] showed the scattering profiles from the snow cover with the 5.3 GHz GB-POLSCAT with broad bandwidth (i.e. 1.4 GHz) (Table 3). Firstly, they measured the received electric field at 201 frequency points for the 4 polarizations (i.e. HH, VV, VH, and HV) at incidence angles between 0° and 70° on the snow cover, and converted the signal of frequency domain to the signal of time domain with inverse FFT method. They then computed the traveling times of signals from antennas to the snow surface and to the bottom at each incidence angles. To compute the correct travel times, the effect of the refraction by the snow cover was considered. Finally, they showed the scattering amplitude as a function of the snow height for the different incidence angles and polarizations.

In this study, the normalized intensity of the surface, bottom-surface, and volume scattering from snow cover was estimated with the scattering profiles. In order to distinguish each of the scattering features, time or distance range of each scattering feature was estimated by the pulse duration time (τ) of the GB-POLSCAT, and τ
can be easily determined as following

\[ \tau = k_r B \]  

(21)

where \( k_r \) is the sweep time, and \( B \) denotes the band width. These values of the GB-POLSCAT are described in Table 3.

As you can see in Figure 22, the intensity of the surface and bottom-surface scattering was estimated by the intensity summation of the backscattered signal for a pulse duration time at the snow surface and bottom, respectively, and the intensity of the volume scattering was estimated by the intensity summation of the backscattered signal between the snow surface and bottom. Finally, the normalized intensity of each scattering feature was calculated as following

\[
\overline{P}_{\text{surf}} = \frac{\int_{t_{b2}}^{t_{s2}} |E_{pq}|^2 dt}{\int_{t_{b2}}^{t_{s2}} |E_{pq}|^2 dt} \quad (22)
\]

\[
\overline{P}_{\text{bottom-surf}} = \frac{\int_{t_{b1}}^{t_{b2}} |E_{pq}|^2 dt}{\int_{t_{b2}}^{t_{s1}} |E_{pq}|^2 dt} \quad (23)
\]

\[
\overline{P}_{\text{vol}} = \frac{\int_{t_{b1}}^{t_{s2}} |E_{pq}|^2 dt}{\int_{t_{b2}}^{t_{s1}} |E_{pq}|^2 dt} \quad (24)
\]

where boundary conditions of each equation are described in Figure 22.

As a result, Figure 23 and Table 4 shows that the normalized intensity of each
scattering feature for 10° incidence angle and all polarizations. For the freezing season, the volume scattering (green bar) is relatively dominant than the other scattering features for HH and VV polarization. $P_{vol}$ of HH and VV is about 55 and 56.1%, respectively. In case of cross polarizations (i.e. HV and VH), the bottom-surface scattering (red bar) is relatively dominant than the other scattering features. $P_{bottom-surf}$ of HV and VH is about 54.3 and 56.1%, respectively. On the other hand, it shows completely different scattering patterns for the melting season. In this season, the surface scattering (blue bar) is strongly dominant for all polarizations. $P_{surf}$ of HH, VV, HV, and VH is 88.5, 95, 76.7, and 72.5 %, respectively. In Figure 24 and Table 5, the bottom-surface scattering is predominant than the other scattering features for 40° incidence angle and all polarizations during the freezing season. $P_{bottom-surf}$ of HH, VV, HV, and VH is 64.1, 66.4, 71.5, and 68.2 %, respectively, and the surface scattering is absolutely dominant for the melting season similar. $P_{surf}$ is HH, VV, HV, and VH is 77.8, 84.9, 81.4, and 78.8 %, respectively.

These results show that most of the traveling signals are backscattered from the snow surface for the melting season because dielectric constant of the snow surface becomes high due to strong surface melting (Figure 21). In other words, it can say that polarimetric signatures of microwave must have been backscattered from the surface of the snow cover on sea ice for the melting season. That is, the backscattered signatures are not almost affected by the physical properties of sea ice, so it may be difficult to measure sea ice thickness using polarimetric scattering features of SAR data for the melting season. On the other hand, although the backscattered signal for low incidence angles and co-polarizations is relatively dominated by volume
scattering within the snow layer, the backscattered signal for high incidence angle and all polarizations is strongly dominated by the bottom-surface scattering from the snow cover during the freezing season. This shows that the polarimetric signatures can interact with the physical properties of sea ice for the freezing season. It is clear that first optimized condition to determine sea ice thickness is to acquire SAR data with high incidence angles (i.e. 40°) for the freezing season. In this condition, it can be ignored the scattering features from snow cover.
Figure 22. Scheme of scattering structures from snow cover in the GB-POLSCAT measurements.
Figure 23. Normalized scattering intensity from snow cover with Strozzi’s data for the melting and freezing season (Incidence angle: 10°).
Figure 24. Normalized scattering intensity from snow cover with Strozzi’s data for the melting and freezing season (Incidence angle: 40°).
Table 4. Averaged scattering intensities from snow cover for the freezing season.

<table>
<thead>
<tr>
<th></th>
<th>Surface scattering</th>
<th>Bottom-surface scattering</th>
<th>Volume scattering</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Inc. 10°</td>
<td>Inc. 40°</td>
<td>Inc. 10°</td>
</tr>
<tr>
<td><strong>HH</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>29.6 %</td>
<td>6.3 %</td>
<td>15.4 %</td>
</tr>
<tr>
<td><strong>VV</strong></td>
<td>24.3 %</td>
<td>5.4 %</td>
<td>19.6 %</td>
</tr>
<tr>
<td><strong>VH</strong></td>
<td>10.9 %</td>
<td>5.6 %</td>
<td>54.3 %</td>
</tr>
<tr>
<td><strong>HV</strong></td>
<td>12.4 %</td>
<td>3.3 %</td>
<td>56.1 %</td>
</tr>
</tbody>
</table>

Table 5. Averaged scattering intensities from snow cover for the melting season.

<table>
<thead>
<tr>
<th></th>
<th>Surface scattering</th>
<th>Bottom-surface scattering</th>
<th>Volume scattering</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Inc. 10°</td>
<td>Inc. 40°</td>
<td>Inc. 10°</td>
</tr>
<tr>
<td><strong>HH</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>88.5 %</td>
<td>77.8 %</td>
<td>0.2 %</td>
</tr>
<tr>
<td><strong>VV</strong></td>
<td>95 %</td>
<td>84.9 %</td>
<td>0.2 %</td>
</tr>
<tr>
<td><strong>VH</strong></td>
<td>72.5 %</td>
<td>78.8 %</td>
<td>0.8 %</td>
</tr>
<tr>
<td><strong>HV</strong></td>
<td>76.7 %</td>
<td>81.4 %</td>
<td>0.7 %</td>
</tr>
</tbody>
</table>
3.3. Polarimetric scattering features of sea ice

Dielectric constant and surface roughness of sea ice can control the amount of a traveling radar signals with reflection, transmission, absorption, and dissipation. In order to understand the scattering features from the ice, it needs to understand these physical properties of sea ice. In the following sections, the physical properties were explored in detail with conditions determined in section 3.1.

A. Dielectric properties of sea ice

As mentioned above, dielectric constant of sea ice is strongly dependent on the salinity of the ice. In order to understand fluctuations of the salinity for the freezing season, it was used ice buoy data of Professor Hajo Eicken’s research group at Alaska University from 1999 to 2009. The buoy was deployed on land-fast sea ice in the Chukchi Sea at Barrow, Alaska (Figure 25). Figure 26a shows the observed salinity profiles of FYI with various thicknesses for the freezing season. The profiles agree well with [51]’s results. As FYI grows, the salinity of the ice surface is rapidly decreased from 15 to 5 psu (i.e. real red line a ➔ d). In case of MYI, [51] showed the averaged profiles (real blue line e). The salinity of the ice surface is almost zero. In addition, [61]’s the profiles of MYI (Figure 26b) show that the salinity within the ice with MYI grows is gradually decreased from 1 to 0 psu although the salinity of all MYI surfaces is almost 0 psu.

Based on the salinity profiles as the ice grows, the dielectric constant model of sea
ice have been developed with various frequencies in several studies [49], [62]-[63]. In the frequency band of the space-borne SAR sensors introduced in Chapter 2, the models are as following

\[
\varepsilon_i' = 3.04 + 0.0072 \frac{V_b}{V} \quad \varepsilon_i'' = 0.02 + 0.0033 \frac{V_b}{V} \quad (C \text{− band}) \quad (25)
\]

\[
\varepsilon_i' = 3.00 + 0.0120 \frac{V_b}{V} \quad \varepsilon_i'' = 0.00 + 0.0100 \frac{V_b}{V} \quad (X \text{− band}) \quad (26)
\]

where \( \varepsilon_i' \) and \( \varepsilon_i'' \) is the real and imaginary part of the sea ice dielectric constant, respectively. \( \frac{V_b}{V} \) is the relative brine volume, and can be determined as following

\[
\frac{V_b}{V} = \frac{\rho S_i}{\rho_b S_b} \quad (27)
\]

Where \( \rho \) is the bulk ice density. \( S_b \) is the brine salinity. \( \rho_b \) is the brine density. \( S_i \) is the salinity of sea ice. These values can be determined as following, respectively \( [54] \).

\[
\rho = \frac{\rho_i \rho_b S_b}{\rho_b S_b - S_i (\rho_b - \rho_i)} \quad (28)
\]

\[
\rho_b = 1 + 0.0008 S_b \quad (29)
\]

\[
S_i = 14.24 - 19.39 h_i \quad (h_i \leq 0.4) \quad |S_i = 14.24 - 19.39 h_i \quad (h_i > 0.4) \quad (30)
\]
where $h_l$ is the thickness of sea ice

$$S_b = -3.9921 - 22.7T_l - 1.0015T_l^2 - 0.019956T_l^3$$ \hfill (31)$$

where $T_l$ is the temperature of sea ice, and can be determined as following [54]

$$T_l = \frac{h_s k_i T_w + h_i k_s T_a}{h_s k_i + h_i k_s} - 273.0$$ \hfill (32)$$

where $h_s$ is the snow depth, $T_w$ is the sea temperature beneath the ice, $T_a$ is the air temperature, $k_s$ is the thermal conductivity of snow, and $k_i$ is the thermal conductivity of the ice.

As mentioned above, thin FYI grows into thick FYI, it loses its brine (i.e., desalination), and thick FYI further loses its salinity during the melting season. These processes control the complex dielectric constants and the penetration depth of microwave into the ice. Here it is introduced a simple demonstration of evolution of complex dielectric constants as a function of ice thickness using the dielectric constant model. The penetration depth ($\delta$) can be as following [64].

$$\delta = \frac{\lambda}{4\pi} \left( \left[ \left( 1 + \left( \frac{\varepsilon''_i}{\varepsilon'_i} \right)^2 \right) - 1 \right] \left( \frac{\varepsilon'_i}{2} \right)^{0.5} \right)^{-0.5}$$ \hfill (33)$$

where $\lambda$ is the wave length of microwave for the free space.
Figure 27 shows the calculated penetration depth of C- and X-band as a function of sea ice thickness. While the calculated dielectric constants decrease as the ice thickness increases, the penetration depth of C- and X-band increases as the ice thickness increases, mainly due to its lower salinity and subsequent decrease in both real and imaginary parts of complex dielectric constants. This suggests that the volume scattering within the ice can be increased as the ice grows due to the desalination process.
Figure 25. Measurement site of the ice buoy (top) and structures of the ice buoy (bottom) [from Prof. Hajo Eicken’s homepage at Alaska University].
Figure 26. (a) the salinity profiles of FYI for the freezing season (red line a-d denote averaged salinity profiles as FYI grows, and blue line is averaged salinity profile of MYI in [51]) (b) the salinity profiles of MYI for the freezing season. From MYI A to MYI D, the thickness are gradually increased [61].
Figure 27. Dielectric constant (real and imaginary parts) and penetration depth as a function of sea ice thickness for C- and X-band frequencies. Left Y-axis represents the values of dielectric constant (black: real part, gray: imaginary part) and right Y-axis represents penetration depth. (a) C-band (b) X-band
B. Surface roughness of sea ice

The amount of surface roughness can control the amount of the backscattered signal on the ice surface. In general, small-scale (comparable with radar wavelength: a few cm) surface roughness of sea ice is important for the interpretation of SAR data. The small-scale surface roughness is usually induced by factors such as surface wind stress, snow-ice interface temperature, and so forth [65]. In particular, snow-ice interface temperature plays an important role in creating the differences in small-scale surface roughness between MYI and FYI during the sea ice growing season (Figure 28). The superimposed ice is ice created by re-frozen snow melt water at the snow-sea ice interface and can be one of the important factors in the determination of the short scale surface roughness of the sea ice [52]. Such a superimposed ice does not observe on the snow-FYI interface. Aside from small-scale surface roughness, large-scale surface (slope) can induce multiple scattering at the sea ice surface. Large-scale surface roughness (i.e., a few tens of cm) is primarily caused by sea ice compression and ridging processes, as shown in Figure 28. Peterson et al. [66] and Toyota et al. [67], [68] have showed that this scale of surface roughness is closely related to sea ice thickness due to ridging and drafting process that may occur as sea ice ages.

Gupta et al [69] showed that the distributions of surface roughness on the ice surface in the southeastern Beaufort Sea and the Amundsen Gulf in the western Canadian High Arctic with ship-based laser profiler. In case of FYI (Figure 29a), the
distribution of the surface is concentrated in Root Mean Square (RMS) height 0.02m. In case of MYI (Figure 29b), the RMS height is relatively concentrated between 0.05 and 0.08 m although the distribution is broadly dispersed. Therefore, it is reasonable to say that the scale of surface roughness is relatively increased as sea ice grows due to various process mentioned above although relationship between surface roughness and thickness of the ice thickness is relatively weak unlike dielectric properties of sea ice.
Figure 28. Cross-sectional view of FYI (left) and MYI (right) during the sea ice growing season. The lower bottom photographs show typical scenes of the corresponding sea ice type.
Figure 29. Distributions of FYI and FYI in [69]. (a) FYI (b) MYI
C. The scattering features from sea ice

Based on the contributions of the physical properties explained above, microwave is strongly backscattered from the surface of FYI due to high dielectric properties of the surface. Then, thicker and older sea ice tends to be rougher and less saline, and the backscattering signatures from the ice are not only originated from rough surface scattering but also from volume scattering within a low-density sub-surface layer [7],[11],[12]. Based on this, Kim et al [70] showed the NRCS distribution (5-18GHz, incidence angle: 40°, and HH polarization) of FYI and MYI with smooth and rough surface roughness estimated by field measurements and numerical simulations for the freezing season (Figure 30). The distribution can distinguish MYI from FYI for C- and X-band. That is, it is possible that the backscattering coefficient allow us to distinguish the sea ice type (i.e. FYI and MYI) in the optimized conditions. However, this result do not explain perfectly the optimized method to determine sea ice thickness. In next section, it is explored more distinct method to determine sea ice thickness using polarimetric signatures with physical interpretations.
Figure 30. The distribution of backscattering coefficients from FYI and MYI [70] (red real line: rough FYI, red dotted line: smooth FYI, blue real line: rough MYI, and blue dotted line: smooth MYI).
3.4. Depolarization effects based on the polarimetric scattering features of sea ice

If the surface is rough, the scattered wave can be altered from the desired state of wave polarization – “depolarized”. The mechanism of multiple scattering at the rough surface causes the depolarization effects [71]. This depolarization effects can also be occurred within inhomogeneous bulk materials due to volume scattering. The co-polarized correlation and cross-polarized ratio have been used to measure the degree of depolarization effects [71], [72]. These depolarization factors have been used to snow mapping [72] and land classification applications [73]. For sea ice studies, Isleifson et al [74] calculated the co-polarized correlation from ship-mounted scatterometer measurements over thin FYI (2 - 69 cm) and tried to correlate the values with the ice thickness. No one-to-one relationship was found in that study, but they found two distinct the ice-thickness regimes (i.e. < 6 cm and > 8 cm). They suggested that the division of the two thickness regimes (two regimes of depolarization) was attributed to the difference in surface roughness and/or brine cells between the two thickness regimes. This experiment was however carried out only in newly formed thin sea ice (< 69 cm), and the relationship between the depolarization factors and the thickness of thicker and older sea ice has not been explored.

As mentioned above, thicker and older sea ice tends to be rougher and less saline. Small-scale surface roughness of older ice (i.e. MYI) can be higher than younger ice (i.e. FYI), mainly due to the presence of superimposed ice at the snow/ice interface.
formed by re-frozen snow melt water [52]. Deformed (ridged and rafted) sea ice also tends to be thicker and rougher as previous studies [67], [68] have shown a good correlation between large-scale surface roughness and sea ice thickness due to ridging and rafting processes. MYI is thicker (mean wintertime thickness of about 3.2 m) and much less saline (about 2 ppt) than FYI (mean wintertime thickness of 2.1 m and bulk salinity of about 2-20 ppt). As the salinity of sea ice decreases, complex dielectric constants decrease, and it in turn increases the penetration depth of radar wave. Volume scattering become significantly enhanced with the presence of a low-density sub-surface layer of MYI. As surface roughness increases and desalination significantly slows down in thicker and older sea ice, it is the multiple scattering from snow/ice interface (e.g. superimposed ice, deformation-related) and volume scattering (e.g. low density layer) that affect depolarization for those ice types. Although it is a rather complex matter, these approaches were investigated via both in-situ observations and numerical modeling works. In numerical modeling works, we aim at estimating the degree of depolarization due to the multiple scattering from rough surface and volume scattering within sea ice with reasonable range of sea ice physical parameters.
A. Numerical experiments of the depolarization effects due to surface scattering from rough surface

In case of small-scale surface roughness, IEM model explained in Appendix A is used in order to simulate the depolarization factors (i.e. cross-polarization ratio) due to small-scale surface roughness. The depolarization factor of C- and X-band as a function of RMS height were simulated. The correlation length and the dielectric constant values suggested in [75] for typical sea ice types were used for the calculations. The results show increases in the calculated cross-polarized ratios with the RMS height (Figure 31). For the mean RMS values of small-scale surface roughness reported in [48] (0.48 cm for MYI and 0.27 cm for FYI), the calculated cross-polarized ratios of MYI (0.004 for C-band and 0.008 for X-band) are about two times higher than the ones of FYI (0.002 for C-band and 0.004 for X-band).

The extended Bragg model [76] would be a suitable surface scattering model that can implement the effects of those large-scale surface slopes. The coherence matrix determined from the pure Bragg scattering model cannot estimate depolarization power (i.e., HV power). However, the coherence matrix determined by the extended Bragg scattering model can estimate the depolarization power due to the azimuthally oriented surface angle (i.e., large-scale surface slopes, but less than a SAR resolution cell). Further details of extended Bragg model is described in Appendix B. In addition, we have converted the coherency matrix of the extended Bragg model to the covariance matrix using a special unitary transformation matrix in order to estimate the depolarization effects. The transformation equation is given by
\[ [C] = [U][T][U]^{-1} \]

where \( C \) is the covariance matrix, \( T \) is the coherency matrix, and \( U \) is the special unitary transformation matrix. The converted covariance matrix of the extended Bragg model is given by the following:

\[
[C] = \begin{bmatrix}
\langle |S_{HH}|^2 \rangle & \langle S_{HH}S_{VV}^* \rangle & \sqrt{2}\langle S_{HH}S_{HV}^* \rangle \\
\langle S_{VV}S_{HH}^* \rangle & \langle |S_{VV}|^2 \rangle & \sqrt{2}\langle S_{VV}S_{HV}^* \rangle \\
\sqrt{2}\langle S_{HV}S_{HH}^* \rangle & \sqrt{2}\langle S_{HV}S_{VV}^* \rangle & 2\langle |S_{HV}|^2 \rangle
\end{bmatrix} = \frac{m_s^2}{4} \begin{bmatrix} a & b & 0 \\ b & c & 0 \\ 0 & 0 & d \end{bmatrix}
\]

where \( C_1, C_2, \) and \( C_3 \) describe the Bragg components of the surface (Appendix B), \( m_s \) is the backscatter amplitude that contains information about the small-scale surface roughness condition of the surface, and \( \beta_1 \) denotes the azimuthally oriented surface angle (slope). The cross-polarized ratios and the co-polarized correlation can be estimated from the converted covariance matrix. In the simulation, the width of azimuthally oriented surface angle (\( \beta_1 \)) was used as a measure of large-scale
roughness, because the width (range) of azimuthally oriented surface angles increases as the surface slope increases.

The results show increases in the depolarization for the higher large-scale surface roughness, showing a positive trend for cross-polarized ratios (Figure 32). It is important to note that cross-polarized ratio is almost insensitive of variations in the dielectric constant caused by changes between thick FYI and MYI. The results suggest that higher large-scale roughness (steeper surface slopes) caused by ridging or rafting could significantly increases depolarization. It should be noted that depolarization can be caused by the interaction between small-scale and large-scale roughness. These results clearly show significant depolarization due to both small-scale and large-scale surface roughness.
Figure 31. The variation of cross-polarized ratio (HV/HH) as a function of RMS height (small-scale roughness) for the C- and X-band.
Figure 32. The variation of depolarization factors (cross polarized ratio) as a function of surface slope width (large-scale surface roughness) for the dielectric constants of thick FYI and MYI using extended-Bragg model.
B. Numerical experiments of the depolarization effects due to volume scattering within sea ice layer

As mentioned above, sea ice grows into thick ice, it loses its brine (i.e., desalination), and further loses its salinity during summer melt. These processes control the complex dielectric constants (penetration depth) and depolarization due to volume scattering. The volume scattering within sea ice have been generally simulated by Vector Radiative Transfer (VRT) theory [80],[81]. Detail description of VRT is introduced in Appendix C.

In order to simulate the relationship between the depolarization factors induced by volume scattering and sea ice thickness in the optimized conditions, the experiments of two case studies were set up. The first case is assumed that the surface of sea ice is flat, and the second case is assumed that the surface of sea ice is rougher as sea ice grows. For the simulation, changes of dielectric constant and penetration depth as sea ice grows (i.e. 0.1 ~ 5m) were first simulated by equations (19)-(27). Detail conditions of each simulation are illustrated by Figure 33a and b. Figure 34 shows that the changes of dielectric constant of C- and X-band agree well with the patterns of dielectric constant as sea ice grows explained by [77]-[79]. Using these results, polarimetric backscattering coefficients were simulated by the IEM and VRT models (Figure 35 - 38), and the cross polarized ratio (VH/VV) was estimated. The simulated cross polarized ratio (i.e. VH/VV) is increased as sea ice grows regardless of the change of incidence angle (Figure 39). In addition, the ratios simulated by case 1 and 2 experiments are almost same. That is, the ratio induced by volume scattering is
larger than the one induced by surface scattering. This shows that the backscattered signatures from sea ice can be dominantly depolarized by volume scattering within sea ice layer. Based on this, field experiments were conducted to mediately verify one-to-one relationship between the depolarization factors induced by volume scattering and the artificial ice thickness.
Figure 33. Set-up of VRT model simulation. (a) flat surface (only volume scattering) (b) relatively rough surface as sea ice grows (surface + volume scattering).
Figure 34. In the VRT simulation, dielectric constant (real and imaginary parts) and penetration depth as a function of sea ice thickness (i.e. 0.1 ~ 5 m) for C- and X-band frequencies. Left Y-axis represents the values of dielectric constant (black: real part, gray: imaginary part) and right Y-axis represents penetration depth.
Figure 35. Backscattering coefficients (C-band) simulated by the VRT (Case 1, only volume scattering) as sea ice grows (red: VV, blue: HH, and green: VH). (a) incidence angle: 20° (b) incidence angle: 40°
Figure 36. Backscattering coefficients (X-band) simulated by the VRT (Case 1, only volume scattering) as sea ice grows (red: VV, blue: HH, and green: VH). (a) incidence angle: 20° (b) incidence angle: 40°.
Figure 37. Backscattering coefficients (C-band) simulated by the VRT (Case 2, surface and volume scattering) as sea ice grows. Real line denotes simulated value by surface scattering, and dotted line denotes simulated value by volume scattering (red: VV, blue: HH, and green: VH). (a) incidence angle: 20° (b) incidence angle: 40°
Figure 38. Backscattering coefficients (X-band) simulated by the VRT (Case 2, surface and volume scattering) as sea ice grows. Real line denotes simulated value by surface scattering, and dotted line denotes simulated value by volume scattering (red: VV, blue: HH, and green: VH). (a) incidence angle: 20° (b) incidence angle: 40°
Figure 39. The relationship between depolarization factor (VH/VV) simulated by case 1 and 2 experiments and sea ice thickness. (a) C-band (case 1) (b) C-band (case 2) (c) X-band (case 1) (d) X-band (case 2)
C. Field experiments of the depolarization effects due to volume scattering within ice layer

Although the numerical simulations showed that the cross polarized ratio can be closely related to sea ice thickness due to the volume scattering within sea ice layer, it needs to verify this using field experiments. Here, the relationship between the ratio induced by volume scattering and the ice thickness was explored using measurements of artificially frozen ice with GB-POLSCAT (Figure 40). It measured the backscattered signatures from the ice with 140 and 190 cm of ice thickness, respectively. Detail specifications of the measurements are demonstrated in Table 6.

Figure 41 shows the backscattered signatures from the ice in the distance domain. In order to determine the position of ice surface, the backscattered signature was measured from the metal plate on the antenna aperture (dotted green line) and the ice surface (dotted black line). The position of ice bottom was determined by traveling distance of microwave estimated by Snell’s law (Figure 42). The traveling distance within the ice \( (d_t) \) can be as following

\[
\theta_t = \arcsin \left( \frac{\sqrt{\varepsilon_{\text{air}}'} \sin \theta_i}}{\sqrt{\varepsilon_{\text{ice}}'}} \right) \tag{36}
\]

\[
d_t = \frac{d_i}{\cos \theta_t} \tag{37}
\]

where \( \theta_t \) is the transition angle. \( \theta_i \) is the incidence angle. \( \varepsilon_{\text{air}}' \) is real part of
dielectric constant of air. $\varepsilon'_{\text{air}}$ is real part of dielectric constant of ice. $d_i$ is the ice thickness. The dielectric constant (real part) of air is 1, and of the ice is 3.15. It is assumed that the propagation velocity of microwave is same to the one of light. The backscattered signature from the antenna input was used the calibration of GB-POLSCAT based on new calibration method explained in Chapter 2.1.C
Table 6. The specifications of the GB-POLSCAT measurement.

<table>
<thead>
<tr>
<th>Specifications</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Center Frequency</td>
<td>5.275 GHz (C-band)</td>
</tr>
<tr>
<td>Sweep time</td>
<td>1s</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>1.5 GHz</td>
</tr>
<tr>
<td>Transmitted Power</td>
<td>20 dBm</td>
</tr>
<tr>
<td>Polarization</td>
<td>HH/VV/HV/VH</td>
</tr>
<tr>
<td>Incidence Angle</td>
<td>0 ° ~ 40 °</td>
</tr>
<tr>
<td>Calibration method</td>
<td>Kim et al [2012]</td>
</tr>
<tr>
<td>Measurement item</td>
<td>Radar response / Ice thickness</td>
</tr>
</tbody>
</table>
Figure 41. The measured backscattered signatures from the ice (blue real line: HH, red real line: VV). The green and black dotted line denotes the backscattered signatures from metal plate on the antenna aperture and the ice surface, respectively.
Figure 42. Refraction of microwave at the interface between the air and the ice based on Snell’s law.
Figure 43 and 44 shows the backscattered signatures from each ice thickness. The range of incidence angle is from $0^\circ$ to $40^\circ$ (red dotted line: $0^\circ$, blue dotted line: $20^\circ$, and green dotted line: $40^\circ$). As incidence angle increases, the received power of the signals gradually decreases, and the phase is shifted due to the increase of the traveling distance. On the basis of this phase shift, each received power from surface, volume, and bottom of the ice is estimated using equation (16)-(18).

Figure 45 shows the normalized magnitude of each scattering feature. In all case experiments, volume scattering due to air bubbles within the ice is strongly dominant at $20^\circ$ and $40^\circ$ of incidence angle. Thus, it can be estimated that variation of the cross polarized ratio as the increase of the ice thickness. Table 7 shows the cross polarized ratio with the ice thickness. In the case 1 (the ice thickness = 140 cm), the ratio is 0.00097 and 0.00075 at $20^\circ$ and $40^\circ$ of incidence angle, respectively. In the case 2 (the ice thickness = 150 cm), the ratio is 0.0018 and 0.0016, respectively. That is, the increase of the ratio is 0.00083 and 0.00085 when the ice thickness increases from 140 to 190 cm. Through the numerical and the field studies, it is reasonable to say that the depolarization factors (i.e. the cross polarized ratio) are efficient parameter to determine sea ice thickness in the optimized conditions. Based on this, field experiments using space-borne SAR data were explored as case study, and it is described in next section.
Figure 43. The backscattered signatures from the ice at 0°, 20°, and 40° of incidence angle. (the ice thickness = 140 cm)
Figure 44. The backscattered signatures from the ice at 0°, 20°, and 40° of incidence angle. (the ice thickness = 190 cm)
Figure 45. The normalized magnitude of surface, volume, and bottom-surface scattering from the ice at 0°, 20°, and 40° of incidence angle.
Table 7. The estimated cross polarized ratio in the case studies.

<table>
<thead>
<tr>
<th></th>
<th>20°</th>
<th>40°</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>0.00097</td>
<td>0.00075</td>
</tr>
<tr>
<td>(the ice thickness = 140 cm)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case 2</td>
<td>0.0018</td>
<td>0.0016</td>
</tr>
<tr>
<td>(the ice thickness = 190 cm)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Difference</td>
<td>+0.00083</td>
<td>+0.00085</td>
</tr>
</tbody>
</table>
Chapter 4. Measurement of sea ice thickness using space-borne SAR data in the Arctic Ocean

4.1. In-situ measurements and SAR data acquisition

An ice camp was set up on land-fast ice in the north of Greenland (Lat.: 83° 38.622 N, Lon.: 32° 14.245W) (Figure 46). This was part of an inter-disciplinary, scientific ice camp coordinated by the Danish Meteorological Institute (DMI) and the Danish Technological University (DTU). The land-fast ice camp was erected on May 1, 2009, and operated until May 6, 2009. Throughout the use of the ice camp, snow and ice thickness were measured using a snow probe and Electromagnetic Induction system (Model: Geonics EM31-SH). The EM31 can measure the magnitude of the in-phase and quadrature components of the secondary electro-magnetic field induced in the ground by the instrument's 9.8 kHz transmitted electro-magnetic field [22]. In the case of sea ice, the secondary field is primarily induced in the highly conductive sea water underneath the sea ice because of the low conductivity of sea ice. The magnitude of the secondary field is related directly to the distance between the instrument and the sea water below, and sea ice thickness can be estimated with known snow depth and instrument height above the snow surface.

At the ice camp, ice thickness were measured along the validation line, which stretched 1.5 km from smooth thick FYI in the south to rubble MYI in the North (Figure 47). The ice thickness of FYI was very stable at approximately 2 m, while the ice thickness of rubble MYI varied significantly. The mean air temperature was
about -18°C during ice camp. This presents an ideal case study to explore the possibility of using C- and X-band SAR data to estimate the ice thickness of both FYI and MYI.

Dual polarization TerraSAR-X data was acquired at 11:44 (UTC) on May 2, 2009, and two scenes of RADARSAT-2 were acquired at 10:42 (UTC) on April 28 and at 09:43 (UTC) on April 30, 2009, respectively (Figure 46). TerraSAR-X collected VV and HH polarization data in the Strip Map mode and RADARSAT-2 collected HH and HV (4/28), and VV and VH (4/30) dual-polarization data in the Standard Mode. All data were processed in Single-Look Complex (SLC) and slant-range projection to be used for polarimetric analysis. A speckle reduction filter (7×7 Lee filter) and radiometric calibration procedures were applied for the calculation of more accurate and reliable backscattering coefficients. Figure 48 shows the resulting backscattering coefficient images for TerraSAR-X and RADARSAT-2, respectively. The summary of the SAR data specifications are presented in Table 8.
Figure 46. Study area off the northern coast of Greenland. The TerraSAR-X data was acquired on May 2, 2009 (black solid square). Two RADARSAT-2 data were acquired on April 28, 2009 (dotted blue square) and on April 30, 2009 (dotted red square), respectively. Ground truth data were obtained on May 01, 2009 (black star). The red line shown in lower left photograph represents the validation line on which the sea ice thickness and snow depth were measured using an EM31 instrument.
Figure 47. Sea ice thickness profile measured by the EM31 along the validation line (smooth thick FYI: 0~580 m, rubble MYI: 580~1500 m).
Figure 48. Radiometrically and geometrically calibrated SAR images (backscattering coefficients) of TerraSAR-X and RADARSAT-2. The yellow dots indicated in each figure represent the positions where sea ice thickness and snow depth were measured.
Table 8. Specifications of acquired TerraSAR-X and RADARSAT-2.

<table>
<thead>
<tr>
<th></th>
<th><strong>TerraSAR-X</strong></th>
<th></th>
<th><strong>RADARSAT-2</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Acquisition date/time (UTC)</strong></td>
<td>May 2, 2009 17:40</td>
<td>April 28, 2009 10:42</td>
<td>April 30, 2009 09:43</td>
</tr>
<tr>
<td><strong>Center frequency</strong></td>
<td>9.65 GHz (X-band)</td>
<td>5.405 GHz (C-band)</td>
<td>5.405 GHz (C-band)</td>
</tr>
<tr>
<td><strong>Polarization</strong></td>
<td>HH and VV</td>
<td>HH and HV</td>
<td>VV and VH</td>
</tr>
<tr>
<td><strong>Pixel spacing</strong></td>
<td>3 m</td>
<td>12.5 m</td>
<td>12.5 m</td>
</tr>
<tr>
<td><strong>Incident angle</strong></td>
<td>27.3° ~ 29.0°</td>
<td>33.6° ~ 39.8°</td>
<td>41.4° ~ 46.6°</td>
</tr>
</tbody>
</table>
4.2. Depolarization-to-sea ice thickness relationship using space-borne SAR data

Both co-polarized correlation and cross-polarized ratio as depolarization factors were calculated from the SAR data, and the calculated values for each pixel were correlated to in-situ ice thickness. The results are presented as one-to-one scatter plots in Figure 49, showing strong and significant correlation coefficients (0.76 to 0.88) for both TerraSAR-X and RADARSAT-2. Co-polarized correlation for X-band varies 0.4 to 0.9 for the ice thickness range of 2.0 m to 5 m. Cross-polarized ratios for C-band range about 0.05 to 0.25 for the same range of sea ice thickness.

In first glance, the good correlation we found in this case study is likely due to contrast between smooth FYI and rubble MYI, however a close look reveals an interesting feature. The data points are rather continuous than clustered, especially for the case of RADARSAT-2 VH/VV. If the correlations are simply caused by a categorical difference in scattering mechanism between FYI and MYI, those data points should be more clustered. The continuous feature indicates that there might be a mechanism that thicker ice becomes rougher or higher volume scattering and in turn increases depolarization. In our case this mechanism involves ridging and rafting processes that increase the ice thickness and surface roughness as well as lower density layers within lifted ice blocks. Model simulation results for surface roughness showed a maximum of about 0.05 increases in cross-polarized ratio between FYI and
MYI, while about 0.05 (C-band) and 0.1 (X-band) increases for volume scattering. The combined value (about 0.1 ~ 0.2) from simulation is slightly smaller than the observed difference of 0.2. While considering uncertainty in model simulations, this suggests that depolarization in MYI can be attributed to both surface roughness and volume scattering which is closely related to ridging and rafting processes. Over smooth FYI, the cross-polarized ratio values are scattered at the same ice thickness. This indicates a case for de-correlation between ice thickness and roughness/volume scattering. In other words, FYI with the same ice thickness can have different surface roughness or/and volume scattering, and depolarization. In our case we observed patches of small rafting and higher snow on the surface of the smooth FYI. The effect of this scatter is relatively smaller than the correlation in MYI.
Figure 49. Relationship between the depolarization factors and observed sea ice thickness. (a) TerraSAR-X (5/02) (b) RADARSAT-2 (4/28) (c) RADARSAT-2 (4/30)
Chapter 5. Conclusion

5.1. Summary

This thesis presents numerical microwave scattering simulations and in-situ measurements with polarimetric RADAR (i.e. GB-POLSCAT and space-borne SAR) systems in order to investigate the optimum method for estimating sea ice thickness. Reanalysis of Strozzi’s GB-POLSCAT measurements informed us that the backscattered signatures of microwave (C-band) from the surface of snow cover on sea ice can predominantly affect the space-borne SAR measurements for the melting season due to the high dielectric properties of the surface melting water. On the other hand, for the freezing season, the signatures with all polarization and high incidence angles can predominantly originate from the interface between the snow cover and the sea ice. Furthermore, in-situ measurements and numerical simulations of the physical properties (i.e. salinity, dielectric constant, and surface roughness) of sea ice as sea ice grows showed that sea ice tends to be rougher and less saline as sea ice grows during the freezing season. These mean that the multiple scattering of microwave from the surface and volume of sea ice can increase as the sea ice thickness increases during the freezing season. Thus, it could be proposed that relationship between sea ice thickness and the depolarization effect might exist because the depolarization effect of the backscattered signatures are strongly
dominated by the multiple scattering from a target.

Here, the degree of depolarization due to surface scattering from sea ice were simulated by dividing the roughness scales into small and large scales. IEM and extended Bragg models were used to simulate the degree of depolarization by small-scale and large-scale roughness, respectively, within a reasonable range of sea ice parameters. Furthermore, the degree of depolarization due to volume scattering was estimated by VRT simulation and GB-POLSCAT measurements. As a results, the cross-polarized ratio, one of the depolarization factors, has a distinct one-to-one relationship with sea ice thickness due to dominant depolarization effect induced by volume scattering within the ice layer. Based on these experiments, space-borne SAR data (one TerraSAR-X and two RADARSAT-2 scenes) were acquired along with in-situ sea ice thickness measurements. The depolarization factors (i.e., co-polarized correlation and cross-polarized ratio) were then calculated from acquired SAR data. At last, a strong and significant correlation between the ice thickness and the depolarization factors (correlation coefficients of 0.76 to 0.88) for both TerraSAR-X and RADARSAT-2 was found. Therefore, it is reasonable to say that the depolarization factors (i.e. the cross polarized ratio) extracted by space-borne SAR data are efficient parameters to determine sea ice thickness in the optimized conditions.
5.2. Discussion

The determination of sea ice thickness is the main issue of space-borne SAR measurements in the cryosphere, and various researches for this are being investigated. In this thesis, sensitivity studies conducted using numerical experiments and the observed results from polarimetric RADAR data have shown that the depolarization factors extracted by space-borne SAR data are effective parameters for the estimation of sea ice thickness.

However, this study restricts to conclude whether the ice thickness-to-depolarization relationship is an operational method to determine sea ice thickness. Because this relationship is not always able to satisfy under all dynamic nature of sea ice. For example, although pancake ice is a thin sea ice (i.e. its thickness is up to 10 cm), its surface roughness is relatively rougher than the one of universal thin sea ice due to periodic compressions of oceanic wave. Thus, the degree of depolarization estimated from pancake ice can be stronger than the one of universal thin sea ice due to multiple scattering from surface of the ice while the thickness of these ice are similar, and these can weaken the ice thickness-to-depolarization relationship.

Based on this view, in order to improve the operational applicability for determination of sea ice thickness using space-borne SAR data, the weakening factors of the ice thickness-to-depolarization relationship should be resolved. Although this thesis showed that the ice thickness and depolarization induced by multiple scattering
from surface of the ice can be correlated under optimized conditions, this relationship can break under specific conditions as mentioned above. On the other hand, the ice thickness and depolarization induced by volume scattering within the ice layer are strongly correlated by the desalination process as sea ice grows. That is, the operational capability can improve if depolarization effects induced by only volume scattering within the ice layer can be extracted from space-borne SAR data. Unfortunately, it is not easy because the backscattering coefficients estimated by space-borne SAR measurements are determined by the summation of the backscattered signatures induced by surface and volume scattering. Recent works have tried to quantitatively distinguish the contributions of each scattering from polarimetric SAR data with polarimetric decomposition and Polarimetric SAR Interferometry (Pol-InSAR) techniques. Therefore, future works require the investigations of capability for measuring sea ice thickness with these techniques, and if the operational method to measuring sea thickness using space-borne SAR data is successfully developed, it can be expected that global climate change process can understand more effectively such as thermal feedback between ocean, atmosphere, and the ice.
Appendix

In this appendix, the models used in this thesis are explained. The models can be classified into IEM, the extended Bragg, and VRT model. IEM and the extended Bragg model were used to simulate the backscattering features induced by the ice surface for small- and large-scale surface roughness, respectively. VRT was used to simulate the backscattering features induced within the ice layer.

A. Integral Equation Method (IEM)

This model can simulate backscattering coefficients from a target surface ($\sigma_{pq}^S$), the backscattering coefficients can be classified into single and multiple scattering ($\sigma_{pq}^S = \sigma_{pq}^S + \sigma_{pq}^m$) Single scattering can only induce the backscattering signatures of co-polarization while multiple scattering can induce the signatures of co- and cross-polarization [43]. In this model, the backscattering coefficients due to single or multiple scattering are as following

$$\sigma_{pq}^S = \frac{k^2}{2} \exp(2k_z^2s^2) \sum_{n=1}^{\infty} |l_{pq}^n| \frac{2W^{(n)}(2k_0,0)}{n!}$$  \hspace{1cm} (A.1)

Here, $|l_{pq}^n| = f_{pq}(2sk_z)^n \exp(-k_z^2s^2) + \frac{(sk_z)^n[f_{pq}(-k_0,0) + f_{pq}(k_0,0)]}{2}

$$\sigma_{pq}^m = \frac{k^2}{16\pi} \exp(-2k_z^2s^2) \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \frac{(k_z^2s^2)^{n+m}}{n!m!}$$ \hspace{1cm} (A.2)
\[
\cdot \int \left[ |F_{pq}(u, v)|^2 + F_{pq}(u, v)F_{pq}^*(-u, -v) \right] W^{(n)}(-k_x, v)W^{(m)}(u + k_x, v)\,du\,dv
\]

where superscripts \( s \) and \( m \) denote single and multiple scattering, respectively. \( k \)
is the wave number. \( k_x = k\sin\theta, \quad k_z = k\cos\theta, \) and \( \theta \) is the incidence angle. \( u \)
and \( v \) are scattering vector directions, \( s \) is the surface RMS height. \( W^{(n)} \) and \( W^{(m)} \) are the Fourier transform of the \( n \)th or \( m \)th power of the surface correlation function. \( f_{pq} \) is the Kirchhoff coefficient, and \( F_{pq} \) represents the complementary field coefficients.

B. Extended Bragg model

The extended Bragg model for a wider range of roughness conditions proposed by [76] is summarized. First, Bragg scattering coefficients are functions of the complex permittivity and the local incidence angle. Hence, it can write the following:

\[
R_s = \frac{\cos\theta - \sqrt{\varepsilon - \sin^2\theta}}{\cos\theta + \sqrt{\varepsilon - \sin^2\theta}} \quad R_p = \frac{(\varepsilon - 1)[\sin^2\theta - \varepsilon(1 + \sin^2\theta)]}{(\varepsilon\cos\theta + \sqrt{\varepsilon - \sin^2\theta})^2} \quad (B.1)
\]

where \( R_s \) and \( R_p \) denote the horizontal and the vertical Bragg scattering coefficients, respectively. \( \varepsilon \) is the complex permittivity and \( \theta \) is the local
incidence angle. The polarimetric scattering matrix $S$ for a Bragg surface can be written as

$$[S] = \begin{bmatrix} S_{HH} & S_{HV} \\ S_{VH} & S_{VV} \end{bmatrix} = m_s \begin{bmatrix} R_s & 0 \\ 0 & R_p \end{bmatrix}$$ (B.2)

where $m_s$ is the backscatter amplitude that contains information regarding the roughness condition of the surface. The coherency matrix can be formed by employing a scattering vector $k$ as the vectorization of the scattering matrix using the Pauli spin matrices basis set. Its formation can be described as follows:

$$k = \frac{1}{2} \text{Trace}([S][\Psi]) = \frac{1}{\sqrt{2}} [S_{HH+VV} \quad S_{HH-VV} \quad 2S_{HV}]^T$$

Here, $[\Psi] = \begin{bmatrix} \sqrt{2} & 0 \\ 1 & 0 \end{bmatrix} \begin{bmatrix} \sqrt{2} & 0 \\ 0 & -1 \end{bmatrix} \begin{bmatrix} \sqrt{2} & 0 \\ 1 & 0 \end{bmatrix}$ (B.3)

$$[T] = \langle k \cdot k^{-1} \rangle = \begin{bmatrix} T_{11} & T_{12} & T_{13} \\ T_{21} & T_{22} & T_{23} \\ T_{31} & T_{32} & T_{33} \end{bmatrix}$$

where $[\Psi]$ denotes the Pauli spin matrices basis set. In order to extend the Bragg scattering model for a wider range of roughness conditions, Hajnsek et al. [76]
introduced a method of modeling the surface disturbance as a reflection symmetric depolarizer by rotating the Bragg coherency matrix about an angle, $\beta$, in the plane perpendicular to the scattering plane. This rotation of the Bragg coherency matrix can be expressed as follows:

$$[T] = m_s^2 [A] \begin{bmatrix} 
\langle |R_s + R_p|^2 \rangle & \langle (R_s + R_p)(R_s - R_p)^* \rangle & 0 \\
\langle (R_s - R_p)(R_s + R_p)^* \rangle & \langle |R_s - R_p|^2 \rangle & 0 \\
0 & 0 & [A]^T \end{bmatrix} \quad (B.4)$$

Here, $[A] = \begin{bmatrix} 1 & 0 & 0 \\
0 & cos2\beta & sin2\beta \\
0 & -sin2\beta & cos2\beta \end{bmatrix}$

Using a uniform distribution density function of $\beta$

$$P(\beta) = \begin{cases} 
\frac{1}{2\beta_1} & |\beta| \leq \beta_1 \\
0 & 0 \leq \beta_1 \leq \frac{\pi}{2} 
\end{cases} \quad (B.5)$$

The coherency matrix for a rough surface can be determined as follows:
\[ [T] = \int_0^{2\pi} T(\beta) P(\beta) d\beta \]

\[ = \frac{m^2}{2} \begin{bmatrix} 
C_1 & C_2 \text{sinc}(2\beta_1) & 0 \\
C_2 \text{sinc}(2\beta_1) & C_3[1 + \text{sinc}(4\beta_1)] & 0 \\
0 & 0 & C_3[1 - \text{sinc}(4\beta_1)] 
\end{bmatrix} \tag{B.6} \]

The coefficients \( C_1 \), \( C_2 \), and \( C_3 \) describe the Bragg components of the surface and are given by

\[ C_1 = |R_s + R_p|^2 \quad C_2 = (R_s + R_p)(R_s^* - R_p^*) \quad C_3 = \frac{1}{2} |R_s - R_p|^2 \tag{B.7} \]

C. Vector Radiative Transfer (VRT)

In this model, the scattering and propagation of the traveling signal with a specific intensity in a medium can be defined by [77]

\[ \cos \theta \frac{dI}{dz} = -\kappa_e I + \int P I dz \tag{C.1} \]

where \( I \) is the specific intensity which is defined by the Stokes vector. \( \kappa_e \) is the extinction matrix, and \( P \) is the phase matrix of scatterer within a target layer. \( z \) denotes the penetration depth of microwave. \( \kappa_e \) can be estimated to sum between the scattering and the absorption coefficient of the scatterer [77]. \( P \) is strongly
connected with the shape, reflectivity, and etc. of the scatterer. In general, many sea ice simulations with VRT [60], [77], it was assumed that the scatterer within the ice layer is Rayleigh scatterer (i.e. the shape of the scatterer is a sphere and radius of the scatterer \( \ll \) wave length of microwave). The phase matrix of Rayleigh scatterer was well explained in [80]. Equation (C.1) is generally solved by iterative method with 2\(^{nd}\) order solution [80], and the physical meanings of each order solutions were described minutely in [81].

Total backscattering coefficients simulated by VRT is as following

\[
\sigma_{pq}^{total} = \sigma_{pq}^0 + \sigma_{pq}^1 + \sigma_{pq}^2 \tag{C.2}
\]

where superscripts 0, 1, and 2 denote zeroth-, first-, and second-order backscattering coefficient, respectively. The zeroth-order solution is surface scattering component (Figure 50). Thus, the component was solved by IEM simulation (i.e. \( \sigma_{pq}^S \)) like [81]. Figure 51 shows the backscattering coefficients of first and second order solution with the physical meanings. The first order solution of VRT can be classified into three components (Figure 51a, b, and c). First and second are interaction components between bottom-surface and the scatterer within the layer, and third is single scattering component from the scatterer within the layer. Backscattering coefficients of the each component are as following
\[ \sigma_{pq}^{VS} = \cos \theta_s T_p^i T_q^s \sec \theta_s L_p L_q \sigma_{pq}^b \] (C.3)

\[ \sigma_{pq}^a = \cos \theta_t T_{10p}(\theta_{t0}, \theta_{t1})T_{01q}(\theta_{t1}, \theta_{t0})L_q(\theta_{t1}) \sec \theta_{s2} \]
\[ \cdot \int_0^{2\pi} \int_0^{\pi} \sin \theta \sec \theta \cdot \sum_{u=v,h} \sigma_{uq}^{VS}(\theta, \phi|\pi - \theta_{i2}, \phi_{i2}) \]
\[ \cdot P_{pu}(\phi_{ss1}, \theta_{ss1}|\theta, \phi) \frac{L_p(\theta_{ss1}) - L_q(\theta)}{\kappa_{eu}(\theta) \sec \theta - \kappa_{ep}(\theta_{ss1}) \sec \theta_{ss1}} d\phi d\theta \] (C.4)

\[ \sigma_{pq}^b = \cos \theta_t T_{10p}(\theta_{t0}, \theta_{t1})T_{01q}(\theta_{t1}, \theta_{t0})L_q(\theta_{t1}) \sec \theta_{s2} \]
\[ \cdot \int_0^{2\pi} \int_0^{\pi} \sin \theta \sec \theta \cdot \sum_{u=v,h} \sigma_{pu}^{VS}(\theta_{s2}, \phi_{s2}|\pi - \theta, \phi) \]
\[ \cdot P_{uq}(\pi - \theta, \phi|\pi - \theta_{sl1}, \phi_{sl1}) \frac{L_u(\theta) - L_q(\theta_{sl1})}{\kappa_{eq}(\theta_{sl1}) \sec \theta_{sl1} - \kappa_{eu}(\theta) \sec \theta} d\phi d\theta \] (C.5)

\[ \sigma_{pq}^c = 4\pi \cos \theta_t T_{10p}(\theta_{t0}, \theta_{t1})T_{01q}(\theta_{t1}, \theta_{t0}) \sec \theta_{ss1} \]
\[ \cdot P_{pq}(\theta_{ss1}, \theta_{ss1}|\pi - \theta_{sl1}, \phi_{sl1}) \frac{1 - L_p(\theta_{ss1})L_q(\theta_{sl1})}{\kappa_{ep}(\theta_{ss1}) \sec \theta_{ss1} - \kappa_{eq}(\theta_{sl1}) \sec \theta_{sl1}} \] (C.6)

where \( \sigma_{pq}^{VS} \) is the backscattering coefficient of the bottom-surface. Superscripts \( i \) and \( s \) denote the incident and scattered direction, respectively. Incident or scattered angles of each layer are described in Figure 52 (i.e. \( \pi - \theta \) denotes downward direction and \( \phi \) is azimuth angle). \( T \) is the transmission coefficient on the interface of the each layer. Subscripts of \( T \) denote the propagation direction of microwave on the interface of each layer. For example, \( T_{01} \) means that the transmission coefficient
of microwave which propagates from 0 layer to 1 layer. \( L \) is power attenuation term, and can be estimated by

\[
L_p(\theta) = \exp[-\kappa_{ep}d \sec \theta]
\]

(C.7)

where \( d \) is the layer depth. The second order solution of VRT can be classified into two components (Figure 51d and e). These components mean the interaction between the scatterer within the layer. Backscattering coefficients of the each component are as following

\[
\sigma_{pq}^d = 4\pi \cos \theta_{t0}T_{10p}(\theta_{t0}, \theta_{t1})T_{01q}(\theta_{t1}, \theta_{t0}) \sec \theta_{ss2} \\
\cdot \int_0^{2\pi} \int_0^\pi \sin \theta \sec \theta \cdot \sum_{u=v,h} \frac{p_{pu}(\theta_{ss2}, \phi_{ss2}|\theta, \phi)p_{uq}(\theta, \phi|\pi - \theta_{si1}, \phi_{si1})}{\kappa_{eq}(\theta_{st1}) \sec \theta_{st1} + \kappa_{eu}(\theta) \sec \theta} \, d\phi d\theta
\]

(C.8)

\[
\sigma_{pq}^b = 4\pi \cos \theta_{t0}T_{10p}(\theta_{t0}, \theta_{t1})T_{01q}(\theta_{t1}, \theta_{t0}) \sec \theta_{ss2} \\
\cdot \int_0^{2\pi} \int_0^\pi \sin \theta \sec \theta \cdot \sum_{u=v,h} \frac{p_{pu}(\theta_{ss2}, \phi_{ss2}|\pi - \theta, \phi)p_{uq}(\pi - \theta, \phi|\pi - \theta_{si1}, \phi_{si1})}{\kappa_{ep}(\theta_{ss2}) \sec \theta_{ss2} + \kappa_{eq}(\theta_{st1}) \sec \theta_{st1}} \, d\phi d\theta
\]

(C.9)
Finally, Backscattering coefficients of the volume scattering ($\sigma^v_{pq}$) within the layer can be calculated by

$$\sigma^v_{pq} = \sigma^a_{pq} + \sigma^b_{pq} + \sigma^c_{pq} + \sigma^d_{pq} + \sigma^e_{pq}$$

(C.10)
Figure 50. Scattering structures of VRT model simulation. (a) surface scattering (b) volume scattering (c) bottom-surface scattering
Figure 51. Volume scattering structure of VRT simulation. (a)-(c) first order solution (d)-(e) second order solution.
Figure 52. Geometry of incident and scattered angle at the each layer for VRT simulation.
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본 논문은 고해상도 다중편파 레이다 시스템의 측정자료로부터 북·남극에 존재하는 해빙두께를 효율적으로 추출할 수 있는 방법에 대한 것이 다. 이를 위해, 지상기반 다중편파 산란계 시스템과 다양한 전자파와 산란 모델을 이용하여 해빙의 생성·소멸 시기에 따라 유전율과 표면 거칠기와 같은 물리적 특성에 따라 전자파의 산란특징이 어떻게 변하는지를 이해하고자 하였다. 이를 위하여, 전자파의 산란구조를 해빙 표면 위에 적설된 눈의 표층산란, 눈의 체적산란, 눈과 해빙의 경계면에서 발생하는 산란, 해빙의 체적산란으로 나누어 살펴보았다.

지상기반 다중편파 산란계 시스템의 측정실험을 통하여 해빙 소멸시기에는 해빙표면 위에 적설된 눈은 높은 대기온도로 인하여 눈 표면이 녹아 유전율이 높아지기 때문에 산란계로부터 송신된 대부분의 전자파 신호가 눈 표면에서 산란 (표층산란)되어 수신되는 특징을 보였다. 반면에, 해빙 생성시기에는 대기온도가 항상 영하로 유지되면서 눈 표면의 유전율이 낮아져 전자파의 신호가 눈 표면을 투과하여 눈의 체적 내부 또는 눈과 해빙 표면의 경계면에서 산란되어 수신될 수 있는 가능성을 보였다. 더욱이, 전자파의 입사각이 작으면 HH와 VV 편파의 전자파가 눈의 체적 내부에서 체적산란이 우세하게 발생하였고 HV와 VH 편파의 전자파가 눈과 해빙의 경계면에서 우세하게 산란될 수 있는 가능성을 보였다. 반면에 입사각이 상대적으로 컷지면 모든 편파의 전자파가 눈과 해빙의 경계면에서 우세하게 산란될 수 있는 가능성을 보였다.
다음으로, 다양한 현장조사 자료를 통하여 해빙 생성시기가 길어질수록 해빙이의 담수화 현상으로 인하여 해빙 두께에 따라 해빙 표면의 유전율이 감소하고 전자기파의 투과 깊이가 증가할 수 있는 가능성을 확인 하였다. 이에 더하여, 해빙 생성시기가 길어질수록 해빙 표면 융해수의 재결빙과 유빙들의 충돌 현상으로 인해 해빙두께에 따라 표면 거칠기가 상대적으로 증가할 수 있는 가능성을 확인 하였다. 따라서, 해빙의 두께가 두꺼워 질수록 해빙의 표면에서는 거친 표면으로 인하여 다중표층산란이 증가하고 해빙 체적 내부의 체적산란 또한 증가한다는 것을 다양한 전자기파 산란 모델의 수치해석 결과를 통하여 확인 하였다. 이러한 결과를 바탕으로 전자기파 산란 모델을 이용하여 해빙 두께에 따라 다중표층산란과 체적산란이 증가하고 이는 송·수신된 전자기파의 편파 손실정도 (참고, 편파손실 정도는 VH/VV 또는 HV/HH와 같은 편파비로 계산된다.)와 선형관계가 있다는 것을 확인하였다. 그리고 북극해에서 실측된 해빙 두께 정보와 동시간대에 관측된 TerraSAR-X와 RADARSAT-2 SAR 자료로부터 추출된 VH/VV와 HV/HH 편파비가 매우 높은 상관관계가 있다는 것을 추가적으로 확인 하였다. 이러한 결과를 통하여, 다중편파 레이다 시스템에서 관측된 편파 손실정도가 해빙두께를 추정하기 위한 매우 유용한 정보가 될 수 있다는 사실을 확인 하였다.
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Abstract

This thesis presents an overview of the interactions between microwaves and physical properties of sea ice and snow, such as the dielectric constant and surface roughness, in order to successfully measure sea ice thickness from polarimetric radar systems. Using a ground-based scatterometer system and various microwave scattering models, polarimetric backscattered signatures from sea ice and snow were investigated as evidence of the evolution of the physical properties during the freezing and melting seasons. Based on these results, the optimum method for measuring the thickness of sea ice covered with snow using polarimetric SAR data was explored via numerical simulations and experimental measurements.

Experiments conducted using the ground-based scatterometer system as well as the in-situ measurements showed that most of the polarimetric signatures (C-band) with relatively high incidence angles (i.e., about 40°) can be backscattered from the interface between snow cover on sea ice and the surface of the sea ice over the freezing season. Microwaves can penetrate the snow cover during this season owing to the lower dielectric properties of the snow cover (about 1.25). Conversely, the signatures were predominantly backscattered from the surface of the snow cover during the melting season due to high dielectric properties induced by surface melting water. For the freezing season, the in-situ measurements and numerical simulations showed that the number of polarimetric signatures backscattered within the sea ice volume can increase with sea ice growth due to evolutions of the dielectric
properties induced by the desalination process, and the surface roughness of sea ice can increase with sea ice growth due to superimposed and ridging processes. Based on these observations, the relationship between the depolarization effects of polarimetric signatures (C- and X-band) and sea ice thickness was investigated using various numerical simulations and a case study. A strong correlation was found between the in-situ sea ice thickness and the SAR-derived depolarization factors (i.e., the co-polarized correlation and cross-polarized ratio). These results clearly demonstrate a one-to-one relationship between the thickness and the depolarization factors, which further suggests that the depolarization factors could be effective parameters in measuring the thickness of snow-covered sea ice with space-borne polarimetric SAR data.

**Keywords:** Sea ice thickness, snow cover, polarimetric SAR, depolarization effect, scattering signatures, dielectric constant, surface roughness, freezing season
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<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Antarctic Peninsular</td>
<td>AT: Active Transponder</td>
</tr>
<tr>
<td>ATM</td>
<td>Airborne Topographic Mapper</td>
</tr>
<tr>
<td>BCR</td>
<td>Backscattering Coefficient Ratio</td>
</tr>
<tr>
<td>CCT</td>
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</tr>
<tr>
<td>CSA</td>
<td>Canadian Space Agency</td>
</tr>
<tr>
<td>CTD</td>
<td>Conductivity-Temperature-Depth</td>
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<tr>
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</tr>
<tr>
<td>DTU</td>
<td>Danish Technological University</td>
</tr>
<tr>
<td>EADS</td>
<td>Defense And Space Company</td>
</tr>
<tr>
<td>FYI</td>
<td>First Year Ice</td>
</tr>
<tr>
<td>GB-POLSCAT</td>
<td>Ground Based POLarimetric SCATterometer</td>
</tr>
<tr>
<td>GCT</td>
<td>Generalized Calibration Technique</td>
</tr>
<tr>
<td>GO</td>
<td>Geometrical Optics</td>
</tr>
<tr>
<td>GPR</td>
<td>Ground Penetrating Radar</td>
</tr>
<tr>
<td>HH</td>
<td>Horizontal Transmit, Horizontal Receive (Polarization)</td>
</tr>
<tr>
<td>HV</td>
<td>Horizontal Transmit, Vertical Receive (Polarization)</td>
</tr>
<tr>
<td>IEM</td>
<td>Integral Equation Method</td>
</tr>
<tr>
<td>MCDW</td>
<td>Modified Circumpolar Deep Water</td>
</tr>
<tr>
<td>Acronym</td>
<td>Definition</td>
</tr>
<tr>
<td>---------</td>
<td>------------------------------------------------</td>
</tr>
<tr>
<td>MODIS</td>
<td>Moderate Resolution Imaging Spectrometer</td>
</tr>
<tr>
<td>MYI</td>
<td>Multi Year Ice</td>
</tr>
<tr>
<td>NA</td>
<td>Network Analyzer</td>
</tr>
<tr>
<td>NRCS</td>
<td>Normalized Radar Cross Section</td>
</tr>
<tr>
<td>OMT</td>
<td>OrthoMode Transducer</td>
</tr>
<tr>
<td>PO</td>
<td>Physical Optics</td>
</tr>
<tr>
<td>RCS</td>
<td>Radar Cross Section</td>
</tr>
<tr>
<td>RMS</td>
<td>Root Mean Square</td>
</tr>
<tr>
<td>RPI</td>
<td>Returned signal from Point of Interest</td>
</tr>
<tr>
<td>RRA</td>
<td>National Radio Research Agency</td>
</tr>
<tr>
<td>SAR</td>
<td>Synthetic Aperture Radar</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal-to-Noise Ratio</td>
</tr>
<tr>
<td>SNU</td>
<td>Seoul National University</td>
</tr>
</tbody>
</table>
Chapter 1. Introduction

1.1. Overview

The cryosphere comprises all parts of the earth including frozen water, ice, and snow cover [1]. Based on the origin, ice in the cryosphere can be divided into land ice and sea ice. Land ice represents frozen freshwater and/or snow on the earth’s surface, and sea ice is frozen, salty ocean water. By definition, land ice can be additionally classified as glacier, ice sheet, river, and lake ice, or as permafrost. A glacier is a huge ice mass formed by accumulated and frozen snow on land over many years. An ice sheet is a mass of glacier ice with an area that is greater than 50,000 km²; this is also known as a continental glacier. Lake and river ice, and permafrost refer to lake, river, or soil surfaces that remain frozen for two or more years. All glaciers and ice sheets flow due to gravitational forces; when these formations pass through a coastline, they float on the sea surface. The floating ice is called an “ice shelf,” and its parts are broken off due to various mechanisms, such as ocean tides and surface melt-water propagation. The broken ice masses are called “icebergs” (Figure 1).

Land and sea ice are mostly distributed within the polar region of the cryosphere (Figure 2). Indeed, the areas of the land ice of Antarctica and Greenland are $1.36 \times 10^{13}$ and $1.73 \times 10^{12}$ m², respectively. These represent 86% and 11% of the total area of land ice ($1.58 \times 10^{13}$ m²) [2]. In the case of sea ice, although areas of Arctic and Antarctic sea ice have strong seasonal variation, the averaged maximum area of
Arctic and Antarctic sea ice in the winter season is $1.5 \times 10^{11}$ and $1.8 \times 10^{13}$ m$^2$, respectively, and the minimum area of those regions in summer season is $7 \times 10^{10}$ and $3 \times 10^{10}$ m$^2$, respectively [3]. Table 1.1 summarizes the global distribution of land and sea ice.

Surfaces of land ice, sea ice, and snow have high reflectivity for incoming solar radiation (Figure 3). For example, the reflectivities (or albedos) of the ice and snow, ocean water, and vegetation and dark soil is from 85 to 90%, 10%, and 20%, respectively [4]. The reflectivity of ice and snow, therefore, is about four times more than the others (Table 1). Besides, the reflectivity of the ice and snow depends upon spectral band, the ice and snow thickness, and surface temperature [5]. Therefore, the spatial distributions of the formations (e.g., their physical extents and/or thickness) are important factors in understanding the thermal feedback process between the sun and the earth. The spatial distribution of the ice and snow has rapidly changed due to global warming over the past decades with the melting of sea ice [6] (Figure 4) and the retreat and thinning of ice shelves [7] (Figure 5); this decline is occurring faster than is predicted by current climate models [8]. Climate models predict a continued and possibly accelerated decline in the ice extent, leading to an ice-free summer in the Arctic within this century [9] or even within the next thirty years [10]. Thus, there is an increasing need for accurate modeling and observation of the spatial distribution of the ice and snow, in order to improve predictions for future global climate change.

Study and monitoring of the changes in the cryosphere is both laborious and scientifically challenging due to extreme environment. For example, direct
measurement of the ice and snow thickness can be made by drilling a hole through the ice and snow or by using electromagnetic induction systems such as the EM-31 and Ground Penetrating Radar (GPR) [11], [12]. Although these methods are accurate, they are time consuming and limited in space due to the intense weather conditions of the polar region. An autonomous ice mass balance buoy can facilitate long-term measurement of the ice and snow thickness and offer insights into the governing processes, but spatial coverage is limited. However, various air- and space-borne remote sensing techniques are useful tools for monitoring the changes temporally and spatially. Various air- and space-borne remote sensing techniques have been developed since the early 1900s. The next section of this thesis provides an overview of air- and space-borne remote sensing techniques in exploring the cryosphere.

1.2. Remote sensing of ice and snow

Expeditions to the polar region using air-borne remote sensing techniques began in the early 1900s. Mittelholzer et al. (1925) [13] discussed a glacier formation using aerial photography in Spitzbergen islands in the Svalbard archipelago to the east of northern Greenland. Wilkins (1929) [14] showed ice cover in the Antarctic Peninsula (AP) using aerial photography (i.e. a folding Kodak 3A camera). Although experiments were conducted in these challenging conditions, with great skill and considerable risk, many scientific problems await solution.

In the early 1960s, the first operational space-borne optical imaging instruments
(i.e. CORONA, ARGON, and LANYARD) were developed for both detailed reconnaissance and regional mapping [15]-[17]. These systems allowed polar researchers to acquire global scale optical imaging data covering the cryosphere. The data could be used to identify local fluctuations in glacier termini [18] and large-scale flow features on ice sheets [19]; these properties have been monitored in greater detail with the development of space-borne optical imaging instruments such as Landsat, Moderate Resolution Imaging Spectrometer (MODIS), Geoeye-1, and etc. However, the remote sensing techniques based on these systems fail to resolve the problems. Long polar nights and frequent cloudy weather conditions at the high latitudes of the cryosphere hinder the measuring activities of the systems.

Given these limitations, we consider the use of microwaves, which can penetrate through cloud, dust, and rainfall because of their long wavelengths; additionally, active microwave remote sensing can observe during both day and night since its sensors generate source power. Thus, microwave remote sensing has been widely used to monitor changes in the cryosphere. For example, space-borne microwave scatterometer and radiometer systems (e.g., QuikSCAT, Seasat-A, ERS-1/2, ADEOS-1/2, SSM/I, and AMSR-E) have been used to derive sea ice extent, concentration, and motion [18]-[20]. However, these instruments do not have high resolution capability, while space-borne Synthetic Aperture Radar (SAR) instruments (e.g., RADARSAT-1, ERS -1 and -2, and Envisat) have enhanced resolution capability. Thus, these instruments have been used to generate high resolution mapping of the sea ice edge and icebergs, and they estimate the current velocity of ice sheets using interferometric methods [21]-[22]. However, these
techniques provide only horizontal information of the spatial distribution of the cryosphere.

It was suggested that microwaves can penetrate the ice and snow due to their dielectric properties (i.e., loss factors) [23]. This suggestion proved to be a prelude to exploring vertical properties of the ice and/or snow, such as thickness and internal structure. Indeed, Waite and Schmidt (1962) [24] led the first experiments to measure the thickness of ice sheets in Antarctica and Greenland using the air-borne radar altimeter system (frequencies: 110, 220, 440, and 4300 MHz). The basic principle used to measure the ice thickness and/or snow depth is that the travel time of a radar pulse (of an appropriate wave speed) between the surface and bottom of the ice and/or snow can be converted into the distance, allowing those values to be determined. These fundamental techniques contributed to the development of space-borne radar altimeter systems such as the ERS 1/2, GEOSAT, Cryosat 1/2, etc. In addition, air- and space-borne laser altimeter systems have been developed using principles similar to those of the radar altimeter systems (i.e., ICESat, Airborne Topographic Mapper (ATM) [flown as part of the IceBridge Campaign]), in order to verify surface profiles of the ice and/or snow with greater accuracy [25]-[29].

Although the altimeter systems have successfully observed the thickness of ice sheets, lake ice, and snow, measurement of sea ice thickness is an issue that has not yet been resolved. The scattering structures of microwaves from sea ice are relatively more complicated than those of land ice and snow, because the dielectric properties of sea ice vary due to the varying stages of sea ice growth. Therefore, it is difficult to interpret various scattering structures (e.g., surface and volume scattering) of
microwaves from sea ice, and many studies attempt to resolve this issue.
Figure 1. Classification of ice and snow at the cryosphere. [From ESA]
Figure 2. The spatial distribution land and sea ice in the polar region.

Table 1. Global distribution of land and sea ice.

<table>
<thead>
<tr>
<th>Region</th>
<th>Area (m²)</th>
<th>Portion (%)</th>
<th>Region</th>
<th>Max./Min.</th>
<th>Area (m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Antarctica</td>
<td>$1.36 \times 10^{13}$</td>
<td>86</td>
<td>Max. (Winter)</td>
<td>$1.5 \times 10^{11}$</td>
<td></td>
</tr>
<tr>
<td>Greenland</td>
<td>$1.73 \times 10^{12}$</td>
<td>11</td>
<td>Min. (Summer)</td>
<td>$7 \times 10^{10}$</td>
<td></td>
</tr>
<tr>
<td>Remainder</td>
<td>$5 \times 10^{11}$</td>
<td>3</td>
<td>Max. (Winter)</td>
<td>$1.8 \times 10^{11}$</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>$1.58 \times 10^{13}$</td>
<td>100</td>
<td>Min. (Summer)</td>
<td>$3 \times 10^{10}$</td>
<td></td>
</tr>
</tbody>
</table>
Figure 3. Albedo of ice, snow, ocean water, and vegetation and dark soil on the earth.
Figure 4. Average monthly Arctic sea ice extent from Jan 1979 to 2010. [From NSIDC]

Figure 5. Change rate of the ice thickness in the Antarctic ice shelf from 2003 to 2008. [Prichard et al, 2012]
1.3. Motivation and Objectives of this thesis

The latest space-borne SAR (e.g., RADARSAT-2 and TerraSAR-X) systems offer high-resolution (up to 1 m) full polarimetric SAR data. These capabilities allow us to interpret scattering structures of microwaves using various polarimetric target decomposition methods [30]-[32]. Therefore, the latest space-borne SAR data have good potential to measure sea ice thickness with their polarimetric capabilities. An efficient method for measuring sea ice thickness can be developed if the interactions between sea ice and microwaves can be interpreted using this capability.

In this thesis, efficient methods to measure sea ice thickness using space-borne polarimetric SAR data were explored based on the interpretation of various scattering structures from sea ice and snow. A ground-based scatterometer, which can measure the return radar signals from sea ice and snow in the field, was developed in order to practically interpret the scattering structures of microwaves from sea ice and snow, and various theoretical microwave scattering model simulations were used.

Chapter 1 presents an introduction to the motivation and purpose for this thesis. Chapter 2 provides the setup of the ground-based scatterometer and space-borne SAR systems and the radiometric calibration procedures of each system to acquire reliable data. Chapter 3 explains the results of various experiments to measure sea ice thickness using measurements of the ground-based scatterometer system, in-situ measurements, and numerical simulations. Chapter 4 shows results of a
measurement in order to measure sea ice thickness using space-borne SAR data and in-situ measurements based on the results of Chapter 3. Chapter 5 summarizes the results of this thesis, and discusses limitations of proposed method to measure sea ice thickness in this thesis and future works.
Chapter 2. Polarimetric microwave remote sensing systems

2.1. Ground Based POLarimetric SCATterometer (GB-POLSCAT)

As mentioned in Chapter 1, it is well known that GB-POLSCAT is optimal tool to interpret scattering features of microwave from natural distributed targets. This system has mainly used to interpret signatures backscattered from surface of the targets with space-borne SAR data and backscattering models [33]-[35]. Furthermore, Strozzi (1996) [36] introduced the practical method to measure the signatures backscattered from snow cover with the GB-POLSCAT system at 5.3 GHz (C-band) and 35 GHz (Ka-band). This method is very useful to interpret scattering structures (i.e. surface/volume scattering) of microwave from snow covers. Detail process of the method refers to Section 6.2 of Strozzi’s dissertation [36].

In this thesis, the GB-POLSCAT was developed at Seoul National University (SNU) for interpreting the signatures from sea ice and snow with Strozzi’s method. In following sections, detail set-up and calibration procedures of the system are introduced.
A. Set-up of GB-POLSCAT

The GB-POLSCAT developed at SNU is based on Network Analyzer (NA), Circuit, and Antenna (Figure 6a). The NA is main device in the GB-POLSCAT as source power generator, receiver of returned signals, and signal processing unit. Anritsu MS2028B among various NA products was used. This NA can generate source signal at wide frequency range (i.e. from 5 kHz to 20 GHz), and is easy to operate being as it is hand held type. Circuit consists of isolator, power amplifier, switch controller, and circulator (Figure 6b). Isolator blocks reverse current of transmitted signal. Power amplifier controls the source power of the generated signal up to 40 dB. Switch controller and circulator decide the polarization features of transmitted and received signal through controlling the transmission line of signal transmitted into the single orthomode transducer (OMT) horn antenna or received from the one. In addition, azimuth and incidence angle of the illuminated signal can be controlled automatically by step motors.
Figure 6. (a) External parts of the GB-POLSCAT system developed by SNU (b) Structures of the circuit.
B. System calibration of GB-POLSCAT

B.1. Basic concept of the system calibration

In the GB-POLSCAT, the radar equation associated with transmitted and received signal can be defined as following [37]

\[ E_{pq}^r = e^{-j2\pi \frac{P_t G_t G_r \lambda^2}{(4\pi)^2 r^4}} S_{pq} \]  

(1)

where \( E_{pq}^r \) is the received electromagnetic field. \( G_t \) and \( G_r \) are the gain of transmitting and receiving antenna, respectively. \( P_t \) is transmitting power generated by the NA. \( \lambda \) is the wave length and \( r \) is the distance between the antenna of the GB-POLSCAT and a target. \( S \) is the scattering matrix of a target. The subscripts \( p \) and \( q \) denote the polarization of transmitted and received signal, respectively. Here, Radar Cross Section (RCS) of a target can be determined by the scattering matrix as following:

\[ \sigma_{pq} = 4\pi|S_{pq}|^2 \]  

(2)

In ideal case, it is possible to determine the scattering matrix of a target by measuring of \( \frac{|E_{pq}^r|^2}{P_t} \equiv U_{pq} \) from a target. However, radar distortions are always
generated under field measuring conditions [38], so equation (1) can be simply rearrange into equation (3) and equation (4) by a corresponding four-component vector.

\[ E^r = e^{-j2kr} \left( \frac{P_t G_t G_r \lambda^2}{(4\pi)^2 r^4} \right)^{\frac{1}{2}} RST \]  \hspace{1cm} (3)

where \( R \) and \( T \) are radar distortions induced by transmitting and receiving line of signals within the GB-POLSCAT, respectively.

\[
\begin{pmatrix}
E^r_{vv} \\
E^r_{vh} \\
E^r_{hv} \\
E^r_{hh}
\end{pmatrix} = e^{-j2kr} \left( \frac{P_t G_t G_r \lambda^2}{(4\pi)^2 r^4} \right)^{\frac{1}{2}} D
\begin{pmatrix}
S_{vv} \\
S_{vh} \\
S_{hv} \\
S_{hh}
\end{pmatrix}
\]  \hspace{1cm} (4)

Here, \( D \) is the radar distortion matrix. In order to the system calibration, the radar distortion matrix should be exactly determined. In general, the radar distortions have been determined by measuring a point calibration target of which the RCS is well known, because it is impossible to measure directly radar distortions. From measuring the point calibration target, the radar distortions can be determined as following

\[
D = e^{j2kr} \left( \frac{P_t G_t G_r \lambda^2}{(4\pi)^2 r^4} \right)^{-\frac{1}{2}} S^{-1} E^r
\]  \hspace{1cm} (5)
B.2. Conventional system calibration

Using the basic principle of the system calibration with the point calibration target, various calibration techniques has been developed. The generalized calibration technique (GCT) can be determined the radar distortion using three calibration targets [39]. The scattering matrix of the first target must have the form of identity matrix such as sphere or flat plates while the other two targets do not need any specified scattering matrix. In order to calculate the radar distortion with the calibration targets, this technique employed an eigenvalue approach. As a similar technique, constrained calibration technique (CCT) was developed. Unlike GCT, this technique uses all targets with specific scattering matrices [40]. Although these calibration techniques can fully characterize the radar distortion matrix, they are strongly affected by an alignment of the targets, and time consuming. Detail procedures of each calibration techniques are not repeated in this thesis.

Sarabandi et al. (1990; 1992) [38], [41] proposed convenient calibration techniques of the GB-POLSCAT with single OMT antenna. It can be assumed that the antenna is perfectly isolated unlike the dual antenna system. The dual antenna system can generate the cross polarized terms from not only the structure of the antenna but also unisolated features of the antenna. The cross terms of unisolated antenna system can be determined by measuring the point calibration target of which cross polarized elements of the scattering matrix are well known such as GCT or CCT. In actual, Strozzi’s GB-POLSCAT was the dual antenna system, and he used GCT for the
system calibration. On the other hand, the isolated antenna assumption can lead that
cross polarized terms ($R_{hv}, R_{vh}, T_{hv}$, and $T_{vh}$) of the radar distortions are only
generated by structures of the antenna, and these terms can be determined by
measuring of any calibration target. Thus, Sarabandi’s calibration techniques can
practically determine the radar distortions by only once measuring of any calibration
targets. Actually, most of calibration experiments have used a metal sphere as the
point calibration target because of independence of target alignment, and the radar
distortion matrix can be determined as following

$$R_{vv}T_{vv} = e^{-j2k}\frac{U_{vv}^S}{(1 + C^2)^2}\frac{U_{vv}^S}{\sqrt{\sigma_s^4}}$$

$$\beta \equiv \frac{R_{hh}}{R_{vv}} = \frac{2C}{(1 + C^2)} \frac{U_{hh}^S}{U_{vh}^S}$$

$$\alpha \equiv \frac{T_{hh}}{T_{vv}} = \frac{(1 + C^2)}{2C} \frac{U_{vh}^S}{U_{vv}^S}$$

$$C = \pm \frac{1}{\sqrt{a}} (1 - \sqrt{1 - a}) \quad \text{where,} \quad a = \frac{U_{vh}^S U_{hv}^S}{U_{vv}^S U_{hh}^S}$$

where $C$ is the cross talk generated by single OMT antenna. $\sigma_s^S$ is theoretical RCS
of a metal sphere. The superscript $S$ denotes measuring of a metal sphere. Using
equation (6), the radar distortion matrix of equation (4) is rearranged as following
\[ D = R_{vv} T_{vv} \begin{pmatrix} 1 & C\alpha & C & C^2\alpha \\ C & \alpha & C^2 & C\alpha \\ C\beta & C^2\alpha\beta & \beta & C\alpha\beta \\ C^2\beta & C\alpha\beta & C\beta & \alpha\beta \end{pmatrix} \] (7)

As mentioned above, the GB-POLSCAT developed by SNU uses single OMT antenna, so all data measured by the GB-POLSCAT were basically calibrated by Sarabandi’s method. However, Strozzi emphasized the necessary of improved calibration technique which can efficiently calibrate the effect of the external conditions as an issue of future study. Because the radar distortions are strongly affected by the weather conditions such as air temperature under field experiments. Therefore, practical calibration method which can give a clue of the issue are proposed in next section.
C. New system calibration of GB-POLSCAT

C.1. Background

As mentioned above, the extraction of radar distortions of polarimetric scatterometer is a key in measuring the exact backscattering coefficients of distributed targets. Radar distortions can be divided into two groups. The first group is passive distortions which are insensitive to changes of the external conditions (e.g., the passive fixed antenna structure). The second group is active distortions which are sensitive to changes of the external conditions. These can be caused mainly by active devices within radar systems such as the GB-POLSCAT (e.g. transmitter/receiver, external electronic/microwave circuits such as amplifiers) [38], [41]. These radar distortions can be determined by measuring the radar response of a point calibration target with a known Radar Cross Section (RCS) [39], [40]. In particular, Sarabandi et al. [41] proposed an improved method to extract the active distortions by using the ratios of the radar responses of a point calibration target measured within an anechoic chamber and out in the field. However, it is difficult to use this method in some locations (e.g., the cryosphere and ocean) due to the difficulties involved in installing a point calibration target. Thus, there is a need for a more versatile method.

It is highly unlikely that the antenna impedance perfectly matches the impedance of the source cable in a radar system. Due to the impedance mismatch at the antenna input, a portion of the energy reflects back to the source (this is often referred to as the “return loss”). Because of this, the scattering matrix due to the impedance
mismatch can be defined at the antenna input [42]. In this section, a practical method that can extract the active distortions using the signal returned from the antenna input is introduced. The experiments to validate the proposed method using the field measurements of PRS, space-borne SAR data, and numerical simulations are presented.

**C.2. New technique to extract radar distortions**

In order to effectively extract radar distortions, Sarabandi et al. [41] discretized the domain of the main antenna beam into small subdomains and measured the radar response of each subdomain from a point calibration target (e.g., a conducting sphere) in an anechoic chamber, which was well designed to prevent the loss of any signals. They then set the distortions in the anechoic chamber to 1, which can be other values under field measurements. Under field conditions, Sarabandi et al. [41] measured the radar response of a point calibration target only at the boresight direction. Then, the active distortions caused by external conditions were determined using the ratios of the radar responses of a point calibration target measured only at the boresight direction in the anechoic chamber and out in the field:

\[
\begin{align*}
\alpha^t_v \alpha^r_v &= \frac{v_{vv}^f}{v_{vv}^c}, \quad \alpha^t_h \alpha^r_v &= \frac{v_{vh}^f}{v_{vh}^c}, \quad \alpha^t_h \alpha^r_h &= \frac{v_{hh}^f}{v_{hh}^c} \frac{v_{vh}^c}{v_{vh}^f},
\end{align*}
\]

(8)

where \(a\) represents the active distortion. The superscripts \(t\) and \(r\) denote transmitting and receiving channels, and the superscripts \(f\) and \(c\) are the field- and
chamber-measurements. Although this method can extract the active distortions with high accuracy, it is restricted to apply in some locations that are difficult to install a point calibration target.

Here, a more efficient and practical method to extract the active distortions without a point calibration target under field conditions is introduced. The source power of the polarimetric scatterometer reflects at the antenna input due to the impedance mismatch. The returned signal from the antenna input is named as the Returned signal from Point of Interest (RPI) and it is assumed that the transmitting and receiving antenna gains are the same \( G_t = G_r \) and the antenna structure is fixed under field conditions (Figure 7). The reflected signal from the RPI with scattering matrix, \([S_{RPI}]\), involves radar distortions except the antenna structure. Because the antenna structure is fixed such that the cross-talk and channel imbalance in the antenna are not changed under field conditions, the active distortions can be extracted using the measured value from RPI in the anechoic chamber and out in the field using Equation (8). Then, the calibration matrix elements \( R_{vv} T_{vv} \), \( \alpha, \beta \) of equation (6) can be modified by

\[
R_{vv}^f T_{vv}^f = a_v^f a_r^v R_{vv}^c T_{vv}^c, \quad \alpha^f = \frac{a_h^f}{a_v^f} a^c, \quad \text{and} \quad \beta^f = \frac{a_h^r}{a_v^r} \beta^c \quad (9)
\]

Finally, the radar distortion matrix of equation (7) can be rearranged as following
\[ D = R_{vv}^f T_{vv}^f \left( \begin{array}{cccc} 1 & C\alpha & C & C^2\alpha \\ C & C\beta & C^2 & C\alpha \\ C\alpha & C\beta & C^2 & C\alpha \\ C^2 & C^2\alpha & C^2\beta & C^2\alpha \end{array} \right) \]
C.3. Validation using field experiments and numerical simulation

In order to validate the proposed method, radar distortions by measuring the radar responses from a point calibration target (e.g., a conducting sphere) and the RPI in the anechoic chamber (Figure 8) are derived. The radar responses of the point calibration target and the RPI at incidence angles of 20°, 30°, 40°, and 50° under field conditions are measured. Tidal flats in South Korea were selected as the field site. The Root-Mean-Square (RMS) height, correlation length, and soil moisture content at the test site are simultaneously measured. The field-measured RMS height and correlation length were 0.52 and 8.0 cm, respectively. The field-measured soil moisture content was about 0.6 m³/m³. TerraSAR-X data (X-band: 9.65GHz) were also acquired at the test site. The acquired data was dual-polarized (VV and VH) and the incidence angle was 45°.

Figure 9 shows the estimated active distortions of the VV polarization caused by the field conditions. It shows that the estimated active distortions using the radar responses of the point calibration target and the RPI are almost the same within the margin of error (0.1%). Figure 10 shows the backscattering coefficients of the PRS, the SAR data, and the simulations from [43], [44]. These measured backscattering coefficients agree quite well with those simulated within the margin of error, which was 0.5%. Therefore, it is reasonable that the active distortions can be derived by the radar responses from the RPI under field conditions.
Figure 7. Geometry and block diagram of Polarimetric Radar System (PRS). P is the power generated by PRS. The superscript of P denotes direction of power transmission (e.g., t: transmitted or r: received direction). The subscript of P denotes a sequence of power transmission. [S] is a scattering matrix. The superscript of [S] denotes RPI or a point calibration target. G denotes the antenna gain. r is the distance between the antenna and a point calibration target.
Figure 8. The measured radar response of the PRS in the anechoic chamber.
Figure 9. Active distortion estimated from field experiments.
Figure 10. Comparison between simulated and measured backscattering coefficients.
2.2. Space-borne SAR systems

A. RADARSAT-2 and TerraSAR-X

In this thesis, the polarimetric space-borne SAR data were acquired by RADARSAT-2 and TerraSAR-X. RADARSAT-2 and TerraSAR-X are latest C- and X-band space-borne SAR systems, respectively. RADARSAT-2 was developed at the Canadian Space Agency (CSA), and was launched on December 14, 2007. TerraSAR-X was developed at the German Aerospace Center (DLR) and European Aeronautic Defense and Space Company (EADS) Astrium, and was launched on June 15, 2007. These radar earth observation satellites can operate with various imaging modes, combinations of full polarizations, high resolution capabilities (up to 1m), and precise radiometric and geometric accuracy (Figure 11). Detailed specifications of these systems are illustrated in Table 2. The data acquired by the space-borne SAR systems are basically calibrated by various radiometric and geometric calibration procedures. In particular, radiometric calibration is to determine the NRCS of distributed targets, and this procedure is main key to determine reliability of the acquired SAR data. The data acquired by TerraSAR-X and RADARSAT-2 need to reprocess in order to estimate exact NRCS of the data with the information which is given from MDA and DLR. Therefore, In order to reprocess exactly the data with the given information, it needs to understand basic concept of the radiometric calibration procedure. In this thesis, the procedure is explained with radiometric calibration experiments of air-borne SAR system.
(NanoSAR-B, i.e. this system was used for the prospective study in chapter 4) operated by SNU since the radiometric calibration procedures of various SAR systems are similar.

Table 2. Specifications of RADARSAT-2 and TerraSAR-X.

<table>
<thead>
<tr>
<th></th>
<th>RADARSAT-2</th>
<th>TerraSAR-X</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Frequency</strong></td>
<td>5.405 GHz (C-band)</td>
<td>9.65 GHz (X-band)</td>
</tr>
<tr>
<td><strong>Polarizations</strong></td>
<td>HH/VV/HV/VH</td>
<td>HH/VV/HV/VH</td>
</tr>
<tr>
<td><strong>Antenna length</strong></td>
<td>15m</td>
<td>4.8m</td>
</tr>
<tr>
<td><strong>Antenna width</strong></td>
<td>1.5m</td>
<td>0.7m</td>
</tr>
<tr>
<td><strong>PRF</strong></td>
<td>1.0 kHz ~ 3.8 kHz</td>
<td>2.2 kHz ~ 6.5 kHz</td>
</tr>
<tr>
<td><strong>Range bandwidth</strong></td>
<td>11.56, 17.28, 30.0, 50.0 MHz</td>
<td>150 MHz and 300 MHz</td>
</tr>
<tr>
<td><strong>Revisit time</strong></td>
<td>24 days</td>
<td>11 days</td>
</tr>
<tr>
<td><strong>Resolution</strong></td>
<td>Up to 3m</td>
<td>Up to 1m</td>
</tr>
</tbody>
</table>
Figure 11. Various imaging modes of the space-borne SAR systems (a) TerraSAR-X (b) RADARSAT-2. [From DLR and MDA]
B. Radiometric calibration of the SAR systems

B.1. Background

Radiometric calibration allows to correct all the contributions in the radiometric values generated besides the target characteristics. This permits minimizing the differences in the image radiometry of air- and space-borne SAR system [45]. In order to acquire a highly qualified space-borne SAR data, accurate radiometric calibration is the essential procedure. Radiometric calibration is a correction for estimation of precise NRCS or backscattering coefficient ($\sigma^0$) of microwave signatures backscattered from a target. Basically, NRCS calculates with the following formula (11).

$$\sigma^0 = \frac{DN^2}{K} \frac{1}{G^2(\theta)} \left( \frac{R}{R_{ref}} \right)^3 \sin(\alpha)$$  \hspace{1cm} (11)

where, $K$ is the absolute calibration constant which compensates the power penalties which occurred from the internal system and the reference distance, $R_{ref}$, between the SAR antenna and the target. $G$ is the unique antenna patterns transmitted and received from the antenna, which is defined as the function of elevation angle ($\theta$). Here, it is assumed that transmitted and received antenna gain are same. $R$ is the real distance between a target and an antenna. As $K$ compensates the power loss from the reference distance, $(R/R_{ref})^3$ term plays the role of calibration for the power penalty.
that occurred as much as the difference between the real distance and the reference distance. In general, these procedures are called “range spreading”. Lastly, $\alpha$ is the incidence angle of the main beam. In this regard, the antenna patterns and range spreading calibration are called “relative radiometric calibration” and the process of extracting the absolute calibration constant (K) with measuring known RCS of reference target (i.e. trihedral corner reflector) [46], [47] called “absolute radiometric calibration”.

B.2. Backscattering coefficient computation of TerraSAR-X and RADARSAT-2

Basically, DLR and MDA give to user respective radiometric calibrated TerraSAR-X and RADARSAT-2 data with above mentioned calibration procedures. However, the acquired SAR data need to be reprocessed in order to estimate exact backscattering coefficients. Here, it is explained to estimate the backscattering coefficients of the acquired TerraSAR-X and RADARSAT-2 data.

In case of TerraSAR-X, the Digital Number (DN) values are computed from the complex data given in the COSAR format file of delivered TerraSAR package files as following:

\[ DN = \sqrt{I^2 + Q^2} \]  \hspace{1cm} (12)

where \( I \) and \( Q \) are the real and imaginary parts of the complex data, respectively. Then, the radar brightness \( (\beta^0) \) is derived by the DN multiplying the calibration factor \( (K_s) \) given in the xml format file of delivered TerraSAR-X package files (Figure 12).

\[ \beta^0 = K_s \cdot |DN|^2 \]  \hspace{1cm} (13)

The radar brightness \( (\beta^0) \) is the RCS per unit area in the slant range, and the backscattering coefficient \( (\sigma^0) \) is the RCS per unit area in the ground range. Thus,
the relation of these values is as following

$$\beta^0 = \frac{\sigma^0}{\sin(\alpha)}$$ \hspace{1cm} (14)

where $\alpha$ is a local incidence angle. Using this relationship, the backscattering coefficient is derived as following

$$\sigma^0 = \beta^0 \cdot \sin(\alpha)$$ \hspace{1cm} (15)

DLR additionally provides the information of the system noise, Noise Equivalent Beta Naught (NEBN), in order to estimate exact radar brightness. Internal system of TerraSAR-X record the NEBN three times during the acquisition time. The acquisition start and stop times correspond to the first and last system noise records, respectively. Each NEBN is estimated as following equation

$$NEBN = K_s \cdot \sum_{i=0}^{deg} a_i (\tau - \tau_{ref})^i \quad \text{here, } \tau \in [\tau_{min}, \tau_{max}]$$ \hspace{1cm} (16)

where $i$ is polynomial degree. $a$ is coefficient of the polynomial equation. $\tau_{ref}$ is reference point. $\tau_{min}$ and $\tau_{max}$ are validity range min and validity range max, respectively. The values of these parameters are given in the xml format file. At last, the NEBN is determined by the mean value of them, and then, exact backscattering coefficients of acquired TerraSAR-X data are derived as following equation (Figure 13)
\[ \sigma^0 = (\beta^0 - NEBN) \cdot \sin(\alpha) \] (17)

In case of RADARSAT-2, the process to estimate the backscattering coefficients is simpler than the one of TerraSAR-X. The DN values are computed from the complex data given in the tiff format file of delivered RADARSAT-2 package files, and the DN values can be selectively converted to the radar brightness \( \beta^0 \) or the backscattering coefficients \( \sigma^0 \) with scaling Look-up Tables (LUTs). Each LUT provides a constant offset and range dependent gain. Using these parameters, the calibrated values (i.e. the radar brightness and the backscattering coefficients) are directly derived as following equation (Figure 14 and 15)

\[ \beta^0 \text{ or } \sigma^0 = \frac{(DN^2 + B)}{A} \] (18)

where \( A \) is the gains value. \( B \) is the constant offset.
Figure 12. Estimated radar brightness of acquired TerraSAR-X. (a) HH (b) VV
Figure 13. Estimated backscattering coefficients of acquired TerraSAR-X data. 
(a) HH (b) VV
Figure 14. Estimated radar brightness of acquired RADARSAT-2 data.
(a) HH (b) HV
Figure 15. Estimated backscattering coefficients of acquired RADARSAT-2 data. (a) HH (b) HV
Chapter 3. Polarimetric signatures characterized by scattering features from sea ice and snow

3.1. Background

In the Arctic Ocean from the middle of September to the middle of March in next year (i.e. freezing season), sea ice is formed when the temperature of sea water decreases below its freezing point (i.e. about -1.8 °C), and then, it grows. On the contrary to this, sea ice melts from the middle of March to the middle of September (i.e. melting season) due to increasing of the temperature above the freezing point (Figure 16a). In the Antarctic Ocean, the freezing season is from the middle of February to the middle of September, and the melting season is from the middle of September to the middle of February (Figure 16b). In general, sea ice formed during the freezing season can be broadly divided into First-Year ice (FYI) and Multi-Year ice (MYI). FYI has no more than one year growth while MYI has survived more than one melting season.

Figure 17 shows common life cycle of sea ice [48]. For the freezing season, FYI is formed and grows. The surface roughness of newly formed FYI is relatively smooth, and dry snow is covered on its surface. For the melting season, snow cover melts, and the surface roughness is relatively rougher. In this season, FYI are fully melted or survived. For next freezing season, the survived FYI changes into MYI, and the surface roughness of MYI is rougher and deformed due to mechanical growth processes where ice blocks collide with each other (i.e. ridging process). New dry
snow is covered on the surface. During the melting season, snow on surface of MYI becomes wet, and melting pond is formed by snow melting on surface of MYI. These processes are repeated every year. Thus, it is necessary to consider the realistic physical characteristics of sea ice such as snow cover, surface roughness, and dielectric constant in order to understand detail scattering features from sea ice under various conditions.

Polarimetric backscattering signatures from the ice are determined by various scattering features of microwave [48]. The features are simply classified into surface and volume scattering. Degree of surface scattering can be determined by surface roughness and dielectric constant of the ice surface, and the dielectric constant also decides on penetration of microwave into the ice surface. If microwave can penetrate into the ice surface due to low dielectric properties of the ice surface, degree of volume scattering must be determined by physical properties (i.e. shape, orientation, absorption, reflectivity, and etc.) of scatterers within the ice layer such as air bubbles and pockets of salty water (brine). The dielectric properties of sea ice are deeply related to the brine volume which is the fraction of brine [49], and temperature and salinity of sea ice govern the brine volume [50].

The salinity of sea ice is strongly related to its growth process. As sea ice grows, the brine within the ice layer is drained into the ice bottom, and the salinity is decreased (i.e. desalination). In addition, it was found that rapid desalination only occurs in thin sea ice (i.e. < 50 cm thickness), and the desalination slows down over time as the ice thickens, and Cox and Weeks (1973) [51] suggested that the average salinity in the Arctic Ocean is a piecewise linear decreasing function of the ice
thickness. This suggests that the variation of surface dielectric constant as the ice thickness may give us the solution to measure the ice thickness using space-borne SAR data.

As mentioned above, it is generally known that backscattering signatures from sea ice are dominated by surface roughness and complex dielectric constant of the ice surface [52]. These two factors have been decoupled to study relative contribution between these two [53]-[55]. The authors of [53]-[55] suggested the VV-to-HH backscattering coefficient ratio (BCR) of L-band air-borne SAR data could cancel out the surface roughness contribution, BCR can represent the remaining contribution from dielectric constant. They also showed a good correlation between BCR and thin FYI thickness. This relationship can be attributed to desalination of sea ice as the ice thickness increases. The rapid desalination of FYI decreases the surface dielectric constant resulting in decreasing BCR. However, as mentioned above, rapid desalination only occurs in thin FYI, and the desalination slows down over time as the ice thickens. That is, the variation of surface dielectric constant becomes very small in thicker ice (e.g. MYI). Furthermore, the ice is characterized by low-density surface layer with air bubbles, thus, unlike thin FYI, backscattering signatures from the ice are induced by not only surface scattering from surface roughness and dielectric properties but also volume scattering within the low-density layer [52]. These complexities of the scattering features from sea ice still make measuring of the ice thickness using the SAR data difficult. Therefore, it needs to understand detail scattering structures of microwave from sea ice exposed various conditions. In order to understand in detail the scattering features from sea ice, the
scattering structures of sea ice were departmentalized like Figure 18. As mentioned above, sea ice surfaces are generally covered with snow cover. Thus, the scattering structures can be classified into surface and volume scattering from snow, and surface and volume scattering from sea ice. Based on the scattering structures, it was explored optimized method to determine sea ice thickness in next section.
Figure 16. Variations of sea ice extent for the melting and freezing season. (a) Arctic sea ice (b) Antarctic sea ice
Figure 17. Life cycles of sea ice.
Figure 18. Scattering structures of sea ice and snow.
3.2. Polarimetric scattering features of snow

A. Dielectric properties of snow

In general, snow becomes dry when the surface temperature of snow fall below the freezing point (0 °C), causing this snow to have a minimal amount of water content. In contrast to wet snow, whose average snow to water content ratio is about ten to one, dry snow may have the ratio as high as 30 to one. There are more air pockets between the snow crystals within dry snow layer. Previous study [56] showed that the dielectric properties of dry snow are only dependent on the density of snow although wet snow is dependent on not only the density of snow but also water content [57], and it is difficult to know the amount of liquid within snow layer. Thus, many studies [58]-[59] developed the dielectric constant model of dry snow. Typical dielectric constant model is as following [60]

\[
\varepsilon'_{ds} = 1.0 + 1.9 \rho_s \quad (\rho_s < 0.5) \quad \varepsilon'_{ds} = 0.51 + 2.88 \rho_s \quad (\rho_s \geq 0.5) \quad (19)
\]

\[
\varepsilon''_{ds} = \frac{\varepsilon'_i \left( \frac{\varepsilon''_{ds} - 1}{\varepsilon'_i - 1} \right)^2}{\rho_s 
\]here \( \varepsilon'_i = 3.15 \) and \( \nu_i = \frac{\rho_s}{0.916} \quad (20) \]

where \( \varepsilon'_{ds} \) and \( \varepsilon''_{ds} \) denote real and imaginary part of dielectric constant of dry snow, respectively. \( \rho_s \) is the density of snow. \( \varepsilon'_i \) denotes real part of dielectric constant of pure ice, and this is about 3.15.

Strozzi (1996) [36] measured the air temperature, the density of snow, and the
The dielectric constant of snow at Moosseedorf, Swiss from January 1994 to June 1995 (Figure 19), and these data could show the variation of the density and dielectric constant as air temperature changes (Table 3). In figure 20, mean air temperature was below 0 °C during the freezing season in 1994 and 1995, and the density of snow was distributed between 100 and 200 g/cm³. In contrast, mean air temperature was above 0 °C during the melting season, and the density of snow was rapidly increased by more than 500 g/cm³. In a comparison between observed real part of dielectric constant and the one simulated by equation (13), the simulated values during the freezing season (blue box) were perfectly matched with the observed values unlike the simulated values during the melting season (Figure 21). Thus, it is clear that the range of dielectric constant (real part) is from 1.1 to 1.25 during the freezing season, and based on the range, it is expected that the backscattering signatures from dry snow cover may be induced by not only surface scattering from surface roughness and dielectric properties of snow cover but also volume scattering within the low-density layer during the freezing season. However, the backscattering signatures from wet snow cover may be induced by only surface scattering from surface roughness and relatively high dielectric constant of snow cover. In next section, it shows that the scattering features measured by GB-POLSCAT with Strozzi’s method and newly proposed method to quantitatively estimate normalized intensity of surface, bottom-surface, and volume scattering from snow cover.
Figure 19. Test site of Strozzi’s measurements.
Table 3. Specifications of Strozzi’s measurements.

<table>
<thead>
<tr>
<th>Specifications</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Center Frequency</td>
<td>5.3 GHz (C-band)</td>
</tr>
<tr>
<td>Sweep time</td>
<td>1s</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>1.4 GHz</td>
</tr>
<tr>
<td>Transmitted Power</td>
<td>10 dBm</td>
</tr>
<tr>
<td>Polarization</td>
<td>HH/VV/HV/VH</td>
</tr>
<tr>
<td>Incidence Angle</td>
<td>0° ~ 70°</td>
</tr>
<tr>
<td>Platform Height</td>
<td>~ 4m</td>
</tr>
<tr>
<td>Calibration method</td>
<td>GCT</td>
</tr>
<tr>
<td>Measurement item</td>
<td>Radar response / air temp. / Snow density / Dielectric constant of snow</td>
</tr>
</tbody>
</table>
Figure 20. (a) measured air temperature and (b) snow density for the melting and freezing seasons. [Strozzi, 1996]
Figure 21. Comparison of observed dielectric constant (real) of snow surface and simulated dielectric constant (real) for the melting (red box) and freezing (blue box) season.
B. The scattering features from snow

It is difficult to understand the scattering features from snow cover with the conventional measurements of various GB-POLSCATs. Because the backscattering coefficient estimated by the measurements simply indicates the NRCS of snow cover, and the NRCS is determined by ensemble average of all backscattered signals induced by the surface and volume scattering from snow cover [60]. Therefore, it cannot explain in detail the scattering features from snow cover. On the other hand, Strozzi (1996) [36] showed the scattering profiles from the snow cover with the 5.3 GHz GB-POLSCAT with broad bandwidth (i.e. 1.4 GHz) (Table 3). Firstly, they measured the received electric field at 201 frequency points for the 4 polarizations (i.e. HH, VV, VH, and HV) at incidence angles between 0° and 70° on the snow cover, and converted the signal of frequency domain to the signal of time domain with inverse FFT method. They then computed the traveling times of signals from antennas to the snow surface and to the bottom at each incidence angles. To compute the correct travel times, the effect of the refraction by the snow cover was considered. Finally, they showed the scattering amplitude as a function of the snow height for the different incidence angles and polarizations.

In this study, the normalized intensity of the surface, bottom-surface, and volume scattering from snow cover was estimated with the scattering profiles. In order to distinguish each of the scattering features, time or distance range of each scattering feature was estimated by the pulse duration time (τ) of the GB-POLSCAT, and τ
can be easily determined as following

\[ \tau = k_r B \]  \hspace{1cm} (21)

where \( k_r \) is the sweep time, and \( B \) denotes the band width. These values of the GB-POLSCAT are described in Table 3.

As you can see in Figure 22, the intensity of the surface and bottom-surface scattering was estimated by the intensity summation of the backscattered signal for a pulse duration time at the snow surface and bottom, respectively, and the intensity of the volume scattering was estimated by the intensity summation of the backscattered signal between the snow surface and bottom. Finally, the normalized intensity of each scattering feature was calculated as following

\[
\overline{P_{\text{surf}}} = \frac{\int_{t_{b2}}^{t_{s2}} |E_{pq}|^2 dt}{\int_{t_{b2}}^{t_{s2}} |E_{pq}|^2 dt} \]  \hspace{1cm} (22)

\[
\overline{P_{\text{bottom-surf}}} = \frac{\int_{t_{b1}}^{t_{b2}} |E_{pq}|^2 dt}{\int_{t_{b1}}^{t_{b2}} |E_{pq}|^2 dt} \]  \hspace{1cm} (23)

\[
\overline{P_{\text{vol}}} = \frac{\int_{t_{b1}}^{t_{s1}} |E_{pq}|^2 dt}{\int_{t_{b1}}^{t_{s1}} |E_{pq}|^2 dt} \]  \hspace{1cm} (24)

where boundary conditions of each equation are described in Figure 22.

As a results, Figure 23 and Table 4 shows that the normalized intensity of each
scattering feature for 10° incidence angle and all polarizations. For the freezing season, the volume scattering (green bar) is relatively dominant than the other scattering features for HH and VV polarization. $P_{vol}$ of HH and VV is about 55 and 56.1%, respectively. In case of cross polarizations (i.e. HV and VH), the bottom-surface scattering (red bar) is relatively dominant than the other scattering features. $P_{bottom-surf}$ of HV and VH is about 54.3 and 56.1%, respectively. On the other hand, it shows completely different scattering patterns for the melting season. In this season, the surface scattering (blue bar) is strongly dominant for all polarizations. $P_{surf}$ of HH, VV, HV, and VH is 88.5, 95, 76.7, and 72.5 %, respectively. In Figure 24 and Table 5, the bottom-surface scattering is predominant than the other scattering features for 40° incidence angle and all polarizations during the freezing season. $P_{bottom-surf}$ of HH, VV, HV, and VH is 64.1, 66.4, 71.5, and 68.2 %, respectively, and the surface scattering is absolutely dominant for the melting season similar. $P_{surf}$ is HH, VV, HV, and VH is 77.8, 84.9, 81.4, and 78.8 %, respectively.

These results show that most of the traveling signals are backscattered from the snow surface for the melting season because dielectric constant of the snow surface becomes high due to strong surface melting (Figure 21). In other words, it can say that polarimetric signatures of microwave must have been backscattered from the surface of the snow cover on sea ice for the melting season. That is, the backscattered signatures are not almost affected by the physical properties of sea ice, so it may be difficult to measure sea ice thickness using polarimetric scattering features of SAR data for the melting season. On the other hand, although the backscattered signal for low incidence angles and co-polarizations is relatively dominated by volume
scattering within the snow layer, the backscattered signal for high incidence angle and all polarizations is strongly dominated by the bottom-surface scattering from the snow cover during the freezing season. This shows that the polarimetric signatures can interact with the physical properties of sea ice for the freezing season. It is clear that first optimized condition to determine sea ice thickness is to acquire SAR data with high incidence angles (i.e. 40°) for the freezing season. In this condition, it can be ignored the scattering features from snow cover.
Figure 22. Scheme of scattering structures from snow cover in the GB-POLSCAT measurements.
Figure 23. Normalized scattering intensity from snow cover with Strozzi’s data for the melting and freezing season (Incidence angle: 10°).
Figure 24. Normalized scattering intensity from snow cover with Strozzi’s data for the melting and freezing season (Incidence angle: 40°).
Table 4. Averaged scattering intensities from snow cover for the freezing season.

<table>
<thead>
<tr>
<th></th>
<th>Surface scattering</th>
<th>Bottom-surface scattering</th>
<th>Volume scattering</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Inc. 10°</td>
<td>Inc. 40°</td>
<td>Inc. 10°</td>
</tr>
<tr>
<td>HH</td>
<td>29.6%</td>
<td>6.3%</td>
<td>15.4%</td>
</tr>
<tr>
<td>VV</td>
<td>24.3%</td>
<td>5.4%</td>
<td>19.6%</td>
</tr>
<tr>
<td>VH</td>
<td>10.9%</td>
<td>5.6%</td>
<td>54.3%</td>
</tr>
<tr>
<td>HV</td>
<td>12.4%</td>
<td>3.3%</td>
<td>56.1%</td>
</tr>
</tbody>
</table>

Table 5. Averaged scattering intensities from snow cover for the melting season.

<table>
<thead>
<tr>
<th></th>
<th>Surface scattering</th>
<th>Bottom-surface scattering</th>
<th>Volume scattering</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Inc. 10°</td>
<td>Inc. 40°</td>
<td>Inc. 10°</td>
</tr>
<tr>
<td>HH</td>
<td>88.5%</td>
<td>77.8%</td>
<td>0.2%</td>
</tr>
<tr>
<td>VV</td>
<td>95%</td>
<td>84.9%</td>
<td>0.2%</td>
</tr>
<tr>
<td>VH</td>
<td>72.5%</td>
<td>78.8%</td>
<td>0.8%</td>
</tr>
<tr>
<td>HV</td>
<td>76.7%</td>
<td>81.4%</td>
<td>0.7%</td>
</tr>
</tbody>
</table>
3.3. Polarimetric scattering features of sea ice

Dielectric constant and surface roughness of sea ice can control the amount of a traveling radar signals with reflection, transmission, absorption, and dissipation. In order to understand the scattering features from the ice, it needs to understand these physical properties of sea ice. In the following sections, the physical properties were explored in detail with conditions determined in section 3.1.

A. Dielectric properties of sea ice

As mentioned above, dielectric constant of sea ice is strongly dependent on the salinity of the ice. In order to understand fluctuations of the salinity for the freezing season, it was used ice buoy data of Professor Hajo Eicken’s reseach group at Alaska University from 1999 to 2009. The buoy was deployed on land-fast sea ice in the Chukchi Sea at Barrow, Alaska (Figure 25). Figure 26a shows the observed salinity profiles of FYI with various thicknesses for the freezing season. The profiles agree well with [51]’s results. As FYI grows, the salinity of the ice surface is rapidly decreased from 15 to 5 psu (i.e. real red line a → d). In case of MYI, [51] showed the averaged profiles (real blue line e). The salinity of the ice surface is almost zero. In addition, [61]’s the profiles of MYI (Figure 26b) show that the salinity within the ice with MYI grows is gradually decreased from 1 to 0 psu although the salinity of all MYI surfaces is almost 0 psu.

Based on the salinity profiles as the ice grows, the dielectric constant model of sea
ice have been developed with various frequencies in several studies [49], [62]-[63]. In the frequency band of the space-borne SAR sensors introduced in Chapter 2, the models are as following

\[
\varepsilon'_i = 3.04 + 0.0072 \frac{V_b}{V} \quad \varepsilon''_i = 0.02 + 0.0033 \frac{V_b}{V} \quad (C\text{-band}) \tag{25}
\]

\[
\varepsilon'_i = 3.00 + 0.0120 \frac{V_b}{V} \quad \varepsilon''_i = 0.00 + 0.010 \frac{V_b}{V} \quad (X\text{-band}) \tag{26}
\]

where \( \varepsilon'_i \) and \( \varepsilon''_i \) is the real and imaginary part of the sea ice dielectric constant, respectively. \( \frac{V_b}{V} \) is the relative brine volume, and can be determined as following

\[
\frac{V_b}{V} = \frac{\rho S_i}{\rho_b S_b} \tag{27}
\]

Where \( \rho \) is the bulk ice density. \( S_b \) is the brine salinity. \( \rho_b \) is the brine density. \( S_i \) is the salinity of sea ice. These values can be determined as following, respectively [54].

\[
\rho = \frac{\rho_b \rho S_b}{\rho_b S_b - S_i (\rho_b - \rho_i)} \tag{28}
\]

\[
\rho_b = 1 + 0.0008 S_b \tag{29}
\]

\[
S_i = 14.24 - 19.39 h_i \quad (h_i \leq 0.4) \quad |S_i = 14.24 - 19.39 h_i \quad (h_i > 0.4) \tag{30}
\]
where $h_i$ is the thickness of sea ice

$$S_b = -3.9921 - 22.7T_i - 1.0015T_i^2 - 0.019956T_i^3$$ (31)

where $T_i$ is the temperature of sea ice, and can be determined as following [54]

$$T_i = \frac{h_sk_iT_w + h_ik_a}{h_sk_i + h_ik_s} - 273.0$$ (32)

where $h_s$ is the snow depth, $T_w$ is the sea temperature beneath the ice, $T_a$ is the air temperature, $k_s$ is the thermal conductivity of snow, and $k_i$ is the thermal conductivity of the ice.

As mentioned above, thin FYI grows into thick FYI, it loses its brine (i.e., desalination), and thick FYI further loses its salinity during the melting season. These processes control the complex dielectric constants and the penetration depth of microwave into the ice. Here it is introduced a simple demonstration of evolution of complex dielectric constants as a function of ice thickness using the dielectric constant model. The penetration depth ($\delta$) can be as following [64].

$$\delta = \frac{\lambda}{4\pi}\left\{\left[1 + \left(\frac{\varepsilon_i''}{\varepsilon_i'}\right)^2\right] - 1\right\}^{0.5}\varepsilon_i'\lambda^{-0.5}$$ (33)

where $\lambda$ is the wave length of microwave for the free space.
Figure 27 shows the calculated penetration depth of C- and X-band as a function of sea ice thickness. While the calculated dielectric constants decrease as the ice thickness increases, the penetration depth of C- and X-band increases as the ice thickness increases, mainly due to its lower salinity and subsequent decrease in both real and imaginary parts of complex dielectric constants. This suggests that the volume scattering within the ice can be increased as the ice grows due to the desalination process.
Figure 25. Measurement site of the ice buoy (top) and structures of the ice buoy (bottom) [from Prof. Hajo Eicken’s homepage at Alaska University].
Figure 26. (a) the salinity profiles of FYI for the freezing season (red line a-d denote averaged salinity profiles as FYI grows, and blue line is averaged salinity profile of MYI in [51]) (b) the salinity profiles of MYI for the freezing season. From MYI A to MYI D, the thickness are gradually increased [61].
Figure 27. Dielectric constant (real and imaginary parts) and penetration depth as a function of sea ice thickness for C- and X-band frequencies. Left Y-axis represents the values of dielectric constant (black: real part, gray: imaginary part) and right Y-axis represents penetration depth. (a) C-band (b) X-band
B. Surface roughness of sea ice

The amount of surface roughness can control the amount of the backscattered signal on the ice surface. In general, small-scale (comparable with radar wavelength: a few cm) surface roughness of sea ice is important for the interpretation of SAR data. The small-scale surface roughness is usually induced by factors such as surface wind stress, snow-ice interface temperature, and so forth [65]. In particular, snow-ice interface temperature plays an important role in creating the differences in small-scale surface roughness between MYI and FYI during the sea ice growing season (Figure 28). The superimposed ice is ice created by re-frozen snow melt water at the snow-sea ice interface and can be one of the important factors in the determination of the short scale surface roughness of the sea ice [52]. Such a superimposed ice does not observe on the snow-FYI interface. Aside from small-scale surface roughness, large-scale surface (slope) can induce multiple scattering at the sea ice surface. Large-scale surface roughness (i.e., a few tens of cm) is primarily caused by sea ice compression and ridging processes, as shown in Figure 28. Peterson et al. [66] and Toyota et al. [67], [68] have showed that this scale of surface roughness is closely related to sea ice thickness due to ridging and drafting process that may occur as sea ice ages.

Gupta et al [69] showed that the distributions of surface roughness on the ice surface in the southeastern Beaufort Sea and the Amundsen Gulf in the western Canadian High Arctic with ship-based laser profiler. In case of FYI (Figure 29a), the
distribution of the surface is concentrated in Root Mean Square (RMS) height 0.02m. In case of MYI (Figure 29b), the RMS height is relatively concentrated between 0.05 and 0.08 m although the distribution is broadly dispersed. Therefore, it is reasonable to say that the scale of surface roughness is relatively increased as sea ice grows due to various process mentioned above although relationship between surface roughness and thickness of the ice thickness is relatively weak unlike dielectric properties of sea ice.
Figure 28. Cross-sectional view of FYI (left) and MYI (right) during the sea ice growing season. The lower bottom photographs show typical scenes of the corresponding sea ice type.
Figure 29. Distributions of FYI and FYI in [69]. (a) FYI (b) MYI
C. The scattering features from sea ice

Based on the contributions of the physical properties explained above, microwave is strongly backscattered from the surface of FYI due to high dielectric properties of the surface. Then, thicker and older sea ice tends to be rougher and less saline, and the backscattering signatures from the ice are not only originated from rough surface scattering but also from volume scattering within a low-density sub-surface layer [7],[11],[12]. Based on this, Kim et al [70] showed the NRCS distribution (5-18GHz, incidence angle: 40°, and HH polarization) of FYI and MYI with smooth and rough surface roughness estimated by field measurements and numerical simulations for the freezing season (Figure 30). The distribution can distinguish MYI from FYI for C- and X-band. That is, it is possible that the backscattering coefficient allow us to distinguish the sea ice type (i.e. FYI and MYI) in the optimized conditions. However, this result do not explain perfectly the optimized method to determine sea ice thickness. In next section, it is explored more distinct method to determine sea ice thickness using polarimetric signatures with physical interpretations.
Figure 30. The distribution of backscattering coefficients from FYI and MYI [70] (red real line: rough FYI, red dotted line: smooth FYI, blue real line: rough MYI, and blue dotted line: smooth MYI).
3.4. Depolarization effects based on the polarimetric scattering features of sea ice

If the surface is rough, the scattered wave can be altered from the desired state of wave polarization – “depolarized”. The mechanism of multiple scattering at the rough surface causes the depolarization effects [71]. This depolarization effects can also be occurred within inhomogeneous bulk materials due to volume scattering. The co-polarized correlation and cross-polarized ratio have been used to measure the degree of depolarization effects [71], [72]. These depolarization factors have been used to snow mapping [72] and land classification applications [73]. For sea ice studies, Isleifson et al [74] calculated the co-polarized correlation from ship-mounted scatterometer measurements over thin FYI (2 - 69 cm) and tried to correlate the values with the ice thickness. No one-to-one relationship was found in that study, but they found two distinct the ice-thickness regimes (i.e. < 6 cm and > 8 cm). They suggested that the division of the two thickness regimes (two regimes of depolarization) was attributed to the difference in surface roughness and/or brine cells between the two thickness regimes. This experiment was however carried out only in newly formed thin sea ice (< 69 cm), and the relationship between the depolarization factors and the thickness of thicker and older sea ice has not been explored.

As mentioned above, thicker and older sea ice tends to be rougher and less saline. Small-scale surface roughness of older ice (i.e. MYI) can be higher than younger ice (i.e. FYI), mainly due to the presence of superimposed ice at the snow/ice interface
formed by re-frozen snow melt water [52]. Deformed (ridged and rafted) sea ice also tends to be thicker and rougher as previous studies [67], [68] have shown a good correlation between large-scale surface roughness and sea ice thickness due to ridging and rafting processes. MYI is thicker (mean wintertime thickness of about 3.2 m) and much less saline (about 2 ppt) than FYI (mean wintertime thickness of 2.1 m and bulk salinity of about 2-20 ppt). As the salinity of sea ice decreases, complex dielectric constants decrease, and it in turn increases the penetration depth of radar wave. Volume scattering become significantly enhanced with the presence of a low-density sub-surface layer of MYI. As surface roughness increases and desalination significantly slows down in thicker and older sea ice, it is the multiple scattering from snow/ice interface (e.g. superimposed ice, deformation-related) and volume scattering (e.g. low density layer) that affect depolarization for those ice types. Although it is a rather complex matter, these approaches were investigated via both in-situ observations and numerical modeling works. In numerical modeling works, we aim at estimating the degree of depolarization due to the multiple scattering from rough surface and volume scattering within sea ice with reasonable range of sea ice physical parameters.
A. Numerical experiments of the depolarization effects due to surface scattering from rough surface

In case of small-scale surface roughness, IEM model explained in Appendix A is used in order to simulate the depolarization factors (i.e. cross-polarization ratio) due to small-scale surface roughness. The depolarization factor of C- and X-band as a function of RMS height were simulated. The correlation length and the dielectric constant values suggested in [75] for typical sea ice types were used for the calculations. The results show increases in the calculated cross-polarized ratios with the RMS height (Figure 31). For the mean RMS values of small-scale surface roughness reported in [48] (0.48 cm for MYI and 0.27 cm for FYI), the calculated cross-polarized ratios of MYI (0.004 for C-band and 0.008 for X-band) are about two times higher than the ones of FYI (0.002 for C-band and 0.004 for X-band).

The extended Bragg model [76] would be a suitable surface scattering model that can implement the effects of those large-scale surface slopes. The coherence matrix determined from the pure Bragg scattering model cannot estimate depolarization power (i.e., HV power). However, the coherence matrix determined by the extended Bragg scattering model can estimate the depolarization power due to the azimuthally oriented surface angle (i.e., large-scale surface slopes, but less than a SAR resolution cell). Further details of extended Bragg model is described in Appendix B. In addition, we have converted the coherency matrix of the extended Bragg model to the covariance matrix using a special unitary transformation matrix in order to estimate the depolarization effects. The transformation equation is given by
\[ [C] = [U][T][U]^{-1} \]  
\text{here, } [U] = \begin{bmatrix} 1 & 1 & 0 \\ 1 & -1 & 0 \\ 0 & 0 & \sqrt{2} \end{bmatrix} \tag{34} \]

where \( C \) is the covariance matrix, \( T \) is the coherency matrix, and \( U \) is the special unitary transformation matrix. The converted covariance matrix of the extended Bragg model is given by the following:

\[
[C] = \begin{bmatrix} 
\langle |S_{HH}|^2 \rangle & \langle S_{HH}S_{VV}^* \rangle & \sqrt{2}\langle S_{HH}S_{HV}^* \rangle \\
\langle S_{VV}S_{HH}^* \rangle & \langle |S_{VV}|^2 \rangle & \sqrt{2}\langle S_{VV}S_{HV}^* \rangle \\
\sqrt{2}\langle S_{HV}S_{HH}^* \rangle & \sqrt{2}\langle S_{HV}S_{VV}^* \rangle & 2\langle |S_{HV}|^2 \rangle 
\end{bmatrix} = \frac{m_s^2}{4} \begin{bmatrix} a & b & 0 \\ b & c & 0 \\ 0 & 0 & d \end{bmatrix} \tag{35} 
\]

where \( a = C_1 + 2C_2 \text{sinc}(2\beta_1) + C_3[1 + \text{sinc}(4\beta_1)] \)

\( b = C_1 - C_3[1 + \text{sinc}(4\beta_1)] \)

\( c = C_1 - 2C_2 \text{sinc}(2\beta_1) + C_3[1 + \text{sinc}(4\beta_1)] \)

\( d = \sqrt{2}C_3[1 + \text{sinc}(4\beta_1)] \)

where \( C_1, C_2, \) and \( C_3 \) describe the Bragg components of the surface (Appendix B), \( m_s \) is the backscatter amplitude that contains information about the small-scale surface roughness condition of the surface, and \( \beta_1 \) denotes the azimuthally oriented surface angle (slope). The cross-polarized ratios and the co-polarized correlation can be estimated from the converted covariance matrix. In the simulation, the width of azimuthally oriented surface angle (\( \beta_1 \)) was used as a measure of large-scale
roughness, because the width (range) of azimuthally oriented surface angles increases as the surface slope increases.

The results show increases in the depolarization for the higher large-scale surface roughness, showing a positive trend for cross-polarized ratios (Figure 32). It is important to note that cross-polarized ratio is almost insensitive of variations in the dielectric constant caused by changes between thick FYI and MYI. The results suggest that higher large-scale roughness (steeper surface slopes) caused by ridging or rafting could significantly increases depolarization. It should be noted that depolarization can be caused by the interaction between small-scale and large-scale roughness. These results clearly show significant depolarization due to both small-scale and large-scale surface roughness.
Figure 31. The variation of cross-polarized ratio (HV/HH) as a function of RMS height (small-scale roughness) for the C- and X-band.
Figure 32. The variation of depolarization factors (cross polarized ratio) as a function of surface slope width (large-scale surface roughness) for the dielectric constants of thick FYI and MYI using extended-Bragg model.
B. Numerical experiments of the depolarization effects due to volume scattering within sea ice layer

As mentioned above, sea ice grows into thick ice, it loses its brine (i.e., desalination), and further loses its salinity during summer melt. These processes control the complex dielectric constants (penetration depth) and depolarization due to volume scattering. The volume scattering within sea ice have been generally simulated by Vector Radiative Transfer (VRT) theory [80],[81]. Detail description of VRT is introduced in Appendix C.

In order to simulate the relationship between the depolarization factors induced by volume scattering and sea ice thickness in the optimized conditions, the experiments of two case studies were set up. The first case is assumed that the surface of sea ice is flat, and the second case is assumed that the surface of sea ice is rougher as sea ice grows. For the simulation, changes of dielectric constant and penetration depth as sea ice grows (i.e. 0.1 ~ 5m) were first simulated by equations (19)-(27). Detail conditions of each simulation are illustrated by Figure 33a and b. Figure 34 shows that the changes of dielectric constant of C- and X-band agree well with the patterns of dielectric constant as sea ice grows explained by [77]-[79]. Using these results, polarimetric backscattering coefficients were simulated by the IEM and VRT models (Figure 35 - 38), and the cross polarized ratio (VH/VV) was estimated. The simulated cross polarized ratio (i.e. VH/VV) is increased as sea ice grows regardless of the change of incidence angle (Figure 39). In addition, the ratios simulated by case 1 and 2 experiments are almost same. That is, the ratio induced by volume scattering is
larger than the one induced by surface scattering. This shows that the backscattered signatures from sea ice can be dominantly depolarized by volume scattering within sea ice layer. Based on this, field experiments were conducted to medially verify one-to-one relationship between the depolarization factors induced by volume scattering and the artificial ice thickness.
Figure 33. Set-up of VRT model simulation. (a) flat surface (only volume scattering) (b) relatively rough surface as sea ice grows (surface + volume scattering).
Figure 34. In the VRT simulation, dielectric constant (real and imaginary parts) and penetration depth as a function of sea ice thickness (i.e. 0.1 ~ 5 m) for C- and X-band frequencies. Left Y-axis represents the values of dielectric constant (black: real part, gray: imaginary part) and right Y-axis represents penetration depth.
Figure 35. Backscattering coefficients (C-band) simulated by the VRT (Case 1, only volume scattering) as sea ice grows (red: VV, blue: HH, and green: VH). (a) incidence angle: 20° (b) incidence angle: 40°
Figure 36. Backscattering coefficients (X-band) simulated by the VRT (Case 1, only volume scattering) as sea ice grows (red: VV, blue: HH, and green: VH). (a) incidence angle: 20° (b) incidence angle: 40°
Figure 37. Backscattering coefficients (C-band) simulated by the VRT (Case 2, surface and volume scattering) as sea ice grows. Real line denotes simulated value by surface scattering, and dotted line denotes simulated value by volume scattering (red: VV, blue: HH, and green: VH). (a) incidence angle: 20° (b) incidence angle: 40°
Figure 38. Backscattering coefficients (X-band) simulated by the VRT (Case 2, surface and volume scattering) as sea ice grows. Real line denotes simulated value by surface scattering, and dotted line denotes simulated value by volume scattering (red: VV, blue: HH, and green: VH). (a) incidence angle: 20° (b) incidence angle: 40°
Figure 39. The relationship between depolarization factor (VH/VV) simulated by case 1 and 2 experiments and sea ice thickness. (a) C-band (case 1) (b) C-band (case 2) (c) X-band (case 1) (d) X-band (case 2)
C. Field experiments of the depolarization effects due to volume scattering within ice layer

Although the numerical simulations showed that the cross polarized ratio can be closely related to sea ice thickness due to the volume scattering within sea ice layer, it needs to verify this using field experiments. Here, the relationship between the ratio induced by volume scattering and the ice thickness was explored using measurements of artificially frozen ice with GB-POLSCAT (Figure 40). It measured the backscattered signatures from the ice with 140 and 190 cm of ice thickness, respectively. Detail specifications of the measurements are demonstrated in Table 6.

Figure 41 shows the backscattered signatures from the ice in the distance domain. In order to determine the position of ice surface, the backscattered signature was measured from the metal plate on the antenna aperture (dotted green line) and the ice surface (dotted black line). The position of ice bottom was determined by traveling distance of microwave estimated by Snell’s law (Figure 42). The traveling distance within the ice \( d_t \) can be as following

\[
\theta_t = \arcsin \left( \frac{\sqrt{\varepsilon_{air}' \sin \theta_i}}{\sqrt{\varepsilon_{ice}'}} \right) \quad (36)
\]

\[
d_t = \frac{d_i}{\cos \theta_t} \quad (37)
\]

where \( \theta_t \) is the transition angle, \( \theta_i \) is the incidence angle, \( \varepsilon_{air}' \) is real part of...
dielectric constant of air. \( \varepsilon'_{\text{air}} \) is real part of dielectric constant of ice. \( d_i \) is the ice thickness. The dielectric constant (real part) of air is 1, and of the ice is 3.15. It is assumed that the propagation velocity of microwave is same to the one of light. The backscattered signature from the antenna input was used the calibration of GB-POLSCAT based on new calibration method explained in Chapter 2.1.C
Table 6. The specifications of the GB-POLSCAT measurement.

<table>
<thead>
<tr>
<th>Specifications</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Center Frequency</td>
<td>5.275 GHz (C-band)</td>
</tr>
<tr>
<td>Sweep time</td>
<td>1s</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>1.5 GHz</td>
</tr>
<tr>
<td>Transmitted Power</td>
<td>20 dBm</td>
</tr>
<tr>
<td>Polarization</td>
<td>HH/VV/HV/VH</td>
</tr>
<tr>
<td>Incidence Angle</td>
<td>0 ° ~ 40 °</td>
</tr>
<tr>
<td>Calibration method</td>
<td>Kim et al [2012]</td>
</tr>
<tr>
<td>Measurement item</td>
<td>Radar response / Ice thickness</td>
</tr>
</tbody>
</table>

Figure 40. GB-POLSCAT measurement of artificially frozen ice.
Figure 41. The measured backscattered signatures from the ice (blue real line: HH, red real line: VV). The green and black dotted line denotes the backscattered signatures from metal plate on the antenna aperture and the ice surface, respectively.
Figure 42. Refraction of microwave at the interface between the air and the ice based on Snell’s law.
Figure 43 and 44 shows the backscattered signatures from each ice thickness. The range of incidence angle is from $0^\circ$ to $40^\circ$ (red dotted line: $0^\circ$, blue dotted line: $20^\circ$, and green dotted line: $40^\circ$). As incidence angle increases, the received power of the signals gradually decreases, and the phase is shifted due to the increase of the traveling distance. On the basis of this phase shift, each received power from surface, volume, and bottom of the ice is estimated using equation (16)-(18).

Figure 45 shows the normalized magnitude of each scattering feature. In all case experiments, volume scattering due to air bubbles within the ice is strongly dominant at $20^\circ$ and $40^\circ$ of incidence angle. Thus, it can be estimated that variation of the cross polarized ratio as the increase of the ice thickness. Table 7 shows the cross polarized ratio with the ice thickness. In the case 1 (the ice thickness = 140 cm), the ratio is 0.00097 and 0.00075 at $20^\circ$ and $40^\circ$ of incidence angle, respectively. In the case 2 (the ice thickness = 150 cm), the ratio is 0.0018 and 0.0016, respectively. That is, the increase of the ratio is 0.00083 and 0.00085 when the ice thickness increases from 140 to 190 cm. Through the numerical and the field studies, it is reasonable to say that the depolarization factors (i.e. the cross polarized ratio) are efficient parameter to determine sea ice thickness in the optimized conditions. Based on this, field experiments using space-borne SAR data were explored as case study, and it is described in next section.
Figure 43. The backscattered signatures from the ice at 0°, 20°, and 40° of incidence angle. (the ice thickness = 140 cm)
Figure 44. The backscattered signatures from the ice at 0°, 20°, and 40° of incidence angle. (the ice thickness = 190 cm)
Figure 45. The normalized magnitude of surface, volume, and bottom-surface scattering from the ice at 0°, 20°, and 40° of incidence angle.
Table 7. The estimated cross polarized ratio in the case studies.

<table>
<thead>
<tr>
<th></th>
<th>20°</th>
<th>40°</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>0.00097</td>
<td>0.00075</td>
</tr>
<tr>
<td>(the ice thickness = 140 cm)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case 2</td>
<td>0.0018</td>
<td>0.0016</td>
</tr>
<tr>
<td>(the ice thickness = 190 cm)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Difference</td>
<td>+0.00083</td>
<td>+0.00085</td>
</tr>
</tbody>
</table>
Chapter 4. Measurement of sea ice thickness using space-borne SAR data in the Arctic Ocean

4.1. In-situ measurements and SAR data acquisition

An ice camp was set up on land-fast ice in the north of Greenland (Lat.: 83° 38.622 N, Lon.: 32° 14.245W) (Figure 46). This was part of an inter-disciplinary, scientific ice camp coordinated by the Danish Meteorological Institute (DMI) and the Danish Technological University (DTU). The land-fast ice camp was erected on May 1, 2009, and operated until May 6, 2009. Throughout the use of the ice camp, snow and ice thickness were measured using a snow probe and Electromagnetic Induction system (Model: Geonics EM31-SH). The EM31 can measure the magnitude of the in-phase and quadrature components of the secondary electro-magnetic field induced in the ground by the instrument's 9.8 kHz transmitted electro-magnetic field [22]. In the case of sea ice, the secondary field is primarily induced in the highly conductive sea water underneath the sea ice because of the low conductivity of sea ice. The magnitude of the secondary field is related directly to the distance between the instrument and the sea water below, and sea ice thickness can be estimated with known snow depth and instrument height above the snow surface.

At the ice camp, ice thickness were measured along the validation line, which stretched 1.5 km from smooth thick FYI in the south to rubble MYI in the North (Figure 47). The ice thickness of FYI was very stable at approximately 2 m, while the ice thickness of rubble MYI varied significantly. The mean air temperature was
about -18°C during ice camp. This presents an ideal case study to explore the possibility of using C- and X-band SAR data to estimate the ice thickness of both FYI and MYI.

Dual polarization TerraSAR-X data was acquired at 11:44 (UTC) on May 2, 2009, and two scenes of RADARSAT-2 were acquired at 10:42 (UTC) on April 28 and at 09:43 (UTC) on April 30, 2009, respectively (Figure 46). TerraSAR-X collected VV and HH polarization data in the Strip Map mode and RADARSAT-2 collected HH and HV (4/28), and VV and VH (4/30) dual-polarization data in the Standard Mode. All data were processed in Single-Look Complex (SLC) and slant-range projection to be used for polarimetric analysis. A speckle reduction filter (7×7 Lee filter) and radiometric calibration procedures were applied for the calculation of more accurate and reliable backscattering coefficients. Figure 48 shows the resulting backscattering coefficient images for TerraSAR-X and RADARSAT-2, respectively. The summary of the SAR data specifications are presented in Table 8.
Figure 46. Study area off the northern coast of Greenland. The TerraSAR-X data was acquired on May 2, 2009 (black solid square). Two RADARSAT-2 data were acquired on April 28, 2009 (dotted blue square) and on April 30, 2009 (dotted red square), respectively. Ground truth data were obtained on May 01, 2009 (black star). The red line shown in lower left photograph represents the validation line on which the sea ice thickness and snow depth were measured using an EM31 instrument.
Figure 47. Sea ice thickness profile measured by the EM31 along the validation line (smooth thick FYI: 0~580 m, rubble MYI: 580~1500 m).
Figure 48. Radiometrically and geometrically calibrated SAR images (backscattering coefficients) of TerraSAR-X and RADARSAT-2. The yellow dots indicated in each figure represent the positions where sea ice thickness and snow depth were measured.
Table 8. Specifications of acquired TerraSAR-X and RADARSAT-2.

<table>
<thead>
<tr>
<th></th>
<th>TerraSAR-X</th>
<th>RADARSAT-2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Acquisition date/time (UTC)</strong></td>
<td>May 2, 2009 17:40</td>
<td>April 28, 2009 10:42</td>
</tr>
<tr>
<td><strong>Center frequency</strong></td>
<td>9.65 GHz (X-band)</td>
<td>5.405 GHz (C-band)</td>
</tr>
<tr>
<td><strong>Polarization</strong></td>
<td>HH and VV</td>
<td>HH and HV</td>
</tr>
<tr>
<td><strong>Pixel spacing</strong></td>
<td>3 m</td>
<td>12.5 m</td>
</tr>
<tr>
<td><strong>Incident angle</strong></td>
<td>27.3° ~ 29.0°</td>
<td>33.6° ~ 39.8°</td>
</tr>
</tbody>
</table>
4.2. Depolarization-to-sea ice thickness relationship using space-borne SAR data

Both co-polarized correlation and cross-polarized ratio as depolarization factors were calculated from the SAR data, and the calculated values for each pixel were correlated to in-situ ice thickness. The results are presented as one-to-one scatter plots in Figure 49, showing strong and significant correlation coefficients (0.76 to 0.88) for both TerraSAR-X and RADARSAT-2. Co-polarized correlation for X-band varies 0.4 to 0.9 for the ice thickness range of 2.0 m to 5 m. Cross-polarized ratios for C-band range about 0.05 to 0.25 for the same range of sea ice thickness.

In first glance, the good correlation we found in this case study is likely due to contrast between smooth FYI and rubble MYI, however a close look reveals an interesting feature. The data points are rather continuous than clustered, especially for the case of RARADSAT-2 VH/VV. If the correlations are simply caused by a categorical difference in scattering mechanism between FYI and MYI, those data points should be more clustered. The continuous feature indicates that there might be a mechanism that thicker ice becomes rougher or higher volume scattering and in turn increases depolarization. In our case this mechanism involves ridging and rafting processes that increase the ice thickness and surface roughness as well as lower density layers within lifted ice blocks. Model simulation results for surface roughness showed a maximum of about 0.05 increases in cross-polarized ratio between FYI and
MYI, while about 0.05 (C-band) and 0.1 (X-band) increases for volume scattering. The combined value (about 0.1 ~ 0.2) from simulation is slightly smaller than the observed difference of 0.2. While considering uncertainty in model simulations, this suggests that depolarization in MYI can be attributed to both surface roughness and volume scattering which is closely related to ridging and rafting processes. Over smooth FYI, the cross-polarized ratio values are scattered at the same ice thickness. This indicates a case for de-correlation between ice thickness and roughness/volume scattering. In other words, FYI with the same ice thickness can have different surface roughness or/and volume scattering, and depolarization. In our case we observed patches of small rafting and higher snow on the surface of the smooth FYI. The effect of this scatter is relatively smaller than the correlation in MYI.
Figure 49. Relationship between the depolarization factors and observed sea ice thickness. (a) TerraSAR-X (5/02) (b) RADARSAT-2 (4/28) (c) RADARSAT-2 (4/30)
Chapter 5. Conclusion

5.1. Summary

This thesis presents numerical microwave scattering simulations and in-situ measurements with polarimetric RADAR (i.e. GB-POLSCAT and space-borne SAR) systems in order to investigate the optimum method for estimating sea ice thickness. Reanalysis of Strozzi’s GB-POLSCAT measurements informed us that the backscattered signatures of microwave (C-band) from the surface of snow cover on sea ice can predominantly affect the space-borne SAR measurements for the melting season due to the high dielectric properties of the surface melting water. On the other hand, for the freezing season, the signatures with all polarization and high incidence angles can predominantly originate from the interface between the snow cover and the sea ice. Furthermore, in-situ measurements and numerical simulations of the physical properties (i.e. salinity, dielectric constant, and surface roughness) of sea ice as sea ice grows showed that sea ice tends to be rougher and less saline as sea ice grows during the freezing season. These mean that the multiple scattering of microwave from the surface and volume of sea ice can increase as the sea ice thickness increases during the freezing season. Thus, it could be proposed that relationship between sea ice thickness and the depolarization effect might exist because the depolarization effect of the backscattered signatures are strongly
dominated by the multiple scattering from a target.

Here, the degree of depolarization due to surface scattering from sea ice were simulated by dividing the roughness scales into small and large scales. IEM and extended Bragg models were used to simulate the degree of depolarization by small-scale and large-scale roughness, respectively, within a reasonable range of sea ice parameters. Furthermore, the degree of depolarization due to volume scattering was estimated by VRT simulation and GB-POLSCAT measurements. As a results, the cross-polarized ratio, one of the depolarization factors, has a distinct one-to-one relationship with sea ice thickness due to dominant depolarization effect induced by volume scattering within the ice layer. Based on these experiments, space-borne SAR data (one TerraSAR-X and two RADARSAT-2 scenes) were acquired along with in-situ sea ice thickness measurements. The depolarization factors (i.e., co-polarized correlation and cross-polarized ratio) were then calculated from acquired SAR data. At last, a strong and significant correlation between the ice thickness and the depolarization factors (correlation coefficients of 0.76 to 0.88) for both TerraSAR-X and RADARSAT-2 was found. Therefore, it is reasonable to say that the depolarization factors (i.e. the cross polarized ratio) extracted by space-borne SAR data are efficient parameters to determine sea ice thickness in the optimized conditions.
5.2. Discussion

The determination of sea ice thickness is the main issue of space-borne SAR measurements in the cryosphere, and various researches for this are being investigated. In this thesis, sensitivity studies conducted using numerical experiments and the observed results from polarimetric RADAR data have shown that the depolarization factors extracted by space-borne SAR data are effective parameters for the estimation of sea ice thickness.

However, this study restricts to conclude whether the ice thickness-to-depolarization relationship is an operational method to determine sea ice thickness. Because this relationship is not always able to satisfy under all dynamic nature of sea ice. For example, although pancake ice is a thin sea ice (i.e. its thickness is up to 10 cm), its surface roughness is relatively rougher than the one of universal thin sea ice due to periodic compressions of oceanic wave. Thus, the degree of depolarization estimated from pancake ice can be stronger than the one of universal thin sea ice due to multiple scattering from surface of the ice while the thickness of these ice are similar, and these can weaken the ice thickness-to-depolarization relationship.

Based on this view, in order to improve the operational applicability for determination of sea ice thickness using space-borne SAR data, the weakening factors of the ice thickness-to-depolarization relationship should be resolved. Although this thesis showed that the ice thickness and depolarization induced by multiple scattering
from surface of the ice can be correlated under optimized conditions, this relationship can break under specific conditions as mentioned above. On the other hand, the ice thickness and depolarization induced by volume scattering within the ice layer are strongly correlated by the desalination process as sea ice grows. That is, the operational capability can improve if depolarization effects induced by only volume scattering within the ice layer can be extracted from space-borne SAR data. Unfortunately, it is not easy because the backscattering coefficients estimated by space-borne SAR measurements are determined by the summation of the backscattered signatures induced by surface and volume scattering. Recent works have tried to quantitatively distinguish the contributions of each scattering from polarimetric SAR data with polarimetric decomposition and Polarimetric SAR Interferometry (Pol-InSAR) techniques. Therefore, future works require the investigations of capability for measuring sea ice thickness with these techniques, and if the operational method to measuring sea thickness using space-borne SAR data is successfully developed, it can be expected that global climate change process can understand more effectively such as thermal feedback between ocean, atmosphere, and the ice.
Appendix

In this appendix, the models used in this thesis are explained. The models can be classified into IEM, the extended Bragg, and VRT model. IEM and the extended Bragg model were used to simulate the backscattering features induced by the ice surface for small- and large-scale surface roughness, respectively. VRT was used to simulate the backscattering features induced within the ice layer.

A. Integral Equation Method (IEM)

This model can simulate backscattering coefficients from a target surface ($\sigma_{pq}^s$), the backscattering coefficients can be classified into single and multiple scattering ($\sigma_{pq}^s = \sigma_{pq}^s + \sigma_{pq}^m$) Single scattering can only induce the backscattering signatures of co-polarization while multiple scattering can induce the signatures of co- and cross-polarization [43]. In this model, the backscattering coefficients due to single or multiple scattering are as following

$$\sigma_{pq}^s = \frac{k^2}{2} \exp(2k^2 z^2) \sum_{n=1}^{\infty} |I_{pq}^n|^2 \frac{W^{(n)}(2k_0, 0)}{n!}$$  \hspace{1cm} (A.1)

here, $|I_{pq}^n| = f_{pq} (2sk_z)^n \exp(-k_z^2 s^2) + \frac{(sk_z)^n [f_{pq}(-k_z 0) + f_{pq}(k_z 0)]}{2}$

$$\sigma_{pq}^m = \frac{k^2}{16\pi} \exp(-2k^2 z^2) \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \frac{(k_z s^2)^{n+m}}{n! m!}$$  \hspace{1cm} (A.2)
\[
\cdot \int \left[ |F_{pq}(u, v)|^2 + F_{pq}(u, v)F_{pq}^*(-u, -v) \right] W^{(n)}(-k_x, v)W^{(m)}(u + k_x, v)du dv
\]

where superscripts \(s\) and \(m\) denote single and multiple scattering, respectively. \(k\) is the wave number. \(k_x = k\sin\theta, k_z = k\cos\theta\), and \(\theta\) is the incidence angle. \(u\) and \(v\) are scattering vector directions, \(s\) is the surface RMS height. \(W^{(n)}\) and \(W^{(m)}\) are the Fourier transform of the \(n\)th or \(m\)th power of the surface correlation function. \(f_{pq}\) is the Kirchhoff coefficient, and \(F_{pq}\) represents the complementary field coefficients.

### B. Extended Bragg model

The extended Bragg model for a wider range of roughness conditions proposed by [76] is summarized. First, Bragg scattering coefficients are functions of the complex permittivity and the local incidence angle. Hence, it can write the following:

\[
R_s = \frac{\cos\theta - \sqrt{\varepsilon - \sin^2\theta}}{\cos\theta + \sqrt{\varepsilon - \sin^2\theta}} \quad R_p = \frac{(\varepsilon - 1)[\sin^2\theta - \varepsilon(1 + \sin^2\theta)]}{(\varepsilon\cos\theta + \sqrt{\varepsilon - \sin^2\theta})^2} \quad (B.1)
\]

where \(R_s\) and \(R_p\) denote the horizontal and the vertical Bragg scattering coefficients, respectively. \(\varepsilon\) is the complex permittivity and \(\theta\) is the local
incidence angle. The polarimetric scattering matrix $S$ for a Bragg surface can be written as

$$[S] = \begin{bmatrix} S_{HH} & S_{HV} \\ S_{VH} & S_{VV} \end{bmatrix} = m_s \begin{bmatrix} R_s & 0 \\ 0 & R_p \end{bmatrix}$$ (B.2)

where $m_s$ is the backscatter amplitude that contains information regarding the roughness condition of the surface. The coherency matrix can be formed by employing a scattering vector $k$ as the vectorization of the scattering matrix using the Pauli spin matrices basis set. Its formation can be described as follows:

$$k = \frac{1}{2} \text{Trace}([S][\Psi]) = \frac{1}{\sqrt{2}} [S_{HH+VV} \quad S_{HH-VV} \quad 2S_{HV}]^T$$

where $[\Psi]$ denotes the Pauli spin matrices basis set. In order to extend the Bragg scattering model for a wider range of roughness conditions, Hainsek et al. [76]
introduced a method of modeling the surface disturbance as a reflection symmetric depolarizer by rotating the Bragg coherency matrix about an angle, $\beta$, in the plane perpendicular to the scattering plane. This rotation of the Bragg coherency matrix can be expressed as follows:

$$[T] = m_3^2 [A] \begin{bmatrix} \langle |R_s + R_p|^2 \rangle & \langle (R_s + R_p)(R_s - R_p)^* \rangle & 0 \\ \langle (R_s - R_p)(R_s + R_p)^* \rangle & \langle |R_s - R_p|^2 \rangle & 0 \\ 0 & 0 & 0 \end{bmatrix} [A]^T$$ (B.4)

where, $[A] = \begin{bmatrix} 1 & 0 & 0 \\ 0 & \cos 2\beta & \sin 2\beta \\ 0 & -\sin 2\beta & \cos 2\beta \end{bmatrix}$

Using a uniform distribution density function of $\beta$

$$P(\beta) = \begin{cases} \frac{1}{2\beta_1} & |\beta| \leq \beta_1 \\ 0 & 0 \leq \beta_1 \leq \frac{\pi}{2} \end{cases}$$ (B.5)

The coherency matrix for a rough surface can be determined as follows:
The coefficients $C_1$, $C_2$, and $C_3$ describe the Bragg components of the surface and are given by

$$C_1 = |R_s + R_p|^2 \quad C_2 = (R_s + R_p)(R_s^* - R_p^*) \quad C_3 = \frac{1}{2}|R_s - R_p|^2$$  \hspace{1cm} (B.7)

C. Vector Radiative Transfer (VRT)

In this model, the scattering and propagation of the traveling signal with a specific intensity in a medium can be defined by [77]

$$\cos \theta \frac{dI}{dz} = -\kappa_e I + \int P I dz$$  \hspace{1cm} (C.1)

where $I$ is the specific intensity which is defined by the Stokes vector. $\kappa_e$ is the extinction matrix, and $P$ is the phase matrix of scatterer within a target layer. $z$ denotes the penetration depth of microwave. $\kappa_e$ can be estimated to sum between the scattering and the absorption coefficient of the scatterer [77]. $P$ is strongly
connected with the shape, reflectivity, and etc. of the scatterer. In general, many sea ice simulations with VRT [60], [77], it was assumed that the scatterer within the ice layer is Rayleigh scatterer (i.e. the shape of the scatterer is a sphere and radius of the scatterer \( \ll \) wave length of microwave). The phase matrix of Rayleigh scatterer was well explained in [80]. Equation (C.1) is generally solved by iterative method with 2\textsuperscript{nd} order solution [80], and the physical meanings of each order solutions were described minutely in [81].

Total backscattering coefficients simulated by VRT is as following

\[
\sigma_{pq}^{total} = \sigma_{pq}^0 + \sigma_{pq}^1 + \sigma_{pq}^2
\]

(C.2)

where superscripts 0, 1, and 2 denote zeroth-, first-, and second-order backscattering coefficient, respectively. The zeroth-order solution is surface scattering component (Figure 50). Thus, the component was solved by IEM simulation (i.e. \( \sigma_{pq}^S \)) like [81]. Figure 51 shows the backscattering coefficients of first and second order solution with the physical meanings. The first order solution of VRT can be classified into three components (Figure 51a, b, and c). First and second are interaction components between bottom-surface and the scatterer within the layer, and third is single scattering component from the scatterer within the layer. Backscattering coefficients of the each component are as following
\[ \sigma_{pq}^{VS} = \cos \theta_s T_p^i T_q^j \sec \theta_s L_p L_q \sigma_{pq}^s \]  
(C.3)

\[ \sigma_{pq}^a = \cos \theta_{t0} T_{10p}(\theta_{t0}, \theta_{t1}) T_{01q}(\theta_{t1}, \theta_{t0}) L_q(\theta_{t1}) \sec \theta_{s2} \]

\[ \cdot \int_0^{2\pi} \int_0^{\pi} \sin \theta \sec \theta \cdot \sum_{u=v,h} \sigma_{uq}^{VS}(\theta, \phi | \pi - \theta_{i2}, \phi_{i2}) \]  
(C.4)

\[ \cdot P_{pu}(\phi_{ss1}, \theta_{ss1} | \theta, \phi) \frac{L_p(\theta_{ss1}) - L_q(\theta)}{\kappa_{eu}(\theta) \sec \theta - \kappa_{ep}(\theta_{ss1}) \sec \theta_{ss1}} d\phi d\theta \]

\[ \sigma_{pq}^b = \cos \theta_{t0} T_{10p}(\theta_{t0}, \theta_{t1}) T_{01q}(\theta_{t1}, \theta_{t0}) L_q(\theta_{t1}) \sec \theta_{s2} \]

\[ \cdot \int_0^{2\pi} \int_0^{\pi} \sin \theta \sec \theta \cdot \sum_{u=v,h} \sigma_{pu}^{VS}(\theta_{s2}, \phi_{s2} | \pi - \theta, \phi) \]  
(C.5)

\[ \cdot P_{uq}(\pi - \theta, \phi | \pi - \theta_{sl1}, \phi_{sl1}) \frac{L_u(\theta_{sl1}) - L_q(\theta_{sl1})}{\kappa_{eq}(\theta_{sl1}) \sec \theta_{sl1} - \kappa_{eu}(\theta) \sec \theta} d\phi d\theta \]

\[ \sigma_{pq}^c = 4\pi \cos \theta_{t0} T_{10p}(\theta_{t0}, \theta_{t1}) T_{01q}(\theta_{t1}, \theta_{t0}) \sec \theta_{ss1} \]

\[ \cdot P_{pq}(\theta_{ss1}, \theta_{ss1} | \pi - \theta_{sl1}, \phi_{sl1}) \frac{1 - L_p(\theta_{ss1}) L_q(\theta_{sl1})}{\kappa_{ep}(\theta_{ss1}) \sec \theta_{ss1} - \kappa_{eq}(\theta_{sl1}) \sec \theta_{sl1}} \]  
(C.6)

where \( \sigma_{pq}^{VS} \) is the backscattering coefficient of the bottom-surface. Superscripts \( i \) and \( s \) denote the incident and scattered direction, respectively. Incident or scattered angles of each layer are described in Figure 52 (i.e. \( \pi - \theta \) denotes downward direction and \( \phi \) is azimuth angle). \( T \) is the transmission coefficient on the interface of the each layer. Subscripts of \( T \) denote the propagation direction of microwave on the interface of each layer. For example, \( T_{01} \) means that the transmission coefficient
of microwave which propagates from 0 layer to 1 layer. $L$ is power attenuation term, and can be estimated by

$$L_p(\theta) = \exp[-\kappa_e d \sec \theta]$$  \hspace{1cm} \text{(C.7)}$$

where $d$ is the layer depth. The second order solution of VRT can be classified into two components (Figure 51d and e). These components mean the interaction between the scatterer within the layer. Backscattering coefficients of the each component are as following

$$\sigma^d_{pq} = 4\pi \cos \theta_t \theta_{10} T_{10p}(\theta_{t0}, \theta_{i1}) T_{01q}(\theta_{t1}, \theta_{i0}) \sec \theta_{ss2}$$

$$\cdot \int_0^{2\pi} \int_0^{\pi} \sin \theta \sec \theta \cdot \sum_{u=v,h} \frac{p_{pu}(\theta_{ss2}, \phi_{ss2} | \theta, \phi) p_{uq}(\theta, \phi | \pi - \theta_{s11}, \phi_{s11})}{\kappa_e (\theta_{s11}) \sec \theta_{s11} + \kappa_e (\theta) \sec \theta}$$

$$\cdot \left[ \frac{1 - L_p(\theta_{ss2})L_q(\theta_{s1})}{\kappa_e (\theta_{ss2}) \sec \theta_{ss2} + \kappa_e (\theta_{s1}) \sec \theta_{s1}} + \frac{L_q(\theta_{s1})[L_u(\theta) - L_p(\theta_{ss2})]}{\kappa_e (\theta) \sec \theta - \kappa_e (\theta_{ss2}) \sec \theta_{ss2}} \right] d\phi d\theta$$  \hspace{1cm} \text{(C.8)}$$

$$\sigma^q_{pq} = 4\pi \cos \theta_t \theta_{10} T_{10p}(\theta_{t0}, \theta_{i1}) T_{01q}(\theta_{t1}, \theta_{i0}) \sec \theta_{ss2}$$

$$\cdot \int_0^{2\pi} \int_0^{\pi} \sin \theta \sec \theta \cdot \sum_{u=v,h} \frac{p_{pu}(\theta_{ss2}, \phi_{ss2} | \pi - \theta, \phi) p_{uq}(\pi - \theta, \phi | \pi - \theta_{s11}, \phi_{s11})}{\kappa_e (\theta_{ss2}) \sec \theta_{ss2} + \kappa_e (\theta) \sec \theta}$$

$$\cdot \left[ \frac{1 - L_p(\theta_{ss2})L_q(\theta_{s1})}{\kappa_e (\theta_{ss2}) \sec \theta_{ss2} + \kappa_e (\theta_{s1}) \sec \theta_{s1}} + \frac{L_p(\theta_{ss2})[L_u(\theta) - L_q(\theta_{s1})]}{\kappa_e (\theta) \sec \theta - \kappa_e (\theta_{s1}) \sec \theta_{s1}} \right] d\phi d\theta$$  \hspace{1cm} \text{(C.9)}$$
Finally, Backscattering coefficients of the volume scattering ($\sigma^V_{pq}$) within the layer can be calculated by

$$\sigma^V_{pq} = \sigma^a_{pq} + \sigma^b_{pq} + \sigma^c_{pq} + \sigma^d_{pq} + \sigma^e_{pq}$$  \hspace{1cm} (C.10)
Figure 50. Scattering structures of VRT model simulation. (a) surface scattering (b) volume scattering (c) bottom-surface scattering
Figure 51. Volume scattering structure of VRT simulation. (a)-(c) first order solution (d)-(e) second order solution.
Figure 52. Geometry of incident and scattered angle at the each layer for VRT simulation.
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본 논문은 고해상도 다중편파 레이다 시스템의 측정자료로부터 북·남극에 존재하는 해빙두께를 효율적으로 추출할 수 있는 방법에 대한 것이다. 이를 위해, 지상기반 다중편파 산란계 시스템과 다양한 전자기파 산란 모델을 이용하여 해빙의 생성·소멸 시기에 따라 유전율과 표면 거칠기와 같은 물리적 특성에 따라 전자기파의 산란특성이 어떻게 변하는지를 이해하고자 하였다. 이를 위하여, 전자기파의 산란구조를 해빙 표면 위에 적설된 눈의 표층산란, 눈의 체적산란, 눈과 해빙의 경계면에서 발생하는 산란, 해빙의 체적산란으로 나누어 살펴 보았다.

지상기반 다중편파 산란계 시스템의 측정실험을 통하여 해빙 소멸시기에 해빙표면 위에 적설된 눈은 높은 대기온도로 인하여 눈 표면이 녹아 유전율이 높아지기 때문에 산란계로부터 송신된 대부분의 전자기파 신호가 눈 표면에서 산란 (표층산란)되어 수신되는 특징을 보였다. 반면에, 해빙 생성시기에는 대기온도가 항상 영하로 유지되면서 눈 표면의 유전율이 낮아져 전자기파 신호가 눈 표면을 투과하여 눈의 체적 내부 또는 눈과 해빙 표면의 경계면에서 산란되어 수신될 수 있는 가능성을 보였다. 더욱이, 전자기파의 입사각이 작으면 HH와 VV 편파의 전자기파는 눈의 체적 내부에서 체적산란이 우세하게 발생하였고 HV와 VH 편파의 전자기파는 눈과 해빙의 경계면에서 우세하게 산란될 수 있는 가능성을 보였다. 반면에 입사각이 상대적으로 커지면 모든 편파의 전자기파가 눈과 해빙의 경계면에서 우세하게 산란될 수 있는 가능성을 보였다.
다음으로, 다양한 현장조사 자료를 통하여 해빙 생성시기가 길어질수록 해빙의 단수화 현상으로 인하여 해빙두께에 따라 해빙 표면의 유전율이 감소하고 전자기파의 투과 깊이가 증가할 수 있는 가능성을 확인 하였다. 이에 더하여, 해빙 생성시기가 길어질수록 해빙 표면 온도의 재결빙과 유빙들의 충돌 현상으로 인해 해빙두께에 따라 표면 거칠기가 상대적으로 증가할 수 있는 가능성을 확인 하였다. 따라서, 해빙의 두께가 두꺼워 질수록 해빙의 표면에서는 거친 표면으로 인하여 다중표층산란이 증가하고 해빙 전체 내부의 재적산란 또한 증가한다는 것을 다양한 전자기파 산란 모델의 수치해석 결과를 통하여 확인 하였다. 이러한 결과를 바탕으로 전자기파 산란 모델을 이용하여 해빙 두께에 따라 다중표층산란과 재적산란이 증가하고 이는 송수신된 전자기파의 편파 손실정도 (참고, 편파손실 정도는 VH/VV 또는 HV/HH와 같은 편파비로 계산된다.)와 선형관계가 있다는 것을 확인하였다. 그리고 북극해에서 실측된 해빙 두께 정보와 동시간대에 관측된 TerraSAR-X와 RADARSAT-2 SAR 자료로부터 추출된 VH/VV와 HV/HH 편파비가 매우 높은 상관관계가 있다는 것을 추가적으로 확인 하였다. 이러한 결과를 통하여, 다중편파 레이다 시스템에서 관측된 편파 손실정도가 해빙두께를 추출하기 위한 매우 유용한 정보가 될 수 있다는 사실을 확인 하였다.

주요어: 해빙두께, 눈, 다중편파 레이다 시스템, 표층산란, 재적산란, 편파 손실 효과
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