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Abstract

Separability of Quantum States via
Algebraic Geometry

Joohan Na

Department of Mathematical Sciences
The Graduate School

Seoul National University

In this thesis, we study the quantum separability problem by taking ad-
vantage of various methods in algebraic geometry.

In order to explore the separability of quantum states, we begin with the
range criterion for separability. It leads us to examine the condition that
|ψ1〉 ⊗ |ψ2〉 ∈ D and |ψ1〉 ⊗ |ψ2〉 ∈ E for subspaces D and E of a finite-
dimensional composite quantum system HA ⊗ HB. More explicitly, the fol-
lowing two questions naturally arise : (1) For which conditions there is a
nonzero product vector |ψ1〉 ⊗ |ψ2〉 in HA ⊗ HB such that |ψ1〉 ⊗ |ψ2〉 ∈ D
and |ψ1〉⊗ |ψ2〉 ∈ E? (2) if it exists, how many such nonzero product vectors
in HA ⊗HB exist up to constant?

We investigate the question (1) and generalize it for the multipartite cases.
Moreover, we answer the question (2) so that the upper bound for the num-
ber of vectors |ψ1〉⊗|ψ2〉 ∈ HA⊗HB satisfying the condition that |ψ1〉⊗|ψ2〉 ∈
D and |ψ1〉 ⊗ |ψ2〉 ∈ E is expected to be sharp for the qubit-qunit case.

Key words: entanglement, separable states, PPT states, product vectors,
the range criterion, SLOCC
Student Number: 2006-20294
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Chapter 1

Introduction

During the period from about 1925 until the early 1930’s, physicists such
as Werner Heisenberg, Erwin Schrödinger and John von Neumann estab-
lished mathematical foundation of non-relativistic quantum physics [VN55].
Soon after the foundational work, however, a spooky feature of the quan-
tum mechanics was discovered. In 1935, Albert Einstein, Boris Podolsky and
Nathan Rosen wrote a paper [EPR35] challenging the very foundations of
quantum mechanics. At the core of this paper lies the so-called quantum en-
tanglement, which is a simple but counter-intuitive consequence of the math-
ematical formulation of quantum mechanics under the Copenhagen interpre-
tation [Boh35].

Quantum mechanics under the Copenhagen interpretation claims that a
measurement causes an instant collapse of the wave function describing the
quantum system into one of the eigenstates of the observable that was mea-
sured and does not give us a measurement outcome in a deterministic way.
Moreover, it asserts that a physical reality not only consists of what can be
possibly observed, but also may not even exist, prior to the observation.

Einstein, Podolsky and Rosen (shortly, EPR) insisted that the theory is
not complete because it violates a physical reality and the principle of lo-
cality: A physical reality means that in an experiment, the outcome of a
measurement is determined before the measurement is performed, so there
must exist something in the world as a real element. The principle of locality
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CHAPTER 1. INTRODUCTION

postulates that these real elements exist locally, in the sense that spacelike
separated regions are independent of one another.

These are main reasons why even prominent physicists, such as Einstein
and Schrödinger, who played a key role in the history of quantum mechan-
ics were skeptical of the quantum theory. The famous quote “God does not
play dice with the universe.” by Einstein and a thought experiment named
“Shrödinger’s cat” by Schrödinger come from their doubts on the theory.

In 1964, John Bell [Bel64] quantitatively analyzed the EPR assertion. He
formalized EPR’s ideas into an inequality, the so-called Bell’s inequality, un-
der the assumption of a physical reality and the principle of locality. Af-
ter that, some experimental physicists [CHSH69, FC72] proposed and tried
to test Bell’s inequality. Eventually, it was Alain Aspect and their collegues
[ADR82] that first succeeded the test of violation of Bell’s inequality, so this
tends to support the original formulation of quantum mechanics. It is now
inevitable that the nonlocal nature of particles exists in the real world.

For a long time, the research of quantum entanglement received attention
from only a few physicists who are philosophically interested in the funda-
mental structure of quantum physics, but the present-day entanglement the-
ory has extensive applications such as quantum computation and algorithm
[Deu85, Sho95], quantum cryptography [BB84, Eke91], quantum teleporta-
tion [BBC+93], quantum dense coding [BW92], and so on, and is now a hot
research area from both angles of a fundamental theory and its applications.

1.1 Basics on quantum entanglement

In quantum mechanics, a classical example of a state is a wave function
ψ(r, t) : R3 × R −→ C at position r = (x, y, z) and at time t. Under the
Copenhagen interpretation, the probability of a particle described by a wave
function ψ(r, t) to appear in a region R ⊂ R3 at time t is given by∫

R

∣∣ψ(r, t)∣∣2dr.

2



CHAPTER 1. INTRODUCTION

Hence, the integration of
∣∣ψ(r, t)∣∣2 over the whole space R3 must be one.

It is assumed that if two wave functions differ by nonzero constant, they
represent the same state. Then it is reasonable to postulate the space of
square integrable functions

L2(R3) :=
{
ψ(r, t)

∣∣∣ ∫
R3

|ψ(r, t)|2dr <∞}
is considered as the set of all states for a fixed time t. We note that this
space is a typical example of the Hilbert space which is, by definition, a
complete inner product vector space over the field of complex numbers.

Keeping in mind this example, we formally define by a (pure) state an
element of an abstract Hilbert space. Since we assume that two vectors rep-
resent the same state if they differ by nonzero constant, a state tends to be
considered as a vector with unit norm of a Hilbert space in many physics
literatures. However, due to a phase ambiguity for the definition, we some-
times consider a state as an element of the projectivization of the Hilbert
space.

The simplest quantum system is C2 with the standard Hermitian inner
product, which is the space most concerned with in Quantum computation.
An element of the space C2 is called a quantum bit, shortly qubit. Con-
ventionally, {|0〉, |1〉} denotes an orthonormal basis of C2, so any qubit is ex-
pressed as a linear combination of |0〉 and |1〉. 1

Now we consider a composite quantum system of the two Hilbert spaces

HA = C2 and HB = C2. We suppose that a state |ψ1〉 =
|0〉+ |1〉√

2
is given

1|ψ〉 represents an element of a Hilbert space H and 〈ψ| an element of the dual Hilbert
space H∗. The first one is called a ket vector, the last one a bra vector. This notation is
particularly useful to denote a pairing

( , ) : H∗ ×H −→ C,

where we usually write 〈ψ1|ψ2〉 for the pairing (〈ψ1|, |ψ2〉), called the bra-ket notation.
This is a standard notation for indicating quantum states, which was introduced by Paul
Dirac.
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CHAPTER 1. INTRODUCTION

in the first system HA, a state |ψ2〉 = |0〉 in the second system HB. The
state |ψ1〉 in HA is the superposition of the states |0〉 and |1〉, each with the

probability
1

2
. On the other hand, the state |ψ2〉 in HB is always |0〉 with the

probability 1. Which state has to be the composite state? For simplicity, we
denote by |ab〉 the composite state which is |a〉 in HA and |b〉 in HB. Then
the composite state |ψ1ψ2〉 is clearly the superposition of the state |00〉 and
|10〉, each with the probability

1

2
, i.e.

|ψ1ψ2〉 =
|00〉+ |10〉√

2
.

From this observation, it is reasonable to postulate the composite quan-
tum system is defined to be the tensor product of the two quantum systems
and the composite of two given states to be the tensor product of the two
states, i.e. |ψ1ψ2〉 is exactly |ψ1〉 ⊗ |ψ2〉.

More generally, the total quantum system H of n particles, each of which
belongs to the Hilbert space Hi is given by the tensor product of its subsys-
tems Hi, i.e. H = ⊗ni=1Hi. Then we can write an element |ψ〉 of the total
Hilbert space as follows:

|ψ〉 =
∑
k

|ψ
(k)
1 〉 ⊗ |ψ

(k)
2 〉 ⊗ · · · ⊗ |ψ(k)

n 〉,

where |ψ
(k)
i 〉 are states in the individual subsystems Hi. Note that in gen-

eral, we can not describe a state |ψ〉 as a product of states of individual
subsystems, i.e.

|ψ〉 6= |ψ1〉 ⊗ |ψ2〉 ⊗ · · · ⊗ |ψn〉.
It means that when we choose a state in the total composite quantum sys-
tem, it is in general not possible to assign the corresponding state in each
individual subsystem. This is a radical difference between classical formal-
ism and quantum one. According to classical mechanics, the system of total
state space is the Cartesian product of their individual subsystems, so any
element of the total space is always described by the corresponding state in
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CHAPTER 1. INTRODUCTION

each individual subsystem.
This difference causes immediately a strange situation which does not oc-

cur in the classical world. For instance, let us consider the following situa-
tion: Alice and Bob are at long distance and Charles has the two particles
whose state is

|00〉+ |11〉√
2

(1.1)

in C2⊗C2. Charles sends the first particle to Alice and the second to Bob.
Then if Alice obtain the state |0〉 after a measurement, then Bob’s state
must be the state |0〉. On the other hand, if Alice obtains |1〉 after a mea-
surement, then Bob’s state must be |1〉. This means that the results of Al-
ice’s measurement immediately affect the state of Bob’s, collapsing his state
no matter how long the distance is. This violates the principle of locality.
We call a composite state like (1.1) an entangled state.

1.2 Quantum separability problem

Let us define entanglement more precisely. Let H be the composite quan-
tum system of its subsystems Hi, i.e. H = ⊗ni=1Hi. If a state |ψ〉 in H can
be written as a tensor product of states |ψi〉 in the subsystems Hi, i.e.

|ψ〉 = |ψ1〉 ⊗ |ψ2〉 ⊗ · · · ⊗ |ψn〉, (1.2)

then the state |ψ〉 is called separable. Otherwise, it is called entangled. Some-
times the vector of the form (1.2) is called a product vector. The fundamen-
tal question of quantum entanglement theory is to determine whether a given
state is separable or not, which is the so called quantum separability prob-
lem. We will see that the separability of this case can be easily determined
in Section 3.1.

In fact, a state defined above as an element of a Hilbert space is some-
what restrictive, which is sometimes called a pure state in contrast to the
notion of mixed states. A mixed state is defined by a density operator on a
Hilbert space, which is a positive semi-definite Hermitian operator of trace
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CHAPTER 1. INTRODUCTION

one on the Hilbert space. By the spectral theorem in linear algebra, a mixed
state ρ on a composite quantum system H =

⊗n
i=1Hi can be expressed as

ρ =

N∑
k=1

pk|ψ
(k)〉〈ψ(k)|, (1.3)

where
∑N

k=1 pk = 1, pk ≥ 0 and each |ψ(k)〉 is a pure state on H. Conversely,
for any set of pairs {(|ψ(k)〉, pk)} of states |ψ(k)〉 with probabilities pk, we
can make a mixture of pure states of the form (1.3), which is by definition a
mixed state. Note that the state vectors |ψ(k)〉 in the set of pairs {(|ψ(k)〉, pk)}
are not necessarily orthogonal to each other.

We remark that this is a direct generalization of a pure state: For a pure
state |ψ〉 in a Hilbert space H, ρ = |ψ〉〈ψ| becomes a mixed state by def-
inition. Therefore, a particular mixed state with N = 1 in the expression
of (1.3) can be considered as a pure state. Sometimes a state of the form
|ψ〉〈ψ| is called a product state.

Now, we define the separability of a mixed state. For the bipartite case,
a mixed state ρ on a Hilbert space HA⊗HB is called separable if it can be
expressed as follows:

ρ =
∑
k

pkρ
(k)
A ⊗ ρ

(k)
B ,

where ρ(k)A and ρ(k)B are defined on the Hilbert spaces HA and HB respectively
[Wer89]. Note that ρ(k)A and ρ(k)B are assumed to be product states without
loss of generality. If we write ρ(k)A = |ψ

(k)
A 〉〈ψ

(k)
A | and ρ(k)B = |ψ

(k)
B 〉〈ψ

(k)
B |, then

ρ =
∑
k

pkρ
(k)
A ⊗ ρ

(k)
B

=
∑
k

pk|ψ
(k)
A 〉〈ψ

(k)
A |⊗ |ψ

(k)
B 〉〈ψ

(k)
B |

=
∑
k

pk|ψ
(k)
A 〉 ⊗ |ψ

(k)
B 〉〈ψ

(k)
A |⊗ 〈ψ(k)

B |.

This means that a separable mixed state is indeed a mixture of separable

6



CHAPTER 1. INTRODUCTION

product states. More generally, a state on a composite quantum system H =⊗n
i=1Hi is said to be separable if it is a mixture of pure separable states,

i.e.

ρ =
∑
k

pkρ
(k)
1 ⊗ ρ

(k)
2 ⊗ · · · ⊗ ρ(k)n

=
∑
k

pk|ψ
(k)
1 〉 ⊗ |ψ

(k)
2 〉 ⊗ · · · ⊗ |ψ(k)

n 〉〈ψ(k)
1 |⊗ 〈ψ(k)

2 |⊗ · · · ⊗ 〈ψ(k)
n |,

where
∑

k pk = 1, pk ≥ 0 and each ρ(k)i is a product state |ψ
(k)
i 〉〈ψ

(k)
i |. A

state is called entangled if it is not separable.
Unlike the case of pure states, it is in general hard to determine whether

a given mixed state is separable or entangled. This is known as an NP-hard
problem [Gur03, Gha10] even for the bipartite case.

1.3 Classification of entangled states

Let us come back to a classical example for a while. Let ψ(r, t) be a wave
function with position r = (x, y, z) and time t. As we mentioned above, a
typical situation in quantum physics is that for a fixed time t, ψ(r, t) is
considered as a state vector in the Hilbert space

L2(R3) =
{
φ(r)

∣∣∣ ∫
R3

|φ(r)|2dr <∞} .
Now, we try to vary the time variable t. How does a state evolve? The

time evolution of the state of a closed quantum system is determined by the
Schrödinger equation,

ih̄
dψ

dt
= Hψ,

where h̄ is a physical constant known as Plank’s constant and H is a fixed
Hermitian operator known as the Hamiltonian. This implies the Hamiltonian
of a system determines the dynamics of the system completely, in principle.

7



CHAPTER 1. INTRODUCTION

For an infinitesimal time evolution ∆t, the Schrödinger equation becomes

ψ(t+ ∆t) =

(
I−

i(∆t)

h̄
H

)
ψ(t), mod (∆t)2.

Let U(t0, t) be a time evolution operator, i.e. U(t0, t)ψ(t0) = ψ(t0+t). Then
we get

U(t, ∆t) = I−
i(∆t)

h̄
H.

Since H is a Hermitian operator,

U(t, ∆t)U(t, ∆t)∗ =

(
I−

i(∆t)

h̄
H

)(
I+

i(∆t)

h̄
H

)
= I,

i.e. U(t, ∆t) should be a unitary operator. Since U(t0, t) is a product of in-
finitesimal time evolution operators, it is a unitary operator as well. By the
argument above, it seems reasonable to postulate the following:

The evolution of a state in a closed quantum system is described by a uni-
tary transformation.

Keeping in mind these observations, we define by a local unitary opera-
tion on a composite quantum system H = ⊗ni=1Hi the product of local uni-
tary groups, i.e.

U1×U2× · · · × Un,

where each Ui is the unitary group on the Hilbert space Hi. Its physical
interpretation is the following.

Let us consider a state in a multipartite quantum system. Several par-
ties take individual particles and are spatially separated from one another.
A typical situation which we are interested in allows them to act only on
their subsystems and to communicate through a classical channel. Opera-
tions of this type are called the local operations assisted by classical com-
munications (LOCC). Since the evolution of particles is given by unitary op-
erations in a closed system, we sometimes would like to demand that all the

8



CHAPTER 1. INTRODUCTION

local operations be unitary operations, i.e. the operation is the product of
unitary groups. For these operations, the extent of entanglement is consid-
ered to be invariant.

However, the complete classification under local unitary operations is ex-
tremely hard because unitary groups are not even the algebraic groups over
the complex numbers. Moreover, there are uncountably many orbits even for
the bipartite qubit case [LP98]. We note that a non-invertible operation oc-
curs only when the quantum system is not closed. For instance, time evolu-
tion is invertible whereas measurement is not. Hence, it is reasonable that we
first try to classify them under the product of general linear groups, which
is called the stochastic local operations assisted by the classical communica-
tions (SLOCC) in physics. This is the coarse-grained classification of entan-
glement and a good starting point for the classification problem [DVC00].
We deal with this problem in the last chapter.

1.4 Content of this thesis

In Chapter 2, we review some basic notions in algebraic geometry we
will use. The chapter contains the notions of algebraic varieties and how to
describe their properties. Several kinds of varieties which have the mean-
ing from the quantum information point of view are introduced. Bernstein’s
theorem and its related results appeals the connection between the number
of common roots of some given polynomials and the combinatorial object.
These will be used helpfully in the later chapters.

In Chapter 3, we introduce what the quantum separability problem is,
which is the main theme of this thesis. Since it is extremely hard to solve
the problem in general, some necessary criteria for separability of a mixed
state such as the PPT criterion and the range criterion are presented.

In Chapter 4, we give a new algebraic criterion for separability by investi-
gating the range criterion. Building on the work [KKL11], this chapter gen-
eralize it for the multipartite cases. In particular, for the multi-qubit critical
case, the algebraic criterion can be put into the permanent of the associated

9



CHAPTER 1. INTRODUCTION

matrix. In order to examine the criterion in terms of permanent, we define
the equivalence of square matrices and classify all the 4×4 (+1,−1)-matrices
with vanishing permanent, which is the first nontrivial interesting case. This
chapter is based on the paper http://arxiv.org/abs/1401.3181.

In Chapter 5, we improve the results in Chapter 4 for the qubit-qunit
cases by dealing with the system of equations induced from the conditions
of the range criterion directly. This investigation gives us an upper bound
for the number of product vectors |ψ1〉 ⊗ |ψ2〉 ∈ HA ⊗ HB satisfying the
condition that |ψ1〉⊗ |ψ2〉 ∈ D and |ψ1〉⊗ |ψ2〉 ∈ E for given subspaces D and
E of HA⊗HB in terms of the mixed volume of the polynomials coming from
D and E. The upper bound given here is strongly expected to be sharp by
Examples in [Kye13, HK13, HK14]. This result has a noteworthy application
of the length of a separable state, which is the smallest number of product
vectors required to represent the separable state. This chapter is based on
the paper http://arxiv.org/abs/1309.4177.

In Chapter 6, we not only distinguish the entangle states from the sepa-
rable states but also classify the entangled states up to the action of invert-
ible local operations, which is called stochastic local operations assisted by
classical communication (SLOCC) in physics literatures, as further work.
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Chapter 2

Classical Algebraic Geometry

Algebraic geometry is classically the field of studying algebraic varieties,
which are defined by a system of polynomial equations in several variables.
In particular, algebraic varieties in an affine space or a projective space and
morphisms between them are the basic notions, which we mainly deal with
in this chapter.

When we treat geometric objects, it is natural that we first give a suit-
able topology on it. In algebraic geometry, we sometimes use the so called
Zariski topology, which is much coarser than the usual topology in differ-
ential or complex geometry. This is useful to define the irreducibility or di-
mension of an algebraic variety. Moreover, all kinds of varieties can be con-
structed by gluing affine varieties along open affine subsets in an affine space,
just as a manifold is constructed by gluing open balls in a Euclidean space.

There are many kinds of important varieties, and we especially deal with
the Segre varieties, the join and the secant varieties, the tangential varieties
and the dual varieties. The dual varieties will be used to define the hyper-
determinant of a multidimensional matrix which is a generalization of the
classical determinant of a square matrix. The other varieties are interesting
in its own right, and they are also connected with the notions of separable
states, superposition of states and their limits in quantum entanglement the-
ory.

At the end of this chapter, we introduce Bernstein’s theorem and perma-

11



CHAPTER 2. CLASSICAL ALGEBRAIC GEOMETRY

nents. These provide us with an interesting relationship between algebraic
properties and combinatorial ones. These will be mainly used in Chapter 4
and Chapter 5.

Throughout this thesis, we assume that the base field is the field C of
complex numbers unless otherwise specified.

2.1 Affine varieties

An affine space AnC over C is the set of all n-tuples of elements of C, i.e.

AnC := {(a1, a2, · · · , an) | ai ∈ C for every 1 ≤ i ≤ n}.

This is equal to Cn as a set, but will be assigned a particular topological
structure, called the Zariski topology. Sometimes we simply write An for AnC
if there is no confusion.

Let C[x1, · · · , xn] be the polynomial ring in n indeterminates x1, · · · , xn
over C. For a polynomial f ∈ C[x1, · · · , xn], we can think of f as a func-
tion from An to C by defining f(P) = f(a1, a2, · · · , an) for every point P =

(a1, a2, · · · , an) ∈ An. From this standpoint, we can define the zero locus of
S by

Z(S) := {P ∈ An | f(P) = 0 for all f ∈ S},
where S is a subset of the polynomial ring C[x1, · · · , xn]. In particular, if
S = {f1, f2, · · · , fr}, we may write Z(f1, f2, · · · , fr) for Z(S).

Definition 2.1.1. A subset X of An is called an algebraic variety if there is
a subset S of F[x1, x2, · · · , xn] such that X = Z(S).

Let I be the ideal of C[x1, x2, · · · , xn] generated by S. We can readily
check that Z(S) = Z(I). Conversely, any ideal I in the polynomial ring
C[x1, x2, · · · , xn] is finitely generated, i.e. there are finitely many polynomi-
als f1, · · · , fr such that I = (f1, · · · , fr) because of the Hilbert basis theorem.

Theorem 2.1.2 (Hilbert basis theorem). [AM69, Theorem 7.5] If R is a
Noetherian ring, then so is the polynomial ring R[x] with coefficients in R.
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This means that when we deal with an algebraic variety, it is enough to
restrict our attention to ideals in C[x1, x2, · · · , xn], and vice versa. For given
ideals in a polynomial ring, we observe the following properties.

Proposition 2.1.3. [Hul03, Lemma 1.1] For any collection of ideals {Ij}j∈J
of C[x1, x2, · · · , xn], We have the following properties:

(i) Z(0) = An, Z(C[x1, x2, · · · , xn]) = ∅,

(ii)
⋂
j∈J Z(Ij) = Z(

∑
j∈J Ij),

(iii) Z(I1) ∪ Z(I2) = Z(I1 ∩ I2).

This proposition implies that algebraic varieties in an affine space An sat-
isfy the axioms for closed sets in topology. Hence, we can define the associ-
ated topology on An.

Definition 2.1.4. The Zariski topology on An is defined by taking the open
sets as the complements of algebraic varieties.

Now, Z can be regarded as the map defined as follows:

Z :

{
ideals in

C[x1, · · · , xn]

}
−→ {

algebraic varieties
in An

}
Naturally we may consider the reverse direction. For an algebraic variety

X in An, we define the ideal of X by

I(X) := {f ∈ C[x1, x2, · · · , xn] | f(P) = 0 for every point P ∈ X}.

It is not hard to see that the ideal of X is indeed an ideal. Hence I can be
regarded as the map

I :

{
algebraic varieties

in An

}
−→ {

ideals in
C[x1, · · · , xn]

}
.

It is natural to speculate that the maps Z and I are inverses of each
other. We consider the following example.
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Example 2.1.5. Let a and b be complex numbers. Let f = x − a and
g = y− b be polynomials in C[x, y] and an ideal I = (f2, g). Then the zero
locus Z(I) is the union of two lines x = a and y = b in the complex affine
plane A2C. Now, let us consider a polynomial h(x, y) which vanishes on the
union of the two lines. By the division algorithm, h(x, y) should be of the
form h = uf + vg for some polynomials u, v in C[x, y]. This implies that
I(Z(I)) = (f, g). Unfortunately, this is not the same as the ideal I.

What is the problem? Intuitively, I(Z(I)) may bigger than I when the
ideal I contains an element like fr for an integer r > 1. We note that the
ideal of X is, by definition, always a radical ideal, i.e. if fr ∈ I(X) for some
positive integer r, then f ∈ I(X).
Definition 2.1.6. For an ideal I of C[x1, x2, · · · , xn], the radical ideal of I
is defined by

√
I := {f ∈ C[x1, x2, · · · , xn] | fr ∈ I for some positive integer r}.

In the discussion above, we can expect that I(Z(I)) may be the same as
the radical ideal

√
I.

Theorem 2.1.7 (Hilbert’s Nullstellensatz). [Mat89, Theorem 5.4] For any
ideal I of C[x1, x2, · · · , xn],

I(Z(I)) =
√
I.

Thus, we obtain the inverse relationship between Z and I as follows:{
radical ideals in
C[x1, · · · , xn]

}
Z

1:1
//

I
oo

{
affine varieties

in An

}
(2.1)

Now, we investigate what is the basic building blocks of algebraic vari-
eties, such as prime numbers of integers or irreducible polynomials of poly-
nomials.

Definition 2.1.8. A subset X of a topological space Y is said to be reducible
if there are two proper closed subsets X1 and X2 of X such that X1∪X2 = X.
Otherwise, X is called irreducible.

14
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This definition seems too general at first glance, but it tells us the irre-
ducibility of a general abstract variety, in particular, not only an affine one
but also a projective one. If X is an affine variety in an affine space An with
the Zariski topology, we can say whether the variety X is irreducible or not:
If an affine variety X is irreducible if there are no proper algebraic subvari-
eties whose unions equal to X.

For an affine variety X in An, I(X) is the ideal in the Noetherian ring
C[x1, · · · , xn]. By the definition of a Noetherian ring ([AM69, Chapter 6]),
any ideal I of C[x1, · · · , xn] has the ascending chain condition: For an as-
cending chain of ideals I = I0 ⊆ I1 ⊆ · · · of C[x1, · · · , xn], it is stationary,
i.e. there exists an integer r such that Ir = Ir+1 = · · · . We note that for alge-
braic varieties X ⊂ Y, their ideals have the reverse inclusion, i.e. I(X) ⊃ I(Y),
and vice versa.

Definition 2.1.9. A topological space X is said to be Noetherian if it sat-
isfies the following condition: for any sequence of closed subsets X1 ⊇ X2 ⊇
· · · , the sequence is stationary, i.e. there exists an integer r such that Xi =
Xr for every i ≥ r. Sometimes this condition is called a descending chain
condition.

By this definition, an algebraic variety X in an affine space An with the
Zariski topology is Noetherian. If an affine algebraic variety X has infinitely
many irreducible components Xj for j ∈ J, then we can construct a descend-
ing chain of closed subsets of X which is not stationary:

X =
⋃
j∈J

Xj )
⋃
j6=j1

Xj )
⋃
j6=j1,j2

Xj ) · · ·

We thus have the following.

Proposition 2.1.10. Every algebraic variety in An can be written as the
finite union of irreducible affine algebraic varieties.

By (2.1), there is an one-to-one correspondence between the affine vari-
eties and the radical ideals. What kind of ideals correspond to irreducible
affine varieties?

15
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Suppose that an affine variety X is reducible. Then there are proper affine
subvarieties Y and Z of X such that Y ∪Z = X. This is equivalent to I(X) =
I(Y) ∩ I(Z), I(X) ( I(Y) and I(X) ( I(Z). We choose f ∈ I(Y)\I(X) and
g ∈ I(Z)\I(X). Then it is clear that fg vanishes on both Y and Z, i.e. X,
so fg ∈ I(X). This observation leads to the following proposition.

Proposition 2.1.11. [Hul03, Proposition 1.8] Let X be a nonempty affine
variety in An. Then the variety X is irreducible if and only if its ideal I(X)
is a prime ideal.

For a point (a1, a2, · · · , an) ∈ An, we can consider the point as an affine
variety

⋂n
i=1 Z(xi−ai) = Z((x1−a1, x2−a2, · · · , xn−an)) by Proposition 2.1.3.

Note that I(X) = (x1−a1, x2−a2, · · · , xn−an) and it is a maximal ideal of
C[x1, · · · , xn]. Thus every maximal ideal of the polynomial ring C[x1, · · · , xn]
is of the form (x1−a1, x2−a2, · · · , xn−an) for a point (a1, a2, · · · , an) ∈ An

by the Hilbert’s Nullstellensatz. To summarize what we have discussed, we
get the following:{

affine varieities
in An

}
I //

Z
oo

{
radical ideals in
C[x1, · · · , xn]

}
⋃ ⋃{

irreducible affine varieities
in An

}
I //

Z
oo

{
prime ideals in
C[x1, · · · , xn]

}
⋃ ⋃

{ points in An }
I //

Z
oo

{
maximal ideals in

C[x1, · · · , xn]

}
We remark that the correspondence above holds for the base field to be

algebraically closed field. For instance, the ideal (x2 + 1) of R[x] is an max-
imal ideal, but Z(x2 + 1) is empty.

Let X be an affine variety. So far, we have considered the ideal of X as an
algebraic object corresponding to the given geometric object X, but now we
consider the quotient ring C[x1, · · · , xn]/I(X) instead of the ideal I(X). We
will see that this viewpoint has advantages to deal with varieties together
with morphisms between them.
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Definition 2.1.12. For an affine variety X ⊂ An, A map f : X −→ C is
called a polynomial function on X if there is a polynomial F ∈ C[x1, · · · , xn]
such that f(P) = F(P) for all P ∈ X.

Let F and G be two polynomials in C[x1, · · · , xn]. The restrictions of F
and G to X determine the polynomial functions f and g on X respectively.
We note that the two polynomial functions f and g on X are the same, i.e.
f(P) = g(P) for every point P ∈ X whenever the restriction of the polynomial
F−G to X is identically zero as a function. This is equivalent to the condition
that the polynomial F−G belongs to the ideal I(X). This observation leads
to the following definition.

Definition 2.1.13. For an affine variety X in An, I(X) denotes the ideal of
X. We define by the affine coordinate ring of X

A(X) := C[x1, x2, · · · , xn]/I(X).

Note that the affine coordinate ring A(X) is the set of polynomial func-
tions on X as well as indeed the ring under the usual addition and prod-
uct of functions. In fact, it is a finitely generated reduced C-algebra, i.e.
a finitely generated C-algebra with no nilpotent elements because I(X) is a
radical ideal. We remark that if X is irreducible, then I(X) is a prime ideal
of C[x1, · · · , xn], so A(X) is an integral domain.

Let X ⊂ Am and Y ⊂ An be affine varieties. A map f : X −→ Y is said
to be a morphism if there are polynomial functions f1, f2, · · · , fn on X such
that

f : X −→ Y

x = [x1 : · · · : xm] 7→ [f1(x) : · · · : fn(x)]

A morphism is an isomorphism if it has an inverse morphism. For a mor-
phism f : X −→ Y and a polynomial function ϕ ∈ A(Y), their composition
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ϕ◦f a polynomial function on X, so this induces a C-algebra homomorphism

f∗ : A(Y) −→ A(X)

ϕ 7→ ϕ ◦ f

Therefore, we can easily check that this defines the equivalence of categories
between the category of affine varieties over C and the category of finitely
generated reduced C-algebras.

{ affine varieties over C }
∼−→ { finitely generated reduced C-algebras }

X 7→ A(X)

X
f→ Y 7→ A(Y)

f∗→ A(X)

2.2 Projective varieties

Let L1 and L2 be lines in the real affine plane R2. These two lines meet a
single point in general. However, they may not intersect, i.e. they are paral-
lel. In order to remove the case where two lines are parallel, we add points
at infinity to the real affine plane R2 so that any two parallel lines meet
a point at infinity. We call this new plane the projective real plane RP2.
Keeping in mind this example, we define the projective space as follows.

Definition 2.2.1. For a given finite dimensional complex vector space V , we
define by the projective space

PV := V − {0}/ ∼,

where two vectors v and w in V are equivalent, i.e. v ∼ w, if and only if
v = cw for some c ∈ C∗.

Of course, we can define a projective space over any base field F, such
as R, in the same way, but we focus only on the case defined over C in this
thesis.

18
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When we fix a basis for the vector space V so that V ∼= Cn+1, we can
write a point p = [x0 : x1 : · · · : xn] in PV in terms of coordinates, which is so
called homogeneous coordinates. In this case, we may write Pn for P(Cn+1).
Sometimes we write CPn instead of Pn for emphasizing its base field.

By the definition of the projective space Pn, we note that not all the
coordinates xi should be zero and if two vectors (x0, · · · , xn) and (x0, · · · , xn)
in Cn+1 differ by nonzero constant multiples, they correspond to the same
point [x0 : x1 : · · · : xn] = [y0 : y1 : · · · : yn] in Pn.

Let us consider the subset U0 := {[x0 : · · · : xn] ∈ Pn | x0 6= 0}. There is
an isomorphism between An and U0

An ∼−→ U0 ⊂ Pn

(x1, · · · , xn) 7→ [1 : x1 : · · · , xn](
x1

x0
, · · · , xn

x0

) ←[ [x0 : x1 : · · · , xn]

In this case, a point [0 : x1 : · · · : xn] is called a point at infinity, which
meets the lines parallel to the line passing through [1 : 0 : · · · : 0] and [1 :

x1 : · · · : xn]. Hence, the locus {x0 = 0} in Pn can be considered as the set of
points at infinity. Since at least one of the coordinates is not zero, all the
Ui := {[x0 : · · · : xn] ∈ Pn | xi 6= 0}’s cover the projective space Pn, i.e.

Pn = U0 ∪U1 ∪ · · · ∪Un.

These Ui are called the affine charts of Pn, which are Zariski open subsets
of Pn as we will give the Zariski topology on it.

In order to say the notion of varieties in a projective space as in an affine
space, we introduce some algebraic notions. A ring R is called a graded ring
if there is a decomposition R =

⊕∞
d=0 Rd of abelian groups such that Rd ·Re ⊆

Rd+e for every d, e. An element f of the graded ring R is called homogeneous
of degree d if it belongs to Rd. An ideal of a graded ring R is a homogeneous
ideal if it can be generated by homogeneous elements of R, i.e. I =

⊕∞
d=0(I∩

Rd).
The typical example of a graded ring is the polynomial ring C[x0, · · · , xn].
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If we denote by C[x0, · · · , xn]d the vector space of degree d polynomials of
C[x0, · · · , xn], then the ring C[x0, · · · , xn] has a natural graded structure.

Let f(x0, · · · , xn) be a homogeneous polynomial of degree d over C. Then
f satisfies

f(λx0, λx1, · · · , λxn) = λd · f(x0, x1, · · · , xn)
for every λ ∈ C∗. This implies that a homogeneous polynomial f of positive
degree can not be a function on Pn. For example, although the two points
(1, 2) and (2, 4) in C2 represent the same point in P1, f(1, 2) 6= f(2, 4) for
f(x, y) = x2 + xy. However, it does make sense to say the zero locus of the
polynomial f since f(x0, x1, · · · , xn) = 0 is independent of the choice of a
representative of [x0 : x1 : · · · : xn].
Definition 2.2.2. Let S be a subset of homogeneous polynomials of the
polynomial ring C[x0, · · · , xn]. We define by the zero locus of S

Z(S) := {P ∈ Pn | f(P) = 0 for all f ∈ S}.

In particular, if S = {f1, f2, · · · , fr}, we may write Z(f1, f2, · · · , fr) for Z(S).

A subset X of Pn is called a projective variety if X = Z(S) for a set of
homogeneous polynomials S of C[x0, · · · , xn]. As for the affine case, Z(I) =
Z(S) for the homogeneous ideal I generated by S. Moreover, since any ho-
mogeneous ideal is finitely generated, I = (f1, f2, · · · , fr) for some homoge-
neous polynomials f1, f2, · · · , fr of C[x0, · · · , xn]. The following proposition
shows that the set of all projective varieties of a projective space give rise
to a topology on the projective space.

Proposition 2.2.3. [Har77, Proposition 2.1] The empty set and the whole
projective space are projective varieties, the finite union of projective varieties
is a projective variety and the intersection of (possibly infinitely many) pro-
jective varieties is a projective variety.

We define the Zariski topology on Pn by taking the open subsets as the
complements of projective varieties. For a projective variety X of Pn, we de-
fine by the homogeneous ideal I(X) of X the ideal generated by the homo-
geneous polynomials f of C[x0, · · · , xn] such that f(P) = 0 for every point
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P ∈ X. The question whether there is an one-to-one correspondence between
projective varieties and homogeneous ideals naturally arises as for the affine
case.

For a homogeneous ideal I of C[x0, · · · , xn], we consider the zero set of
I in the affine space An+1, not in the projective space Pn, which we denote
by Ẑ(I). If we consider the natural projection map

π : An+1\{0} −→ Pn, (2.2)

Ẑ(I) is nothing but Ẑ(I) = π−1(Z(I)) ∪ {0}. We note that if (a0, · · · , an) is
an element of Ẑ(I), then so are all the points (λa0, · · · , λan) for λ ∈ C∗.

Definition 2.2.4. For a homogeneous ideal I of C[x0, · · · , xn], the affine va-
riety Ẑ(I) is called the affine cone over the projective variety Z(I) in Pn.

Suppose Z(I) = ∅ for a homogeneous ideal I of C[x0, · · · , xn]. This implies
the condition Ẑ(I) ⊆ {0} by definition. By the Hilbert’s Nullstellensatz, this
is equivalent to the condition

√
I ⊇ I({0}) = (x0, · · · , xn). Since the ideal

(x0, · · · , xn) is a maximal ideal, the possibilities are either
√
I = (x0, · · · , xn)

or
√
I = C[x0, · · · , xn]. We notice that I(∅) = C[x0, · · · , xn]. The projective

version of the Hilbert’s Nullstellensatz says that the analogue of of Theorem
2.1.7 holds if we just exclude the exceptional case.

Theorem 2.2.5. For a homogeneous ideal I of C[x0, · · · , xn],

I(Z(I)) =
√
I

whenever its radical ideal
√
I is not the ideal m := (x0, · · · , xn), so called the

irrelevant ideal.

Thus, we obtain the following as for the affine case:{
homogeneous radical ideals
I 6= m in C[x0, · · · , xn]

}
Z

1:1
//

I
oo

{
projective varieties

X in Pn

}
(2.3)

We note that a projective variety X of Pn with the Zariski topology is
a Noetherian topological space as for the affine case. By definition 2.1.8, a
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projective variety X ⊂ Pn is said to be reducible if there are proper projective
varieties Y and Z other than X such that Y ∪Z = X. Otherwise, X is called
irreducible. In the same way of the affine case, we can obtain the following.

{
projective varieities

X in Pn

}
I //

Z
oo

{
homogeneous radical ideals
I 6= m in C[x0, · · · , xn]

}
⋃ ⋃{

irreducible projective
varieities X in Pn

}
I //

Z
oo

{
homogeneous prime ideals
I 6= m in C[x0, · · · , xn]

}
⋃ ⋃

{ points P in Pn }
I //

Z
oo

{
homogeneous maximal ideals
I 6= m in C[x0, · · · , xn]

}
As for the affine case, we can consider the analogue of the affine coordi-

nate ring for the projective case.

Definition 2.2.6. Let X be a projective variety in Pn and I(X) the homo-
geneous ideal of X. The homogeneous coordinate ring of X is defined by

S(X) := C[x0, · · · , xn]/I(X).

We can readily check that the homogeneous coordinate ring S(X) is in-
deed a graded ring, i.e.

S(X) =

∞⊕
d=0

S(X)d

because I(X) is a homogeneous ideal. Unlike the affine case, we remark that
an element of a homogeneous coordinate ring S(X) is not a polynomial func-
tion on X. However, S(X) contains all information of regular functions on ev-
ery open subset U of X in the following sense: Let f and g be both homo-
geneous elements of the same degree d in S(X). Although they can not be

polynomial functions on X, the quotient
f

g
is well defined on the complement
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of the zero locus Z(g), i.e.

f(λx)

g(λx)
=
λdf(x)

λdg(x)
=
f(x)

g(x)

for every point x ∈ X̂ and λ ∈ C∗ whenever g is not an element in the ideal
I(X). A function of this type is called a rational function on X.

Definition 2.2.7. The function field of X is defined by the field of rational
functions on X, i.e.

K(X) :=

{
f

g

∣∣∣ f, g ∈ S(X)d for some integer d, g /∈ I(X)
}

A rational function h on X is called regular at a point P ∈ X if there

are elements f and g in S(X)d such that h =
f

g
and g(P) 6= 0. Let X be

a projective variety in Pn and Uf = X\Z(f) an basic open subset of X for
a homogeneous polynomial f of degree d in C[x0, · · · , xn] which does not
vanish identically on X. Then the set of all regular functions on Uf is exactly

S(X)(f) =
{ g
fn

∣∣∣ g ∈ S(X)dn} ,
and which gives us what is the set of regular functions on any affine open
subset of X [Har77, Chapter I, Theorem 3.4]. In fact, the set of regular func-
tions on an affine variety is exactly the set of polynomial functions on X
[Har77, Chapter I, Theorem 3.2]. Hence, a morphism between affine vari-
eties can be considered a map given by tuples of regular functions. How-
ever, this definition is not available on the projective case because the pos-
sible regular function on the whole projective variety X is only a constant
function. So, we have to define the morphism between projective varieties
locally.

Definition 2.2.8. Let X ⊂ Pn and Y ⊂ Pm be projective varieties. A map
φ : X −→ Y is said to be a morphism of projective varieties if for any p ∈
X, there exists a Zariski open neighborhood p ∈ U ⊆ X such that there
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are homogeneous polynomials f0, f1, · · · , fm in C[x0, x1, · · · , xn] of the same
degree such that the restriction φ|U can be written as

φ|U : U −→ Y

x = [x0 : · · · : xn] 7→ [f0(x) : f1(x) : · · · : fm(x)]

An isomorphism of projective varieties is a morphism with an inverse
morphism. Practically, the morphism of projective varieties is often given
by globally defined homogeneous polynomials, but it does not always.

Example 2.2.9. Let X be the zero locus of xz − y2 in P2. We define a
morphism φ : X −→ P1 by

φ([x : y : z]) =

{
[x : y] if x 6= 0
[y : z] if z 6= 0

If x = z = 0, then y = 0 as well, so this does not happen. It implies that
φ is well-defined. Note that there are no pair of homogeneous polynomials
(f0, f1) on P2 for which [f0 : f1] agrees with φ.

2.3 Dimension and degree

Let us consider the projective plane P2. There is no doubt that we would
say the dimension of P2 is 2. How to justify it rigorously? The idea to define
the dimension in algebraic geometry is the following: if X is an irreducible
variety, then any closed subvarieties of X other than X must have dimension
at least one smaller.

Definition 2.3.1. Let X be an irreducible Noetherian topological space. The
dimension of X is the maximum number n such that there is a chain

∅ ( X0 ( X1 ( · · · ( Xn = X

of irreducible closed subsets of X. If X is any Noetherian topological space,
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the dimension of X is defined to be the supremum of the dimensions of its
irreducible components.

As for the definition of irreducibility, the definition 2.3.1 gives us what
the dimension of an affine or a projective variety with the Zariski topology:
the dimension of a variety X is the largest number n such that there is a
chain ∅ ( X0 ( X1 ( · · · ( Xn = X of irreducible closed subvarieties of X.

An 1-dimensional variety is sometimes called a line and a 2-dimensional
a surface. An hypersurface in An or Pn is a variety of dimenion n − 1. In
particular, a hypersurface of degree one is called a hyperplane.

Although the definition 2.3.1 is plausible intuitively, it is not practical
to calculate the dimension of a given variety. For a projective variety X in
Pn, we introduce a polynomial given by X, so called the Hilbert polynomial,
which has much geometric information of the variety X such as the dimension
and the degree of X.

Definition 2.3.2. Let X ⊂ Pn be a projective variety and S(X) the homo-
geneous coordinate ring of X. The Hilbert function is defined by

HX(m) := dimS(X)d,

where S(X)d is the vector space of the degree d part of the homogeneous
coordinate ring S(X).

Proposition 2.3.3. [Har92, Proposition 13.2] If we ignore some small values
of m, the Hilbert function HX(m) agrees with a polynomial in Z[m], denoted
by hX(m). Moreover, the degree of the Hilbert polynomial of X is equal to the
dimension of X.

The polynomial hX(m) is called the Hilbert polynomial of X. Now, we
give some examples in order to elucidate which information is induced from
the polynomial.

Let X be a projective variety in X = Pn. Let H = Z(L) be a hyperplane
given by a linear polynomial L in which there are no irreducible components
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of X. Let us consider the following exact sequence:

0→ S/I(X)→ S/I(X)→ S/ ((L) + I(X))→ 0,

where S = C[x0, · · · , xn] and the first nontrivial map is the multiplication by
L. It is easily checked that the first nontrivial map is injective because no
irreducible components of X are contained in H. For sufficiently large m, we
can obtain the sequence of vector spaces

0→ (S/I(X))m−1 → (S/I(X))m → (S/ ((L) + I(X)))m → 0.

If we calculate the degree of each terms of the exact sequence above, we get

hX∩H(m) = hX(m) − hX(m− 1). (2.4)

We observe the following:

• If the degree of the polynomial hX(m) is d, then the degree of hX∩H(m)

is d− 1.

• Since hP0(m) = dimC[x]m = 1 for every m, the degree of the Hilbert
polynomial of a point is 0.

From these observations, the following theorem is reasonable.

Theorem 2.3.4. [Har92, Proposition 13.2] Let X be a projective variety in
Pn. Then the degree of the Hilbert polynomial hX is the dimension of X.

Now, let us think how to define the degree of an r-dimensional projec-
tive variety X in Pn. Intuitively, the degree of X is given by the number of
intersection points of X and r general hyperplanes.

Example 2.3.5. Let X be the set of distinct d points p1, p2, · · · , pd in Pn.
We consider the following linear map.

φ : C[x0, · · · , xn]m −→ Cd

f 7→ (f(p1), f(p2), · · · , f(pd))
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Note that the kernel of φ is exactly I(X)m. If we show that φ is surjective
for sufficiently large m, then the dimension of (C[x0, · · · , xn]/I(X))m becomes
d, i.e. hX(m) = d. Let Li be a linear polynomial vanishing at pi, but not
pj for every j 6= i. Let fj be the polynomial

∏
i 6=j Li of degree d − 1. Then

fj vanishes all the points pi for i 6= j, except pj. This means that when
m = d − 1, each point of Cd belongs to the image of a linear combination
of fj’s, i.e. φ is surjective. When m > d− 1, the same situation works if we
multiply fj by some Li’s for i 6= j. Therefore, the Hilbert function HX(m) = d

for m ≥ d− 1, so the Hilbert polynomial hX is d.

In order to investigate the higher dimensional case, we write the Hilbert
polynomial hX(m) as follows:

hX(m) =
ar

r!
mr +

ar−1

(r− 1)!
mr−1 +O(mr−2).

By the equation (2.4),

hX∩H(m) =
ar

(r− 1)!
mr−1 +O(mr−2).

Hence we observe the following.

• For a general hyperplane H in Pn, hX and hX∩H have the same number
ar which is the product of the leading coefficient of the Hilbert poly-
nomial and the factorial of the degree of the Hilbert polynomial.

• When X is a variety of distinct d points, hX(m) is a constant number
d by the example 2.3.5.

Keeping in mind these observations, we define the degree of X as follows.

Definition 2.3.6. Let X be an r-dimensional projective variety in Pn. Then
the degree of X is defined by r! times the leading coefficient of the Hilbert
polynomial hX(m), i.e.

degX := r! · ar,
where the Hilbert polynomial hX(m) = arm

r + ar−1m
r−1 + · · ·+ a0.
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Example 2.3.7. For a homogeneous polynomial f of degree d in C[x0, · · · , xn],
let X be the hypersurface Z(f) in Pn. Then its homogeneous coordinate ring
S(X) is the ring C[x0, · · · , xn]/(f). Let us consider the following exact se-
quence.

0→ C[x0, · · · , xn]→ C[x0, · · · , xn]→ C[x0, · · · , xn]/(f)→ 0,

where the first nontrivial map is the multiplication by f. For an integer m
with m > d, we get the following.

hX(m) = hPn(m) − hPn(m− d)

=

(
n+m

n

)
−

(
n+m− d

n

)
=

d

(n− 1)!
mn−1 +O(mn−2)

Hence, the hypersurface has the dimension n− 1 and the degree d.

Theorem 2.3.8 (Bezout’s theorem). Let f and g be homogeneous polynomi-
als of degree d and e in C[x0, x1, x2] respectively. Let C = Z(f) and D = Z(g)

be the two curves defined by f and g in the projective plane P2. If the curves
C and D have no common irreducible components, then the number of inter-
section points of C and D is de counting with multiplicities.

Proof. Let us consider the following exact sequence:

0→ C[x0, x1, x2]/(f)→ C[x0, x1, x2]/(f)→ C[x0, x1, x2]/(f, g)→ 0, (2.5)

where the first nontrivial map is given by multiplication by g. Since f and g
have no common factors, the first nontrivial map is injective. We note that
the Hilbert polynomial of the curve C is hC(m) = dm + α for some α ∈ Z
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by Example 2.3.7. From the sequence (2.5), we obtain the following.

hC∩D(m) = hC(m) − hC(m− e)

= (dm+ α) − (d(m− e) + α)

= de.

Hence, C∩D is zero-dimensional and the number of points in C∩D counting
with multiplicities is exactly de.

Before closing this section, we introduce another method to calculate the
degree of a variety or the number of points of the intersection of varieties.
It is based on algebraic topology and differential topology, so we assume the
base field is not the field of complex numbers C, but the field of real numbers
R. See [Hat02, GH11] for more details.

Let X be a closed oriented smooth manifold of real dimension n. Let
Y and Z be oriented smooth submanifolds of dimension n − k and n − `

respectively. Assume that they intersect transversely, i.e. for every point P in
Y∩Z, the map of tangent spaces TPY⊕TPZ −→ TPX induced by the inclusions
TPY ↪→ TPX and TPZ ↪→ TPX is surjective. Then Y ∩ Z is a submanifold of
dimension n− k− ` and the following exact sequence satisfies:

0→ TP(Y ∩ Z)→ TPY ⊕ TPZ→ TPX→ 0.

We note that this sequence determines an orientation of Y ∩ Z: We take
v1, v2, · · · , vn−k−` as the oriented basis for the tangent space Tp(Y∩Z) satisfies
the following.

(i) there exist u1, u2, · · · , uk in TpY such that u1, · · · , uk, v1, · · · , vn−k−` is
a basis for TpY.

(ii) there exist w1, w2, · · · , w` in TpZ such that v1, · · · , vn−k−`, w1, · · · , w`
is a basis for TpZ.

(iii) the basis u1, · · · , uk, v1, · · · , vn−k−`, w1, · · · , w` for TpX is positively ori-
ented.
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Then we can give the orientation v1, v2, · · · , vn−k−` to the intersection Y ∩Z.
The intersection Y ∩Z with the orientation is called the intersection cycle of
Y and Z of dimension n− k− `.

For given two submanifolds Y and Z of X defined as above, let us consider
the corresponding homology classes [Y] ∈ Hn−k(X,Z) and [Z] ∈ Hn−`(X,Z).
Their intersection cycle defines a homology class [Y ∩Z] ∈ Hn−k−`(X,Z). By
the Poincaré duality theorem, the three classes can be considered as the co-
homology classes [Y] ∈ Hk(X,Z), [Z] ∈ H`(X,Z) and [Y ∩ Z] ∈ Hk+`(X,Z).
Moreover, It is well known that cup product of two cohomology classes is
Poincare dual to intersection of two corresponding cycles by the Poincaré
duality, i.e.

[Y] ∪ [Z] = [Y ∩ Z] ∈ Hk+`(X,Z). (2.6)

If we define the multiplication on
⊕

i≥0H
i(X,Z) as cup product, then

H∗(X,Z) :=
⊕

i≥0H
i(X,Z) with the multiplication has a natural graded ring

structure, so it is called the cohomology ring of X. For two classes α and β
in H∗(X,Z), we may write α · β for α ∪ β for brevity. We give an example
of the cohomology ring of the complex projective space.

Example 2.3.9. Since the complex projective space CPn has a cell decom-
position

CPn = Cn ∪ Cn−1 ∪ · · · ∪ C0,

the cohomology Hi(CPn,Z) is given by

Hi(CPn,Z) =

{
Z if i = 0, 2, · · · , 2n,
0 otherwise.

Let αi be a generator of H2i(CPn,Z), which is Poincaré dual to a general
complex projective subspace CPn−i of CPn. By the property (2.6), we can
check that

αi ∪ αj =
{
αi+j if i+ j ≤ n,
0 otherwise.
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Therefore, the cohomology ring H∗(CPn, ZZ) is isomorphic to the ring

Z[α]/〈αn+1〉.

In particular, we consider the case that X is connected and k + ` = n,
i.e. [Y∩Z] ∈ H0(X,Z) ∼= Z. Then Y∩Z is the set of finite points, each point
has positive or negative orientation. For a point P ∈ Y∩Z, we define by the
intersection index

iP(Y, Z) :=

{
+1, if P has a positive orientation,

−1, if P has a positive orientation.

Then the number [Y ∩ Z] ∈ Z is nothing but the sum of intersection indices
taken over all points in Y ∩ Z, which is called the intersection number. We
note that the intersection number may be different from the actual number
of intersection points because they are same only when all the intersection
indices are +1. For instance, let X be a compact connected complex mani-
fold and Y and Z be compact complex submanifolds of X such that they in-
tersect transversely and the sum of codimensions of Y and Z is exactly the
dimension of X. Then Y ∩ Z defines a zero cycle in H0(X,Z) ∼= Z and all
the intersection points has positive orientation, so the intersection number
the number [Y ∩ Z] ∈ Z is exactly the actual number of intersection points.
However, we can not expect the same fortune for the general case.

2.4 Smooth varieties

For an irreducible polynomial f in C[x1, · · · , xn], let us consider a hyper-
surface Z(f) in the affine space An. We choose a point P = (a1, · · · , an) in
X. Then we have known that the tangent space of X at P is given by the
equation

n∑
i=1

∂f

∂xi
(P)(xi − ai) = 0
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from the freshman calculus course. This is exactly the linear part of f, de-
noted by f(1)P , when we expand f at the point P by the Taylor expansion.
Keeping in mind this, we define the tangent space of an affine variety.

Definition 2.4.1. Let X be an affine variety in An and P = (a1, · · · , an) a
point in X. Then the tangent space of X at the point P is defined by the
intersection of all the tangent spaces of Z(f) at P for all f ∈ I(X), i.e.

TPX :=
⋂
f∈I(X)

Z(f
(1)
P ) = Z(I(X)

(1)
P ),

where I(X)(1)P is the ideal generated by f(1)P for every f ∈ I(X).
As a matter of fact, the intersection in the definition above is the finite

intersection of tangent spaces of Z(f) for some f ∈ I(X): If the ideal I(X)
is generated by some polynomials f1, · · · , fs in C[x1, · · · , xn], then we can
easily check that the tangent space TPX is noting but

s⋂
j=1

Z((fj)
(1)
P ).

Now, we introduce another kind of notion giving us a more refined pic-
ture of the local geometry of X. Let f be a polynomial in C[x1, · · · , xn]. By
the Taylor expansion of f at a point P, we can write

f =
∑
d≥0

f
(d)
P ,

where f(d)P is the degree d part of the Taylor expansion of f at P. we define
by init(f) = f(d)P , called the initial polynomial of f, where d is the smallest
number with nonzero f(d)P .

Definition 2.4.2. Let X ⊂ An be an affine variety and P = (a1, · · · , an) a
point in X. Then the tangent cone of X at the point P is defined by

CPX :=
⋂
f∈I(X)

Z (init(f)) = Z(I(X)init),
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where I(X)init is the ideal generated by the initial ideals of f ∈ I(X).
In the same way as in a tangent space, the tangent cone is actually the

finite intersection of the form Z (init(f)) for f ∈ I(X): If the ideal I(X) is
generated by some polynomials f1, · · · , fs in C[x1, · · · , xn], then the tangent
cone CPX is

s⋂
j=1

Z(init(fj)).

Definition 2.4.3. Let P be a point in an affine variety X ⊂ An. X is called
smooth at the point P if TPX = CPX. Otherwise, it is called singular at P.

Now, let us consider the projective case. Since smoothness is a local prop-
erty, it is reasonable that we define the notions above affine locally.

Definition 2.4.4. Let X be a projective variety in Pn. For a point P ∈ X,
we choose an affine open subset U of X containing the point P. Then X is
smooth at the point P if the affine variety U is smooth at P. The tangent
space TPX and the tangent cone CpX at the point P ∈ X are defined by TPU
and CPU respectively.

Practically, it is useful to choose an affine chart Ui = {xi 6= 0} of Pn

containing the point P when we take an affine open subset of X. Then X∩Ui
can be considered as an affine variety in Ui ∼= An, so we can apply the
definition above more precisely. A variety X is called a smooth variety if it
is smooth at every point P ∈ X. Otherwise, it is called a singular variety.

In fact, the definitions above of smoothness, a tangent space and a tan-
gent cone never look intrinsic; it depends on the choice of polynomials of
I(X) and the choice of an affine neighborhood for the projective case. How-
ever, those notions of a variety are evidently intrinsic and we can define them
intrinsically as well. However, the definitions above are enough for practical
purposes. See [Har77, Chapter I, Section 5] for more details.

Example 2.4.5. Let f(x, y) = y2 − x2 − x3 be a polynomial in C[x, y]. Let
X be a curve defined by f, i.e. X = Z(y2 − x2 − x3) ⊂ A2. Since

∂f

∂x
(P) = 0,

∂f

∂y
(P) = 0
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Figure 2.1: Nodal curve: y2 = x2 + x3

for the origin P = (0, 0), the tangent space at P is

TPX =

{
(x, y) ∈ C2

∣∣∣ ∂f
∂x

(P)x+
∂f

∂y
(P)y = 0

}
= C2.

On the other hand, the initial polynomial of f is y2 − x2, so the tangent
cone of X is

CPX = Z(y2 − x2).

The tangent cone is the union of two lines {y = x} and {y = −x}. See Figure
2.1. The origin is a singular point of the curve X because the tangent space
and the tangent cone does not coincide.

We note that for every polynomial f vanishing at the point P, its linear
part f(1)P is the initial polynomial of f whenever it is not zero. Hence I(X)(1)P
is contained in I(X)init, so

CPX = Z(I(X)init) ⊂ Z(I(X)
(1)
P ) = TPX.

Moreover, it is well-known that the projectivized the tangent cone P(CPX)
of X at P is nothing but the exceptional divisor of the blow-up BlPX of X at
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P [Har92, Lecture 20]. This fact implies that the dimension of the tangent
cone CPX is exactly same as that of X itself when X is irreducible. Hence,
we obtain

dimX = dimCPX ≤ dim TPX.

Therefore, a point P in an irreducible variety X is singular if and only if
dim TpX > dimX by Definition 2.4.3. In practice, it is, however, cumbersome
to calculate the tangent space and the tangent cone of X whenever we check
smoothness of the variety X. The following criterion gives us a more efficient
way to determine smoothness.

Theorem 2.4.6 (Jacobi criterion). Let X be an irreducible affine variety in
An. The ideal I(X) is generated by some polynomials f1, · · · , fs in C[x1, · · · , xn].
The variety X is smooth at a point P ∈ X if and only if the rank of the Ja-
cobian matrix 

∂f1
∂x1

(P) · · · ∂f1
∂xn

(P)
... . . . ...

∂fs
∂x1

(P) · · · ∂fs
∂xn

(P)


is n− dimX.

Proof. X is smooth at a point P if and only if dim TPX = dimX. Since the
tangent space TPX is

⋂s
j=1 Z((fj)

(1)
P ) and fj)

(1)
P =

∑n
i=1

∂fj
∂xi

(P)(xi − ai), the
Jacobian matrix has rank n − dimX is equivalent that codimension of the
tangent space TPX is n− dimX, i.e. dim TPX = dimX.

We note that the Jacobian matrix
(
∂fi
∂xj

(P)
)

at P has rank less than n−

dimX if and only if the point P is a singular point of X. The condition that
the rank of the Jacobian matrix is less than n− dimX is the Zariski closed
condition because it is equivalent to the condition that all the (n−dimX)×
(n− dimX) minors are zero. So, we can obtain the following.

Theorem 2.4.7. Let X be a variety. Then the set of singular points of X is
a proper closed subset of X.

Before closing this section, we introduce another kind of tangent spaces.
Let X be a projective variety in Pn and P a point in X. Let us consider the
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affine cone X̂ ⊂ An+1 over X and choose a point P̂ over P, i.e. P̂ ∈ π−1(P),
where π : X̂ − {0} −→ X is the canonical projection map. We note that the
tangent space TP̂X̂ of X̂ at P̂ is a subspace of An+1 passing through the origin
and P̂, so the tangent space is invariant under the choice of the point P̂ in
π−1(P). So, we can define by T̂PX the projectivization of the tangent space
TP̂X̂, i.e. P(TP̂X̂). This is called the embedded tangent space of X at the
point P.

2.5 Grassmann varieties

Let V be a complex vector space of dimension n. Let Gr(k, V) denotes
the set of all subspaces of codimension k. For a subspace W of V of codi-
mension k, we denote by [W] in Gr(k, V) the element represented by W.
Let us take a basis w1, w2, · · · , wn−k of W. Then we define a map

φ : Gr(k, V) −→ P(
n−k∧
V).

[W] 7→ [w1 ∧ · · ·∧wn−k]

Then this is well-defined: If we choose another basis w′1, w′2, · · · , w′n−k of W,
then w1∧ · · ·∧wn−k and w′1∧ · · ·∧w′n−k differ by nonzero constant, so they
represent the same point in the projective space P

(∧n−k
V
)
.

Moreover, the map φ is injective: It is enough to verify that any point
v = [w1 ∧ · · ·∧wn−k] in the image of φ, we can recover the subspace W of
V such that φ([W]) = v uniquely . We can check that the subspace W is
exactly determined as {w ∈ V | w∧v = 0}. Hence φ is injective. In fact, the
image of φ is a projective variety whose defining equations are given by the
so called the Plücker relations [GH11, Chapter 1, Section 5]. The morphism
φ is called the Plücker embedding.

We fix a basis for V , so V ∼= Cn. In this case, We write Gr(k, n) for
Gr(k, V). For a point [W] ∈ Gr(k, n), if we choose a basis w1, · · · , wn−k for
W, then we can make the (n−k)×n matrix, called a matrix representation
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of W, 
—— w1 ——
—— w2 ——

...
—— wn−k ——

 .
This matrix has full rank. Any (n − k) × n matrix of full rank represents
an element in Gr(k, n) and two such matrices represent the same point of
Gr(k, n) if and only if they differ by the left multiplication by a matrix in
GL(n− k).

Let I be a subset of {1, 2, · · · , n} with |I| = n−k. For an (n−k)×n matrix
M, the determinant of the submatrix MI, called I-th submatrix, of M select-
ing the columns whose indices belonging to I is called the I-th minor. Let
UI be the set of elements in Gr(k, n) whose matrix representations have the
property that I-th minor does not vanish. Since for any matrix representa-
tion of an element in Gr(k, n), it has full rank, so there is an (n−k)×(n−k)
submatrix whose determinant does not vanishes. Therefore, all the UI cover
the Grassmann variety.

Gr(k, n) =
⋃

I⊂{1,2,··· ,n}

|I|=n−k

UI.

For [W] ∈ UI, its matrix representation MW has an invertible (n−k)×(n−k)
submatrix MW

I . Then the I-th submatrix of (MW
I )

−1 ·MW is the identity
matrix. Moreover, this form is unique for each element in UI. Hence, it has
k(n−k) free variables. For instance, if I = {k+1, · · · , n}, then all the element
of UI have the unique matrix representation of the following form.

w1,1 · · · w1,k 1 0 · · · 0
w2,1 · · · w2,k 0 1 · · · 0
...

...
... . . . . . . ...

wn−k,1 · · · wn−k,k 0 · · · 0 1

 , (2.7)

This implies UI ∼= Ck(n−k). Since we can check that all the transitions from
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UI to UJ are holomorphic, UI ∼= Ck(n−k) form a chart of Gr(k, n), which
means that Gr(k, n) is a complex manifold of dimension k(n− k).

The Grassmann manifold has the so called universal bundle. Let Gr(k, n)×
Cn be the trivial vector bundle of rank n over Gr(k, n). We define the uni-
versal bundle U over Gr(k, n) to be the subbundle of the trivial bundle
Gr(k, n) × Cn whose fibers at each point [W] ∈ Gr(k, n) are exactly the
subspace W of Cn. Over a chart UI of Gr(k, n), the matrix representation
of the form (2.7) gives the frame of U . From this, we can check that this is
indeed the holomorphic subbundle of the trivial bundle Gr(k, n)× Cn.

2.6 Segre varieties

Let V and W be the two vector spaces of dimension m and n respec-
tively. Then the Segre variety is defined by the image of the following map

Seg : PV × PW −→ P(V ⊗W).

([x], [y]) 7→ [x⊗ y]

We choose and fix bases for V and W. Then vectors in V and W can be
written in terms of the coordinates, i.e. x = (x1, · · · , xm) and y = (y1, · · · , yn).
If we represent the coordinates of V ⊗W as (zi,j) for 1 ≤ i ≤ m, 1 ≤ j ≤ n,
then the vector x ⊗ y exactly corresponds to the coordinates (xiyj). Thus
the map Seg can be expressed in terms of the coordinates as follows:

Seg : Pm−1 × Pn−1 −→ Pmn−1.
([xi], [yj]) 7→ [xiyj]

Hence the map Seg is a morphism of projective varieties. Since (xiyj)(xkyl) =

(xiyl)(xkyj) for every 1 ≤ i, k ≤ m and 1 ≤ j, l ≤ n, the image of the Segre
embedding is contained in the zero locus of the homogeneous quadratic poly-
nomials

zi,jzk,l − zi,lzj,k (2.8)
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for 1 ≤ i, k ≤ m and 1 ≤ j, l ≤ n. Moreover, we can easily check that if the
quadratic polynomials in (2.8) vanish for all the zi,j, there are xi and yj such
that zi,j = xiyj. So, the image of Seg is exactly defined by the polynomials
in (2.8). Therefore, the image of Seg is indeed a projective variety, which
is called the Segre variety. In fact, φ is a closed embedding, i.e. it is an
isomorphism onto its image, so it is called the Segre embedding.

If we can think of the space P(V1 ⊗ V2) as the projectivization of the
vector space of dimV1 × dimV2 matrices, then the Segre variety Seg(PV1 ×
PV2) becomes the set of all rank one matrices.

In the same way, we can directly generalize the definition of the Segre
variety for more given vector spaces. Let V1, V2, · · · , Vr be vector spaces.
The Segre map is defined by

Seg : PV1 × PV2 × · · · × PVr −→ P(V1 ⊗ V2 ⊗ · · · ⊗ Vr).
([x1], [x2], · · · , [xr]) 7→ [x1 ⊗ x2 ⊗ · · · ⊗ xr]

As for the case of two vector spaces, the map Seg is an embedding as
well as a morphism of projective varieties. The image of Seg is called the
Segre variety. The Segre variety Seg(PV1 × · · · × PVr) is, in general, also
defined by the zero locus of some quadratic polynomials as for the case r = 2.
The Segre variety Seg(PV1 × · · · × PVr) is the set of all rank one tensors in
P(V1⊗ · · ·⊗Vr). From the quantum information point of view, it is nothing
but the set of pure separable states in P(V1 · · · ⊗ Vr).

A Segre variety has an explicit description of its tangent space. The fol-
lowing lemma inform us what the tangent space is.

Lemma 2.6.1. Let X be the Segre variety Seg(PV1 × · · · × PVr) and [v] =

[v1 ⊗ · · · ⊗ vr] a point of the variety. Then the embedded tangent space T[v]X
is

P(V1 ⊗ v2 ⊗ · · · ⊗ vr + v1 ⊗ V2 ⊗ · · · ⊗ vr + · · ·+ v1 ⊗ v2 ⊗ · · · ⊗ Vr)

Proof. Let v(t) = v1(t)⊗ · · · ⊗ vr(t) be a smooth curve in the cone X̂ over
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X with v(0) = v. By Leibniz’s rule,

v′(0) = v′1(0)⊗ v2 ⊗ · · · ⊗ vr + v1 ⊗ v′2(0) · · · ⊗ vr + · · ·+ v1 ⊗ · · · ⊗ v′r(0).

Since v′i(0) can be chosen any, the set of all tangent vectors is

TvX̂ = V1 ⊗ v2 ⊗ · · · ⊗ vr + v1 ⊗ V2 ⊗ · · · ⊗ vr + · · ·+ v1 ⊗ v2 ⊗ · · · ⊗ Vr.

By projectivization, this proves the lemma.

Now, let us calculate the degree of a Segre variety. Let X = Seg(Pm ×
Pn) be the Segre variety in Pmn−1. By definition 2.3.6, the degree of X is
determined by the leading coefficient of the Hilbert polynomial of X. We
note that the restriction of a polynomial of degree d in Pmn−1 to the Segre
variety X is a bihomogeneous polynomial of degree (d, d) on Pm × Pn. So,

hX(d) = hPm(d) · hPn(d)

=

(
d+m

m

)
·
(
d+ n

n

)
=

(
1

m!
dm +O(dm−1)

)(
1

n!
dn +O(dn−1)

)
=

(m+ n)!

m!n!
· 1

(m+ n)!
dm+n +O(dm+n−1).

Hence, the degree of the Segre variety Seg(Pm × Pn) is

(m+ n)!

m!n!
.

More generally, the Hilbert polynomial of the Segre variety X = Seg(Pn1 ×
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· · · × Pnr) is

hX(d) =

r∏
i=1

hPni (d)

=

r∏
i=1

(
d+ ni
ni

)

=

r∏
i=1

(
1

(ni)!
dni +O(dni−1)

)
=

(
∑r

i=1 ni)!∏r
i=1(ni)!

· 1

(
∑r

i=1 ni)!
d
∑r

i=1 ni +O(d
∑r

i=1 ni−1)

in the same way as in the case of two projective spaces. Therefore, the de-
gree of the Segre variety X = Seg(Pn1 × · · · × Pnr) is

(
∑r

i=1 ni)!∏r
i=1(ni)!

.

Before closing this section, we describe the cohomology ring of the prod-
uct of projective spaces. By Example 2.3.9, the cohomology ring of the com-
plex projective space Pm−1 is given by

H∗(Pm−1, ZZ) = Z[α]/〈αm〉.

By Künneth formula in algebraic topolgy [Hat02, Theorem 3.16], the co-
homology ring of Pm−1×Pn−1 is the tensor product of the cohomology rings
of Pm−1 and Pn−1. Hence,

H∗(Pm−1 × Pn−1,Z) ∼= Z[α,β]/〈αm, βn〉.

Inductively, we can obtain the cohomology ring of Pd1−1 × · · · × Pdn−1 as
follows:

H∗(Pd1−1 × · · · × Pdn−1,Z) ∼= Z[α1, · · · , αn]/〈αd11 , · · · , αdnn 〉.
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2.7 Join varieties, secant varieties and tangential
varieties

Let X and Y be projective varieties in Pn. For distinct two points x and
y in Pn, we denote by P1xy the line in Pn passing through x and y.

Definition 2.7.1. The join variety J(X, Y) of X and Y to be the Zariski clo-
sure of the union of lines P1xy for every x ∈ X, y ∈ Y, i.e.

J(X, Y) :=
⋃

x∈X, y∈Y, x 6=y

P1xy

Indeed, this is a variety: Let ∆Y be a variety defined by

∆Y := (X× Y) ∩ ∆X,

where ∆X is the diagonal in X× X. We define J ◦X,Y by

J ◦X,Y := {(x, y, z) ∈ (X× Y)\∆Y × Pn | z ∈ P1xy}

and JX,Y is its Zariski closure in X×Y×Pn, then JX,Y is an incidence variety.
When we consider the natural projections

JX,Y
p

zz

q

""

X× Y Pn

(2.9)

it is easily checked that J(X, Y) = q(JX,Y), so we can define J(X, Y) by q(JX,Y)
as a variety.

In particular, if X = Y, the join variety J (X,X) is called a secant variety
of X, denoted by σ(X). More generally, we can define the join of k varieties
inductively by the argument above.

Definition 2.7.2. Let X1, X2, · · · , Xk be projective varieties in Pn. We define
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by the join variety of X1, X2, · · · , Xk

J(X1, X2, · · · , Xk) := J(X1, J(X2, · · · , Xk))

by induction. In particular, if X1 = · · · = Xk, the join variety J(X, · · · , X) of
k copies of X is called a k-secant variety, denoted by σk(X).

We note that

J(X1, · · · , Xk) =
⋃

xi∈Xi
xi are linearly independent

Px1,··· ,xk , (2.10)

where Px1,··· ,xk is the (k−1)-dimensional projective space spanned by x1, · · · , xk.
Now, we introduce the notions of a rank or a border rank of a tensor.

Those are deeply in connection with join varieties and secant varieties.

Definition 2.7.3. Let V1, V2, · · · , Vr be vector spaces and t an element of
the tensor product V1⊗V2⊗· · ·⊗Vr. We defined the rank of t is the minimum
number s such that t can be written as

t =
s∑
k=1

v
(k)
1 ⊗ v

(k)
2 ⊗ · · · ⊗ v(k)

r ,

where the vectors v
(k)
i are elements of Vi for each 1 ≤ i ≤ r. We denote by

Rk(t) the rank of the tensor t.

Let X be the Segre variety Seg(Pn1 × · · · × Pnr). We have known that
it is the projectivization of the set of all rank one tensors in Cn1+1 ⊗ · · · ⊗
Cnr+1. By the description of the join variety in (2.10), the k-secant variety
σk(X) is exactly the closure of the projectivization of the set of all tensors
in Cn1+1 ⊗ · · · ⊗ Cnr+1 whose ranks are less than or equal to k, i.e.

σk(Seg(Pn1 × · · · × Pnr)) = P
({

t ∈ ⊗ri=1Cni+1
∣∣ Rk(t) ≤ k}).

We first consider the case r = 2. Let V = Cm⊗Cn be the tensor product
of finite dimensional vector spaces and t an element of V . As we think of
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the tensor t as an element of the set of all m×n matrices Mm,n
∼= Cm⊗Cn,

we consider the usual rank of t, denoted by rk(t). Suppose rk(t) = `. Then
there are invertible matrices A ∈ GL(m) and B ∈ GL(n) such that

t = A


I` O

O O

B.

Therefore, t can be written as the sum of ` rank one matrices, i.e. t is the
sum of ` rank one tensors as an element of Cm ⊗Cn, so Rk(t) ≤ rk(t). On
the other hand, it is clear that Rk(t) ≥ rk(t). If not, t can be expressed
as the sum of less than rk(t) rank one tensors, then its rank as a m × n
matrix never amount to rk(t). This is contradiction. As a result, the rank
of tensors and that of a matrices are the same in the case r = 2. In this
sense, the rank of a tensor can be regarded as a generalization of the rank
of matrices.

In the case above, we note that the projectivization of the set of the
m×n matrices whose ranks are less than or equal to k is a closed subvariety
in P(Cm ⊗Cn) because it is exactly the zero locus of the polynomials given
by k×k minors. Hence the k-secant variety σk(Seg(Pm−1×Pn−1)) is nothing
but the projectivization of the set of the m × n matrices whose ranks are
less than or equal to k, i.e.

σk(Seg(Pm−1 × Pn−1)) = P ({t ∈ Cm ⊗ Cn | Rk(t) ≤ k}) .

We notice that we do not have to take the closure.
Now, we consider the case r = 3. It is natural that we wonder if taking

the closure is necessary in this case as well. Unlike the case r = 2, the pro-
jectivization of the set of the tensors in C` ⊗ Cm ⊗ Cn whose ranks are less
than or equal to k is not necessarily closed.
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Example 2.7.4. Let e1, e2 be a basis for C2. Then the tensor

tε =
(e1 + εe2)⊗ (e1 + εe2)⊗ (e1 + εe2) − e1 ⊗ e1 ⊗ e1

ε

in C2 ⊗ C2 ⊗ C2 has rank two for any ε 6= 0, but the limit

lim
ε→0 tε = e2 ⊗ e1 ⊗ e1 + e1 ⊗ e2 ⊗ e1 + e1 ⊗ e1 ⊗ e2

has rank three. In fact, the tensor tε is a point on the secant line joining
e1⊗e1⊗e1 and (e1+εe2)⊗ (e1+εe2)⊗ (e1+εe2) which are elements of the
Segre variety Seg(P1 × P1 × P1). Hence, it is clear that the limit limε→0 tε
belongs to a tangent line at the point e1 ⊗ e1 ⊗ e1.

Under these observations, we define the notion of a border rank.

Definition 2.7.5. A tensor t has border rank s if it is a limit of tensors of
rank s, but is not a limit of tensors of rank s′ for s′ < s. Rk(t) denotes the
border rank of t.

It is obvious that Rk(t) ≤ Rk(t). By the definition of a secant variety,
the k-secant variety of the Segre variety Seg(Pn1 × · · · × Pnr) is

σk(Seg(Pn1 × · · · × Pnr)) = P
({

t ∈ ⊗ri=1Cni+1 | Rk(t) ≤ k
})
.

In order to estimate the dimension of join varieties, we introduce a useful
theorem, known as the Terracini’s Lemma.

Theorem 2.7.6 (Terracini’s Lemma). [FOV99, Proposition 4.3.2] Let X and
Y be projective varieties in Pn. For points x ∈ X, y ∈ Y and z ∈ P1xy,

T̂zJ(X, Y) ⊇ T̂xX+ T̂yY.

Moreover, there is a nonempty dense open subset U of J(X, Y) such that the
equality holds for x ∈ X, y ∈ Y and z ∈ U ∩ P1xy.
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Example 2.7.7. Let X be the Segre variety Seg(P1×P1×P1). Let us calcu-
late the dimension of σ2(X) taking advantage of the Terracini’s lemma. We
write v = x1⊗y1⊗z1+x2⊗y2⊗z2 for a general point σ̂2(X). We may assume
that x1 and x2, y1 and y2, z1 and z2 are linearly independent respectively.
Then

T̂[v]σ2(X) =T̂[x1⊗y1⊗z1]X+ T̂[x2⊗y2⊗z2]X

=P(C2 ⊗ y1 ⊗ z1 + x1 ⊗ C2 ⊗ z1 + x1 ⊗ y1 ⊗ C2

+ C2 ⊗ y2 ⊗ z2 + x2 ⊗ C2 ⊗ z2 + x2 ⊗ y2 ⊗ C2).

In order to calculate the dimension of the last sum, we have to investigate
the intersections of some of them. For instance, the intersection of C2⊗y1⊗z1
and x1⊗C2⊗ z1 is the line spanned by x1⊗y1⊗ z1, so its dimension is one.
We can easily check that the intersections of two of the first three terms or
the last three terms are one-dimensional. The intersections of the first three
terms or the last three terms are also one-dimensional. Hence the dimension
of the last sum is 2 · 6− 1 · 6+ 1 · 2− 1 = 7. Since σ2(X) is contained in P7,
σ2(X) is the whole space P7.

Let us recall Example 2.7.4. We have seen that the limit limε→0 tε lies
on a tangent line at the point in the Segre variety. Keeping in mind this
example, we define a tangential variety as follows.

Definition 2.7.8. Let X ⊂ Pn be a projective variety and Y a subvariety of
X. We define by the variety of relative tangent stars of X with respect to
the subvariety Y

T(X, Y) := q ◦ p−1(∆Y)
in the diagram (2.9). In particular, we define τ(X) := T(X,X), which is called
the tangential variety of X.

The geometric meaning of T(X, Y) is clear from the diagram (2.9). it is
the union of the tangent lines which are given by the limits of the secant
lines P1xy as x ∈ X and y ∈ Y goes to a point in Y.

In general, the secant variety σ(X) has the expected dimension 2 dimX+1

because there are dimX degree of freedom for the choice of x ∈ X and 1
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degree of freedom for the choice of a point in P1xy. On the other hand, the
tangential variety τ(X) has the expected dimension 2 dimX because there
are dimX degree of freedom for the choice of x ∈ X, dimX − 1 degree of
freedom for the choice of the direction of the tangent line and 1 degree of
freedom for the choice of a point in the tangent line. Moreover, it is clear
that p−1(∆Y) ⊂ JX,Y in the diagram (2.9), the tangential variety τ(X) is
contained in the secant variety σ(X). The following theorem informs us that
if the secant variety has no expected dimension, then the secant variety and
the tangential variety coincide.

Theorem 2.7.9. (Zak’s Theorem on Tangencies)[Zak05, Theorem 1.4] Let
X be an r-dimensional projective variety in Pn. Then one of the following
holds.

(i) dimσ(X) = 2r+ 1 and dim τ(X) = 2r.

(ii) dimσ(X) = dim τ(X).

This result is one of the interesting applications of the Fulton-Hansen
Connectedness Theorem [FH79]. See [Laz04, Section 3.4] for more details.

2.8 Dual varieties and hyperdeterminants

Hyperdeterminant is a higher-dimensional generalization of the determi-
nant of a square matrix. Historically, there have been several definitions of
multidimensional determinant [Mui03]. The most natural one was defined
by Cayley [Cay45] in some special cases, Gelfand, Manin and Zelevinsky
[GKZ92] generalize and formalize his method by means of modern language.
In this section, we introduce the notion of dual varieties and that of hyper-
determinants in terms of dual varieties.

Let V be a finite dimensional vector space. We fix a basis for V and
denote by V∗ the dual space of V . Since an element of V∗ is a linear form,
P(V∗) can be regarded as the set of all hyperplanes in V . Let X be a projec-
tive variety in Pn. A hyperplane H is said to be tangent to X if it contains
the tangent space to X at a smooth point of X.
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Definition 2.8.1. The dual variety X∨ in P(V∗) is defined by the Zariski
closure of the set of all the hyperplanes tangent to X, i.e.

X∨ := {H ∈ P(V∗) | T̂xX ⊂ H for a smooth point x ∈ X}

This is indeed a variety: The proof is similar to the case for the join
varieties. Let us consider the set

W◦ := {(x,H) ∈ Pn × (Pn)∗ | x is a smooth point of X, T̂xX ⊂ H}

and let W be the Zariski closure of W◦. This is called the incidence variety
corresponding to X. We consider the natural two projections:

W
p

{{

q

%%

X ⊂ Pn X∨ ⊂ (Pn)∗

(2.11)

It is clear that q(W) = X∨, so X∨ is a projective variety. Moreover, if X is
irreducible, so is X∨: Note that the restriction p

∣∣
W◦

makes W◦ a projective
bundle over the smooth locus Xsm of X. This implies if X is irreducible, so
are Xsm, W◦. The closure W of W◦ and q(W) = X∨ are also irreducible.

Let us first consider a simple example. Let C = Z(ax2 + by2 + cz2) be
a smooth conic curve in P2 for nonzero numbers a, b, c ∈ C. For a point
P = (x0, y0, z0) ∈ C, The tangent line of C at P is given by

TPC =
{
[x : y : z] ∈ P2 | (ax0, by0, cz0) · (x, y, z) = 0

}
.

Since a hyperplane containing T̂PC is unique and it is T̂PC itself, the dual
variety C∨ is

C∨ =
{
[ax : by : cz] ∈

(
P2
)∗

| ax2 + by2 + cz2 = 0
}

=

{
[X : Y : Z] ∈

(
P2
)∗ ∣∣∣X2

a
+
Y2

b
+
Z2

c
= 0

}
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Therefore, the dual variety C∨ is also a smooth curve in P2. Moreover, we
can easily check that (C∨)∨ is the same as the original curve C itself.

In general, there is no reason to preserve the degree and the dimension
of a variety under the dual operation. For instance, the dual of a point P is
the set of all hyperplanes containing the point P, so they form a hyperplane
in the dual projective space. Moreover, if C be a smooth curve of degree
d in P2, its dual curve has degree d(d − 1) in general [GH11, Chapter 2,
Section 4].

Example 2.8.2. Let X be the Segre variety Seg(Pn×Pn). Let [xi] and [yj]

be the coordinates of Pn for 1 ≤ i, j ≤ n. Then the Segre variety X has a
parametric representation [xiyj]. Let

H =

{
[zij] ∈ P(n+1)2−1

∣∣ L :=
∑

1≤i,j≤n

aijzij = 0

}

be the hyperplane in Pn determined by a linear form L. Then H is tangent to
X if and only if after restricting L to X, it has a multiple root as a polynomial
in xi and yj, i.e. there is a point P ∈ Pn × Pn such that

L
∣∣
X
(P) =

∂L
∣∣
X

∂x1
(P) = · · · =

∂L
∣∣
X

∂xn
(P) =

∂L
∣∣
X

∂y1
(P) = · · · =

∂L
∣∣
X

∂yn
(P) = 0,

where L
∣∣
X
=
∑
aijxiyj. This condition is equivalent that the determinant of

the (n + 1) × (n + 1) matrix A := (aij) vanishes, so the dual of the Segre
variety Seg(Pn × Pn) is the hypersurface defined by the determinant.

Now, we claim that the dual of the dual variety X∨ is X itself. Since
X∨ is the hypersurface, any hyperplane containing a tangent space to X∨ is
the tangent space itself, so the dual of the dual variety X∨ has a parametric
representation as follows:

(X∨)∨ =

{(
∂ det(A)

∂a11
:
∂ det(A)

∂a12
: · · · : ∂ det(A)

∂an+1,n+1

)
∈ P(n+1)2−1

}
.
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We can easily check that

∂ det(A)

∂ak`
= (−1)k+`Mk`,

where Mk` is the (i, j)-minor, which is the determinant of the submatrix of
A deleting the k-th row and the `-th column. Let us consider the adjoint
matrix adj(A) =

(
(−1)k+`Mk`

)
. By the standard argument of linear algebra,

we have known that
A · adj(A) = detA · I,

where I is the identity matrix. Since detA = 0, the range of adjA is con-
tained in the kernel of A, which has the dimension one. Hence, all the 2×2
minors of adjA should be zero, which is exactly the relations (2.8) defining
the Segre variety. This proves the claim.

All the examples above we can expect the dual of the dual variety X∨ is
the same as the variety X itself.

Theorem 2.8.3 (Biduality Theorem). [GKZ08, Theorem 1.1] Let X be an
irreducible projective variety in Pn. Then the dual of the dual variety X∨ is
exactly the variety X itself, i.e.

X∨∨ = X.

Moreover, if X is smooth at P and X∨ is smooth at H, the condition TPX ⊂
H is equivalent to the condition THX∨ ⊂ P, considered as the hyperplane in
P(V∗)

From Example 2.8.2, we see that the dual of a Segre variety has an inter-
esting connection with the determinant. The determinant of (n+1)×(n+1)
matrix is nothing but the defining equation of the dual variety Seg(Pn ×
Pn)∨. The following theorem tells us the condition for which the dual of the
Segre variety is a hypersurface.

Theorem 2.8.4. [GKZ08, Chapter 14, Theorem 1.3] Let X be the Segre va-
riety Seg (Pn1 × · · · × Pnr). Then the dual variety X∨ is a hypersurface if and
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only if
ni ≤

∑
j6=i

nj

for every i = 1, · · · , r.
For the case r = 2, the dual variety Seg(Pm × Pn)∨ is a hypersurface if

and only if m = n. This is why we define the determinant of a matrix only
when the matrix is a square one.

Keeping in mind these observations, we define the determinant of a higher
dimensional matrix. Let n1, n2, · · · , nr be positive integers. Let ai1,i2,··· ,ir be
complex numbers for 0 ≤ ij ≤ nj. Then A = (ai1,i2,··· ,ir) is called an r-
dimensional matrix of format (n1 + 1)× (n2 + 1)× · · · × (nr + 1) over C.

Definition 2.8.5. Let A = (ai1,i2,··· ,ir) be an r-dimensional matrix of format
(n1 + 1)× (n2 + 1)× · · · × (nr + 1) over C. Suppose that

ni ≤
∑
j6=i

nj

for every i = 1, · · · , r. Then we define by the hyperdeterminant of A, de-
noted Det(A), the defining equation of the dual variety of Seg(Pn1 × · · · ×
Pnr).

Since there is no canonical isomorphism between a vector space and its
dual space, the above definition of the hyperdeterminant of a matrix seems
to depend on the choice of the basis of the dual variety. However, it does
not matter since the hyperdeterminant is invariant under the action of the
group SL(n1 + 1)× · · · × SL(nr + 1) [GKZ08, Chapter 14, Proposition 1.4].

Although there are many ways known to calculate the hyperdeterminant
of a matrix, it is in general hard to write down the form explicitly. For in-
stance, the hyperdeterminant of a matrix of format 2× 2× 2× 2 is a poly-
nomial of degree 24 which has 2894276 terms [HSYY08]! In this section, we
only introduce a method by Schläfli, which is a classical method to calculate
the hyperdeterminant simply for some special cases.

Let A be a matrix of format `×m×n. Then it can be considered as a
m×n matrix whose entries are elements in C`. If we change a basis for C`
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into variables x = (x1, · · · , x`), we can make the m× n matrix Ã(x) whose
entries are linear forms in x.

Theorem 2.8.6. [Ott13, Proposition 5.2] Let A be a matrix of format m×
n×n. Then the hyperdeterminant of A divides the discriminant of det Ã(x).
In particular, they are same for the case m = 2 or 3.

Making use of this theorem, we can calculate the case 2×2×2 explicitly.

Example 2.8.7 (2×2×2 case). Let A = (aijk) be a matrix of format 2×2×2.
Then the matrix Ã(x) is(

a000x0 + a100x1 a001x0 + a101x1
a010x0 + a110x1 a011x0 + a111x1

)
By Theorem 2.8.6, the discriminant of the determinant of the matrix above
is the hyperdeterminant of A. The determinant of Ã(x) is

Ã(x) =(a000a011 − a001a010)x
2
0 + (a000a111 + a100a011 − a001a110 − a101a010)x0x1

+ (a100a111 − a101a110)x
2
1,

so its discriminant is

(a000a111 + a100a011 − a001a110 − a101a010)
2

−4(a000a011 − a001a010)(a100a111 − a101a110)

This is the hyperdeterminant of A.

2.9 Newton polytopes and Bernstein’s theorem

A Newton polytope is a combinatorial object given by a polynomial. This
notion plays a key role connecting between algebraic properties of polyno-
mials and combinatorial ones. One of the interesting results is the so called
Bernstein’s theorem (Theorem 2.9.6), which describes the number of com-
mon roots of some polynomials in terms of the mixed volume of the New-
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ton polytopes defined by the polynomials. We introduce related notions and
theorems.

A polytope P is defined by the convex hull of a finite set A ⊂ Rn. In par-
ticular, it is called a lattice polytope if A ⊂ Zn. Let P and Q be polytopes
in Rn and λ a nonnegative real number. We define their sum and scalar
multiple as follows:

(i) P +Q = { p + q ∈ Rn | p ∈ P, q ∈ Q }, where p + q is the usual sum
of vectors in Rn,

(ii) λP = { λp ∈ Rn | p ∈ P } , where λp is the usual scalaar multiplication
in Rn.

Sometimes the sum of polytopes P+Q is called the Minkowski sum of P and
Q. We can directly generalize the definition of Minkowski sum and scalar
multiple to the case for several polytopes.

Definition 2.9.1. Let P be a polytope in Rn. We define by the n-dimensional
volume Voln(P) of P the usual Euclidean volume, i.e.,

Voln(P) :=

∫
P

dx1 · · ·dxn.

This definition of volume is exactly the same as what we have known usu-
ally. However, we notice that if the polytope is contained in a real subspace
Rn−1 of Rn, then Voln(P) is always zero. For instance, the 3-dimensional vol-
ume of a polygon, which is a two-dimensional polytope, is clearly zero.

For a polytope P in Rn, let us consider the volume Voln(λP) as a func-
tion in λ. Since the volume of λP is exactly the product of λn and Voln(P),
Voln(λP) is the degree n monomial function in λ with the coefficient Voln(P).
How about the volume Voln(λP+µQ) for two polytopes P and Q? The fol-
lowing theorem says that it is a homogeneous polynomial of degree n in λ
and µ.

Theorem 2.9.2. [CLO05, Chapter 7, Proposition 4.9] Let P1, P2, · · · , Pr be
polytopes in Rn. If we think of an n-dimensional volume Voln(λ1P1 + · · · +
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λrPr) as a function in variables λi, then the volume Voln(λ1P1 + · · · + λrPr)
is indeed a homogeneous polynomial of degree n in the variables λi.

For example, let us consider the volume Vol2(λP + µQ). By Theorem
2.9.2, it is a homogeneous polynomial Aλ2+Bλµ+Cµ2 for some numbers A,B
and C. When µ = 0, we get A = Vol2(P). In the same way, we obtain B =

Vol2(Q). What is the coefficient of λµ? We define it as the mixed volume
of P and Q.

Definition 2.9.3. Let P1, P2, · · · , Pn be polytopes in Rn. We define by the
n-dimensional mixed volume MVn(P1, · · · , Pn) of the polytopes P1, · · · , Pn
the coefficient of the monomial

∏n
i=1 λi in the homogeneous polynomial func-

tion Voln(λ1P1 + · · ·+ λnPn) in λi.

Let us continue investigating the example of Vol2(λP+µQ) above. When
λ = µ, Vol2(λP + µQ) turns into Vol2(P + Q)λ2. On the other hand, the
homogeneous polynomial Aλ2 + Bλµ+ Cµ2 becomes (A+ B+ C)λ2. Hence,
the coefficient B of λµ is

MV2(P,Q) = Vol2(P +Q) −A− B = Vol2(P +Q) − Vol2(P) − Vol2(Q).

This inclusion-exclusion like property also holds for higher dimensional cases.

Proposition 2.9.4. [Ful93, Section 5.4]

MVn(P1, P2, · · · , Pn) =
n∑
k=1

(−1)n−k
∑

I⊂{1,··· ,n}
|I|=k

Voln

(∑
i∈I

Pi

)

We notice that mixed volumes are always non-negative and monotone
increasing with respect to inclusion, i.e.

MVn(P1, P2, · · · , Pn) ≥MVn(P′1, P′2, · · · , P′n) if Pi ⊃ P′i for all i.

Now, let us introduce the so called Newton polytope.

54



CHAPTER 2. CLASSICAL ALGEBRAIC GEOMETRY

Definition 2.9.5. Let f be a Laurent polynomial in C[x±11 , · · · , x±1n ]. The
Newton polytope New(f) of the polynomial f is defined by the convex hull
of the exponents of terms of f whose coefficients are not zero, i.e.

New(f) := Conv
({

a ∈ Zn
∣∣∣ f =∑ cax

a, ca 6= 0
})
.

Bernstein discovered a beautiful way to obtain algebraic information from
combinatorial geometric objects. The statement is the following.

Theorem 2.9.6 (Bernstein’s Theorem). [Ber75] Let f1, f2, · · · , fn be Laurent
polynomials in C[x±11 , · · · , x±1n ]. If they have finitely many common roots in
(C∗)n, then the number of common roots of f1, f2, · · · , fn in (C∗)n is less than
or equal to the mixed volume of the Newton polytopes of f1, f2, · · · , fn, i.e.

MVn(New(f1), New(f2), · · · , New(fn)).

In the theorem above, we notice that the number of common roots is
counted not in Cn, but (C∗)n. This is essentially because the mixed vol-
ume is invariant under the translation of polytopes. A translation of New-
ton polytopes New(fi) correspond to a multiplication fi by a monomial. If
the polynomials fi are multiplied by the same monomial, they have common
roots in the origin, but their mixed volume does not change.

However, we sometimes would like to know how many common roots in
Cn exist for some given polynomials. Li and Wang modified the Bernstein’s
results to the case allowing the entries of common roots to be zero.

Theorem 2.9.7. [LW96] If polynomials f1, f2, · · · , fn in C[x1, x2, · · · , xn] have
finitely many common roots in Cn, then the number of common roots in Cn

is less than or equal to

MVn(Conv(New(f1) ∪ {0}),Conv(New(f2) ∪ {0}), · · · ,Conv(New(fn) ∪ {0})),

where 0 is the origin.

We remark that Bernstein’s theorem and the result of Li and Wang are in
some sense a generalization of Bezout’s theorem: Let f and g be polynomials
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Figure 2.2: Newton polytopes of f and g

in C[x, y] of degree d and e respectively. Then the Newton polytopes of f
and g are

New(f) = Conv({(0, 0), (d, 0), (o, d)}),

New(g) = Conv({(0, 0), (e, 0), (o, e)}).

Since both New(f) and New(g) contains the origin, Conv(New(f) ∪ 0) =

New(f) and Conv(New(g) ∪ 0) = New(g). We can also readily check that
the Minkowski sum New(f) +New(g) is

Conv({(0, 0), (d+ e, 0), (o, d+ e)}).
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See Figure 2.2. Hence, the mixed volume of New(f) and New(g) is

MV2(New(f), New(g)) = Vol2(New(f) +New(g)) − Vol2(New(f)) − Vol2(New(g))

=
1

2
(d+ e)2 −

1

2
d2 −

1

2
e2

= de,

by Proposition 2.9.4. Therefore, the number of common roots of f and g in
C2 is less than or equal to de by Theorem 2.9.7.

2.10 Classical resultants

Resultant is a natural notion in elimination theory dealing with the prob-
lems of eliminating some variables from a system of polynomial equations.
As a toy example, we consider the following system of quadratic equations:

F(x) = ax2 + bx+ c = 0,

G(x) = dx2 + ex+ f = 0,

where a, b, c, d, e, f are numbers in C and a 6= 0, d 6= 0. By a direct calcu-
lation, we can get rid of the variable x, then we obtain

a2f2 + c2d2 + ace2 + b2df− abef− bcde− 2cafd = 0.

As we will see, this polynomial is called the resultant of F and G. We note
that the resultant of F and G vanishes if and only if F and G have a common
zero in C. Keeping in mind this example, let us consider the more general
cases.

Let F be a field. f =
∑m

i=0 aiz
i and g =

∑n
i=0 biz

i are polynomials in
the polynomial ring F[z] of degree m and n respectively. Suppose f and g
have a nontrivial common factor. Then it is easy to see that there are u
and v in F[z] such that the degree of u (resp. v) is less than n (resp. m)
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and uf+ vg = 0. It implies that the following linear map of F-vector spaces

F[z]n−1 × F[z]m−1 −→ F[z]m+n−1

(u, v) 7→ uf+ vg

is not surjective, where F[z]d denotes the set of all polynomials in z of degree
less than or equal to d. The matrix of this linear map with respect to the
monomial basis is

am am−1 · · · a0 0 · · · 0

0 am am−1 · · · a0 · · · 0
... . . . . . . ...
0 · · · 0 am am−1 · · · a0
bn bn−1 · · · b0 0 · · · 0

0 bn bn−1 · · · b0 · · · 0
... . . . . . . ...
0 · · · 0 bn bn−1 · · · b0


.

We call this the Sylvester matrix of f and g, denoted by Syl(f, g). Since
this matrix does not have full rank, its determinant should be zero. Con-
versely, if the determinant of the Sylvester matrix of f and g is zero, we can
easily to see that f and g have a common factor.

Definition 2.10.1. The resultant Res(f, g) of f and g is defined by the de-
terminant of the Sylvester matrix Syl(f, g).

We thus summarize as follows.

Theorem 2.10.2. Let f and g be polynomials in F[z]. Then f and g have a
nontrivial common factor if and only if the resultant Res(f, g) = 0.

We assume Res(f, g) 6= 0 and consider the equation uf + vg = 1, where
u =

∑n−1
i=0 ciz

i, v =
∑m−1

i=0 diz
i. This is equivalent to the system of linear

equations
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Syl(f, g) ·



c0
...

cn−1
d0
...

dm−1


=



0

0
...
...
0

1


.

By Cramer’s rule in linear algebra, we know that

ci =
Ci

Res(f, g)
and dj =

Dj

Res(f, g) ,

where both Ci and Dj are integer polynomials in the coefficients of f and g.
Substituting these into u and v, we obtain the following.

Theorem 2.10.3. There exist nonzero polynomials ũ and ṽ such that ũf +
ṽg = Res(f, g).

We note that all the ũ, ṽ, f and g in Theorem 2.10.3 are polynomials in
the variable z, but the resultant Res(f, g) is not, which depends only on the
coefficients of f and g. In this sense, the resultant can be thought of as an
outcome by eliminating the variable z in the polynomials f and g.

Now, let us consider the two variable case. Let P and Q be polynomials
in F[z,w] of degree m and n respectively. Then we can write

P(z,w) = a0(z)w
m + a1(z)w

m−1 + · · ·+ am(z),
Q(z,w) = b0(z)w

n + b1(z)w
n−1 + · · ·+ bn(z),

where ai(z) and bj(z) are polynomials in z of degree at most i and j respec-
tively. If we think of these polynomials as polynomials in w with coefficients
in the function field F(z), we can define the resultant Resw(P,Q) of P and
Q in the same way as in the one variable case. Since the coefficients of P
and Q are polynomials in z, so is the resultant Resw(P,Q). We obtain the
following by the same argument as in the one variable case.
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Theorem 2.10.4. Two polynomials P and Q in F[z,w] have a nontrivial
common factor if and only if the resultant Resw(P,Q) is identically zero.
Furthermore, there exist nonzero polynomials R and S in F[z,w] such that
RP + SQ = Resw(P,Q)

Note that all the P,Q, R and S in Theorem 2.10.4 are polynomials in z
and w, but Resw(P,Q) is a polynomial in only one variable z.

In fact, the notion of resultant can be far more generalized. For instance,
we can not only deal with the case where several polynomials with several
variables, but also the case where a sparse system of polynomials, i.e. a set
of polynomials whose monomial terms belongs to a given set of monomials.
See [GKZ08] for more details.

2.11 Permanents

Definition 2.11.1. Let Σ = [σi,j] be an n×n square matrix. The permanent
of the matrix Σ is defined by∑

λ∈Sn

σ1,λ(1)σ2,λ(2) · · ·σn,λ(n), (2.12)

where Sn denotes the set of all permutations of the set {1, 2, · · · , n}. We
denote the permanent of Σ by per(Σ).

Note that the definition of permanent is almost the same as that of de-
terminant. The only difference is that there are no signatures of permuta-
tions in the definition of permanent. Unlike determinant, however, perma-
nent does not even have the multiplicative property, i.e.

per(AB) 6= per(A) · per(B).

On the other hand, permanent has a useful formula for addition.

Proposition 2.11.2. [Min84, Chapter 2, Theorem 1.4] Let A and B be n×n
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square matrices. Then the following formula holds:

per(A+ B) =

n∑
i=0

∑
S,T∈[n]
|S|=|T |=i

per(A[S|T ])per(B(S|T)),

where A[S|T ] is the submatrix of A consisting of rows indexed by S and columns
indexed by T , and B(S|T) is the submatrix of B deleting rows indexed by S
and columns indexed by T . If |S| = |T | = 0 (respectively |S| = |T | = n), we set
per(A[S|T ]) = 1 (respectively per(B(S|T)) = 1).

The notion of permanent naturally arises from various combinatorial sit-
uations [GK87, DLMV88, McC04]. For instance, if an n× n square matrix
D is the matrix whose diagonal entries are 0 and whose other entries are 1,
then its permanent per(D) is nothing but the number of derangements, i.e.
permutations with no fixed points.

From the definition of permanent, we wonder if the permanent is closely
related to the determinant. The problem of expressing a permanent of a
matrix in terms of determinants of other matrices or more generally, the
problem comparing the complexity of permanent to that of determinant are
major problems in theoretical computer science. See the Agrawal’s ICM talk
[Agr06] and the references therein for more details.
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Chapter 3

Quantum Separability Problem

The fundamental question in the field of quantum entanglement is to de-
termine whether a given state is entangled or not, which is called the quan-
tum separability problem. For the case of pure states, it is easy to deter-
mine the separability. However, for the case of mixed states, the separabil-
ity problem of a quantum states is extremely hard to solve in general set-
ting, it is actually known to be an NP-hard problem even for the bipartite
case [Gur03, Gha10].

3.1 Separability for pure states

We recall that a pure state is, by definition, a vector in a Hilbert space.
A bipartite pure state |ψ〉 in a composite quantum system H1⊗H2 is called
separable if it can be written as a tensor product of two states, each of which
belongs to the Hilbert space of the corresponding subsystems, i.e.

|ψ〉 = |ψ1〉 ⊗ |ψ2〉,

where |ψ1〉 ∈ H1, |ψ2〉 ∈ H2. In general, any state |ψ〉 in H1⊗H2 is written
as

|ψ〉 =
∑
i,j

aij|ψ
(i)
1 〉 ⊗ |ψ

(j)
2 〉,
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where |ψ
(i)
1 〉 and |ψ

(j)
2 〉 are bases of H1 and H2 respectively. We can easily

check that the state |ψ〉 is separable if and only if the matrix (aij) has rank
one. In practice, by the singular value decomposition in linear algebra, the
state |ψ〉 can be expressed as

|ψ〉 =
min(dimH1,dimH2)∑

i=1

λi|e
(i)
1 〉 ⊗ |e

(i)
2 〉, (3.1)

where |e
(i)
1 〉 and |e

(i)
2 〉 are orthonormal sets in H1 and H2 respectively and λi

are nonnegative real numbers. This is called the Schmidt decomposition and
λi the Schmidt coefficients. The number of nonzero λi is called the Schmidt
rank of |ψ〉. The state |ψ〉 is separable if and only if the Schmidt rank of
|ψ〉 is one. In order to decompose the state ρ into the Schmidt form (3.1),
we introduce the following.

Definition 3.1.1. Let ρ be an operator on
⊗n

i=1Hi, i.e. an element in the
set of all linear maps from

⊗n
i=1Hi to itself End (

⊗n
i=1Hi). We write the

operator ρ as

ρ =
∑
k

αk

n⊗
i=1

|ψ
(k)
i 〉〈φ

(k)
i |,

where |ψ
(k)
i 〉 and 〈φ

(k)
i | are elements in each subsystem Hi and its dual H∗i

respectively. Let I be a subset of {1, 2, · · · , n}. Then the partial trace trI is
defined by

trI(ρ) :=
∑
k

αk

(∏
i∈I

〈φ(k)
i |ψ

(k)
i 〉
) ⊗
i∈{1,··· ,n}\I

|ψ
(k)
i 〉〈φ

(k)
i |,

which is an element in End
(⊗

i∈{1,··· ,n}\I Hi
)
. Sometimes trI(ρ) is called the

reduced density matrix of the subsystem
⊗

i∈{1,··· ,n}\I Hi.
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If the state |ψ〉 has the Schmidt form (3.1), then

tr1(|ψ〉〈ψ|) =
∑
i

λ2i |e
(i)
2 〉〈e

(i)
2 |

tr2(|ψ〉〈ψ|) =
∑
i

λ2i |e
(i)
1 〉〈e

(i)
1 |

We note that |e
(i)
1 〉 and |e

(i)
2 〉 are nothing but the eigenvectors of tr1(|ψ〉〈ψ|)

and tr2(|ψ〉〈ψ|) respectively, and the Schmidt coefficients are the square roots
of the common eigenvalues of tr1(|ψ〉〈ψ|) and tr2(|ψ〉〈ψ|).

For the case of multipartite pure states, a pure state |ψ〉 in a composite
quantum system

⊗n
i=1Hi is called (fully) separable if it can be written as

|ψ〉 = |ψ1〉 ⊗ |ψ2〉 ⊗ · · · ⊗ |ψn〉,

where |ψi〉 ∈ Hi. To check the separability of a given multipartite pure states
|ψ〉, it suffices to compute the reduced density matrices tri(|ψ〉〈ψ|) for every
i and check whether they are product states.

Unlike the bipartite case, the state |ψ〉 does not admit the generalized
Schmidt form

|ψ〉 =
m∑
i=1

λi|e
(i)
1 〉 ⊗ · · · ⊗ |e(i)n 〉,

where m = min(dimH1, · · · , dimHn) and |e
(i)
j 〉 are orthonormal sets in Hi

for every j. If a state kp admit the generalized Schmidt form, then it can be
easily checked that the partial trace tri(|ψ〉〈ψ|) should be a mixed separable
state for every i. However, the state

|W〉 = 1√
3
(|100〉+ |010〉+ |001〉)

has an entangled two-qubit subsystem, so it does not admit the generalized
Schmidt form.
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3.2 PPT criterion and positive linear maps

In bipartite case, the most convenient and powerful criterion for separa-
bility is the so called PPT criterion by Choi [Cho82] and Peres [Per96]. Let
M1 and M2 be m×m and n×n square matrices over C respectively. Then
the partial transpose (M1 ⊗M2)

Γ of M1 ⊗M2 is defined by

(M1 ⊗M2)
Γ :=Mt

1 ⊗M2,

where Mt is the usual transpose of the matrix M. This definition naturally
extends to any element of Mm ⊗Mn by linearity, where Mn is the set of
n× n square matrices over the field of complex numbers C.

To see what the partial transpose of M1 ⊗M2 is more vividly, we write
M1 ⊗M2 as follows in terms of the entries of the matrices:

a11M2 a12M2 · · · a1mM2

a21M2 a22M2 · · · a2mM2

...
... . . . · · ·

am1M2 am2M2 · · · ammM2


,

where M1 = (aij). Then the partial transpose (M1 ⊗M2)
Γ of M1 ⊗M2 is

a11M2 a21M2 · · · am1M2

a12M2 a22M2 · · · am2M2

...
... . . . · · ·

a1mM2 a2mM2 · · · ammM2


.

Note that this is nothing but the usual transpose of the mn ×mn matrix
M1 ⊗ M2 as the m × m block matrix whose entries are n × n matrices.
Sometimes this is called a blockwise transpose.

Definition 3.2.1. Let ρ be a state on a finite-dimensional Hilbert space
Cm⊗Cn. Then we call the state ρ is a PPT (positive partial transpose) state
if its partial transpose ρΓ of ρ is positive semi-definite when we consider the
state ρ as an element in Mm ⊗Mn.
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Theorem 3.2.2. (PPT criterion) Let ρ be a state on a finite dimensional
bipartite quantum system. If the state ρ is separable, then it is a PPT state.

Proof. Let
ρ =
∑
k

pk|ψ
(k)
1 〉 ⊗ |ψ

(k)
2 〉〈ψ

(k)
1 |⊗ 〈ψ(k)

2 |.

Then its partial transpose ρΓ is

ρΓ =
∑
k

pk

(
|ψ

(k)
1 〉 ⊗ |ψ

(k)
2 〉〈ψ

(k)
1 |⊗ 〈ψ(k)

2 |
)Γ

=
∑
k

pk

(
|ψ

(k)
1 〉〈ψ

(k)
1 |⊗ |ψ

(k)
2 〉〈ψ

(k)
2 |
)Γ

=
∑
k

pk

(
|ψ

(k)
1 〉〈ψ

(k)
1 |
)t
⊗ |ψ

(k)
2 〉〈ψ

(k)
2 |

=
∑
k

pk|ψ
(k)
1 〉〈ψ

(k)
1 |⊗ |ψ

(k)
2 〉〈ψ

(k)
2 |,

where |ψ〉 is the complex conjugate of |ψ〉. This implies that ρΓ is positive
semi-definite.

As you can see here, the proof of the PPT criterion is surprisingly simple,
but the PPT criterion is known to be stronger than Rényi entropy of order
α for any α ∈ [0,∞] [VW02].

The PPT criterion is sufficient to verify separability only for the 2 ⊗ 2
and the 2 ⊗ 3 cases [HHH96] and there are examples of entangled states
with positive partial transpose (PPTES) in the 3 ⊗ 3 and the 2 ⊗ 4 cases
[Hor97, Wor76]. The first example of PPT entangled states in 3 ⊗ 3 case
appeared in [Cho82] in a slight different language.

Historically, operator algebraists in the field of mathematics have been
intensively studied various positive linear maps since the middle of the 20th
century, the version of the PPT criterion in terms of positive linear maps
was first found by Choi [Cho82], one of operator algebraists.

The relation between the two sides is realized by the duality between
the set of all linear maps from Mm to Mn, denoted by L(Mm,Mn) and
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Mm ⊗Mn. It corresponds the set of all positive linear maps (resp. decom-
posable maps) to that of separable states (resp. PPT states). Hence, the
condition that any PPT states are separable for the case 2 ⊗ 2 or 2 ⊗ 3 is
equivalent that there are no indecomposable positive linear maps in the space
of linear maps L(M2,M2) or L(M2,M3). Moreover, examples of PPT entan-
gled states corresponds to indecomposable positive linear maps. See [Kye12]
for more details. The works of Choi [Cho82] and Woronowicz [Wor76] were
realized in this sense. From the view of quantum information or mathe-
matics itself, the indecomposable positive linear maps are intensively stud-
ied by several mathematicians such as Osaka [Osa91, Osa93], Kye and Ha
[HKP03, HK04], and so on.

Example 3.2.3. Let ρ1 and ρ2 be states on a composite quantum system
C2 ⊗ C2 defined as follows:

ρ1 =
1

4


1 0 1 0

0 1 0 1

1 0 1 0

0 1 0 1

 , ρ2 =
1

2


0 0 0 0

0 1 −1 0

0 −1 1 0

0 0 0 0

 .
Since

ρΓ1 =
1

4


1 0 1 0

0 1 0 1

1 0 1 0

0 1 0 1

 , ρΓ2 =
1

2


0 0 0 −1

0 1 0 0

0 0 1 0

−1 0 0 0

 ,
ρΓ1 is positive semi-definite, but ρΓ2 is not because its determinant is negative.
It means that the state ρ1 is a PPT state, but the state ρ2 is not. By the
PPT criterion, ρ2 is entangled. In fact,

ρ1 =
1

2
·
(
1

0

)(
1 0

)
⊗
(

1√
2
1√
2

)(
1√
2

1√
2

)
+
1

2
·
(
0

1

)(
0 1

)
⊗
(

1√
2
1√
2

)(
1√
2

1√
2

)
,

so ρ1 is separable.

In multipartite case, we can directly generalize the PPT criterion in The-
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orem 3.2.2. Let Mj be dj × dj square matrices over C. For a given subset

S of {1, 2, · · · , n}, we define the partial transpose
(⊗n

j=1Mj

)T(S)
of
⊗n

j=1Mj

by

(M1⊗M2⊗· · ·⊗Mn)
T(S) :=M′1⊗M′2⊗· · ·⊗M′n, with M′j =

{
Mt

j , j ∈ S,
Mj, j /∈ S,

and extend the map to the whole
⊗n

j=1Mdj by linearity, where Mt denotes
the transpose of the matrix M.

Definition 3.2.4. Let ρ be a state on a finite dimensional multipartite quan-
tum system H =

⊗n
i=1Hi. We say that a state ρ is of PPT if its partial

transpose ρT(S) is positive for every subset S of {1, 2, · · · , n}.

It is easily checked that every separable state is of PPT, as it was ob-
served for the bi-partite case n = 2. We note that ρT(S) is positive if and
only if ρT(Sc) is positive, where Sc is the complement of S in {1, 2, · · · , n}.
Therefore, it is enough to check the positivity of 2n−1 matrices among 2n

matrices, to confirm the PPT property of a given n-partite state.

3.3 Range criterion

Since the PPT condition is not sufficient for a state to be separable ex-
cept for a few cases, we need to find another criterion to determine if a given
PPT state is separable or not. Horodecki [Hor97] formulated a criterion for
this purpose in bipartite case by looking at the ranges of the state and its
partial transpose, which is called the range criterion.

Theorem 3.3.1. (The range criterion) Let ρ be a PPT state on a finite di-
mensional bipartite quantum system. If the state ρ is separable, then there ex-
ists a collection

{
|ψ

(k)
1 〉 ⊗ |ψ

(k)
2 〉
}
of product vectors such that

{
|ψ

(k)
1 〉 ⊗ |ψ

(k)
2 〉
}

span the range R(ρ) of ρ and
{
|ψ

(k)
1 〉 ⊗ |ψ

(k)
2 〉
}

the range R(ρΓ) of ρΓ .
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Proof. Let
ρ =
∑
k

pk|ψ
(k)
1 〉 ⊗ |ψ

(k)
2 〉〈ψ

(k)
1 |⊗ 〈ψ(k)

2 |.

It is obvious that the range of ρ is contained in the vector space spanned
by
{
|ψ

(k)
1 〉 ⊗ |ψ

(k)
2 〉
}
. Conversely, when we take any vector |ψ

(k)
1 〉⊗ |ψ

(k)
2 〉, we

need to show it is contained in the range of ρ. Without loss of generality,
we let k = 1. Then we can write ρ as

ρ = p1|ψ
(1)
1 〉 ⊗ |ψ

(1)
2 〉〈ψ

(1)
1 |⊗ 〈ψ(1)

2 |+ ρ̃,

where ρ̃ =
∑

k 6=1 pk|ψ
(k)
1 〉 ⊗ |ψ

(k)
2 〉〈ψ

(k)
1 |⊗ 〈ψ(k)

2 |. If |ψ(1)
1 〉 ⊗ |ψ

(1)
2 〉 is contained

in the kernel of ρ̃, we have done. If not, i.e. span
{
|ψ

(1)
1 〉 ⊗ |ψ

(1)
2 〉
}
* Ker ρ̃,

then R(ρ̃) = (Ker ρ̃)⊥ * span
{
|ψ

(1)
1 〉 ⊗ |ψ

(1)
2 〉
}⊥

since ρ̃ is Hermitian. This

implies that R(ρ̃) ∩ span
{
|ψ

(1)
1 〉 ⊗ |ψ

(1)
2 〉
}
6= {0}, i.e. |ψ

(1)
1 〉 ⊗ |ψ

(1)
2 〉 ∈ R(ρ̃).

Hence it is also clear that |ψ
(1)
1 〉 ⊗ |ψ

(1)
2 〉 belongs to the range of ρ. By the

proof of Theorem 3.2.2, we have known that

ρΓ =
∑
k

pk|ψ
(k)
1 〉〈ψ

(k)
1 |⊗ |ψ

(k)
2 〉〈ψ

(k)
2 |,

so we can also obtain R(ρΓ) = span
{
|ψ

(k)
1 〉 ⊗ |ψ

(k)
2 〉
}

by performing the sim-
ilar process in the case of ρ.
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Example 3.3.2. [Kye12] We consider the state ρ on C3 ⊗ C3 defined by

ρ =
2

21



1 0 0 0 1 0 0 0 1

0 2 0 1 0 0 0 0 0

0 0 1
2

0 0 0 1 0 0

0 1 0 1
2
0 0 0 0 0

1 0 0 0 1 0 0 0 1

0 0 0 0 0 2 0 1 0

0 0 1 0 0 0 2 0 0

0 0 0 0 0 1 0 1
2
0

1 0 0 0 1 0 0 0 1



. (3.2)

We can easily check that ρ is a PPT state. Moreover, the range of ρ is the
4-dimensional space spanned by

|00〉+ |11〉+ |22〉,
√
2|01〉+ 1√

2
|10〉,

√
2|12〉+ 1√

2
|21〉,

√
2|20〉+ 1√

2
|02〉,

where |0〉 =

10
0

, |1〉 =

01
0

, |2〉 =

00
1

.

It is easy to see that the corresponding 4-dimensional subspace of M3×3

spanned by1 0 0

0 1 0

0 0 1

 ,
 0

√
2 0

1√
2

0 0

0 0 0

 ,
0 0 0

0 0
√
2

0 1√
2

0

 ,
 0 0 1√

2

0 0 0√
2 0 0


has no rank one matrices, which implies that the matrix in (3.2) is entangled.
This is the first example of 3⊗ 3 PPTES given by Choi [Cho82].
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Like the PPT criterion, we can directly generalize the range criterion in
the multipartite cases. For a subset S of {1, 2, · · · , n} and a product vector
|ψ〉 = |ψ1〉 ⊗ · · · ⊗ |ψn〉 in a finite dimensional Hilbert space H =

⊗n
i=1Hi,

we define by the partial transpose |ψ〉Γ(S) of |ψ〉 up to constant by

(|ψ1〉⊗ · · ·⊗ |ψn〉)Γ(S) := |φ1〉⊗ · · ·⊗ |φn〉, with |φj〉 =
{
|ψ̄j〉, j ∈ S,
|ψj〉, j /∈ S.

(3.3)

Theorem 3.3.3 (Range Criterion for multipartite cases). If a given PPT
state ρ on a composite quantum system H =

⊗n
i=1Hi is separable then there

exists a collection {|ψ〉 : |ψ〉 ∈ Ψ} of product vectors with the following prop-
erty: The range of ρT(S) is the span of the product vectors {|ψ〉Γ(S) : |ψ〉 ∈ Ψ}
for each subset S of {1, 2, · · · , n}.

Therefore, the following questions naturally arise.

Question 3.3.4. For given a PPT state ρ on a composite quantum system
H =

⊗n
i=1Hi, is there a nonzero product vector |ψ〉 such that |ψ〉Γ(S) belong

to the ranges R(ρT(S)) for every subset S of {1, 2, · · · , n}?

Question 3.3.5. If exist, how many different product vectors in H =
⊗n

i=1Hi
up to constant are there such that |ψ〉Γ(S) belong to the ranges R(ρT(S)) for
every subset S of {1, 2, · · · , n}?
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Algebraic Criterion for Separability

By the range criterion, if a PPT state ρ on a composite quantum sys-
tem H =

⊗n
i=1Hi is separable, then there exists a collection

{
|ψ(i)〉

}
i∈I of

product vectors with the following property:

For every subset S of {1, 2, · · · , n}, the range of ρT(S) is spanned by the
set of the product vectors

{ (
|ψ〉(i)

)Γ(S) }
i∈I

.

Hence, the existence of a nonzero product vector |ψ〉 such that |ψ〉Γ(S)
belongs to the range of ρΓ(S) for every subset S of {1, 2, · · · , n} is a minimum
necessary condition for ρ to be separable.

Suppose that we are given finite sequences {S1, S2, · · ·Sr} of subsets of
{1, 2, · · · , n} and {D1, D2 · · · , Dr} of subspaces of H. In this chapter, we in-
vestigate the conditions for which there is a nonzero product vector |ψ〉 sat-
isfying the conditions

|ψ〉Γ(Si) ∈ Di, i = 1, 2, · · · , r. (4.1)

These observations give us an algebraic criterion to determine whether Ques-
tion 3.3.4 has an affirmative answer.
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4.1 Algebraic criterion for bipartite cases

Note that the condition

|ψ1〉 ⊗ |ψ2〉 ∈ D, |ψ1〉 ⊗ |ψ2〉 ∈ E. (4.2)

is nothing but the problem of solving a system of polynomial equations [HLVC00,
KCKL00]. In the next chapter, we will deal with the equations directly, so
see Section 5.1 for more details. Let dimD⊥ = k and dimE⊥ = `. Since the
number of equations and that of variables are k + ` and m + n − 2 respec-
tively, it is natural to divide the problem into the following three cases:

• Over-determined case: k+ ` > m+ n− 2

• Critical case : k+ ` = m+ n− 2

• Under-determined case : k+ ` < m+ n− 2

Throughout this thesis, We say that a property holds for generic sub-
spaces D in Cn with dimD⊥ = k if there is a subset U of the Grassmann
variety Gr(k, d) whose complement is of measure zero such that the property
holds for all D ∈ U. We remark that the term ‘generic’ could be changed to
be ‘almost all’ or ‘almost surely’ in the sense of [RW09, WS08].

Theorem 4.1.1 (Algebraic Criterion). [KKL11] Let D and E be subspaces
of Cm ⊗ Cn with dimD⊥ = k, dimE⊥ = `.

(1) If k+` > m+n−2, then there is no nonzero product vector |ψ1〉⊗|ψ2〉 ∈ D
with |ψ1〉 ⊗ |ψ2〉 ∈ E for generic choices of D and E.

(2) If k+` = m+n−2 and
∑

r+s=m−1(−1)
r
(
k
r

)(
`
s

)
6= 0, there exists a nonzero

product vector |ψ1〉 ⊗ |ψ2〉 ∈ D with |ψ1〉 ⊗ |ψ2〉 ∈ E.

(3) If k+` < m+n−2, there are infinitely many product vectors |ψ1〉⊗|ψ2〉 ∈
D with |ψ1〉 ⊗ |ψ2〉 ∈ E.

Proof. Let us consider the following diagram:
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Pm−1 × Pn−1

φ
��

� � i // Pmn−1

Pm−1 × Pn−1 � � i // Pmn−1

1

,where i is the Segre embedding and φ is a diffeomorphism given by (x, y) 7→
(x̄, y). We notice that φ

(
i−1(PD)

)
∩ i−1(PE) is nothing but

φ
(
i−1(PD)

)
∩ i−1(PE) = {(x̄, y) ∈ Pm−1 × Pn−1| x⊗ y ∈ D, x̄⊗ y ∈ E}.

Therefore, we have to estimate the size of the set described above. Now, we
use the homological method in intersection theory. In the cohomology ring
H∗(Pm−1 × Pn−1,Z) ∼= Z[α,β]/〈αm, βn〉, we can readily check that the class
(−α+β)k(α+β)` is the Poincaré dual of small perturbation of φ

(
i−1(PD)

)
∩

i−1(PE). If the set φ
(
i−1(PD)

)
∩ i−1(PE) is empty, then so is its small per-

turbation, hence the class (−α+β)k(α+β)` must be zero. This implies that
nonvanishing of the class (−α+β)k(α+β)l is a sufficient condition that there
is a nonzero product vector |ψ1〉 ⊗ |ψ2〉 ∈ D with |ψ1〉 ⊗ |ψ2〉 ∈ E.

First, we prove the over-determined case k+ ` > m+n−2. For a generic
choice of D, we consider the set of E’s for which there exists a nonzero prod-
uct vector |ψ1〉 ⊗ |ψ2〉 ∈ D with |ψ1〉 ⊗ |ψ2〉 ∈ E. Note that it is a proper
subset in Gr(l,mn) of real dimension dimR Gr(`,mn)−2(k+`−m−n+2)),
so there is no nonzero product vector |ψ1〉 ⊗ |ψ2〉 ∈ D with |ψ1〉 ⊗ |ψ2〉 ∈ E
for generic choices of D and E.

If k + ` = m + n − 2, then the class (−α + β)k(α + β)` is a single
term

∑
r+s=m−1(−1)

r
(
k
r

)(
`
s

)
αkβl in the cohomology ring H∗(Pm−1 × Pn−1,Z),

so there is a nonzero product vector |ψ1〉 ⊗ |ψ2〉 ∈ D with |ψ1〉 ⊗ |ψ2〉 ∈ E if
the coefficient

∑
r+s=m−1(−1)

r
(
k
r

)(
`
s

)
of αkβ` is not zero.

If k+ ` < m+ n− 2, then (−α+ β)k(α+ β)` must be a positive dimen-
sional class because we can easily check that the consecutive coefficients of
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the polynomial (−1 + t)k(1 + t)` can not be simultaneously zero. Thus the
cardinality of the set φ

(
i−1(PD)

)
∩ i−1(PE) is infinite.

The results in the over-determined case (1) and the under-determined
case (3) are seemed to be natural and easy to prove it at first glance, how-
ever it has subtlety in general because the problem deals with a system of
polynomial equations not in only complex variables, but in complex vari-
ables and their complex conjugates. This is the main reason why we use
inevitably the homological methods in intersection theory instead of easier
theorems such as Bezout’s theorem. From Theorem 4.1.1, we get the follow-
ing.

Corollary 4.1.2. Let ρ be a PPT state on a composite quantum system Cm⊗
Cn. Let dimR(ρ)⊥ = k and dimR(ρΓ)⊥ = `. Then the following holds.

(1) If k+ ` > m+ n− 2, then ρ is almost surely entangled.

(2) If k+ ` = m+ n− 2 and
∑

r+s=m−1(−1)
r
(
k
r

)(
`
s

)
= 0, then ρ is entangled.

We note that there is not always a nonzero product vector |ψ1〉 ⊗ |ψ2〉
satisfying (4.2) even for the critical case k + ` = m + n − 2. The algebraic
condition ∑

r+s=m−1

(−1)r
(
k

r

)(
l

s

)
= 0 (4.3)

may happen for the following cases:

(i) When m = 2, the relation (4.3) holds if and only if n = 2k and ` = k.

(ii) When m = 3, the relation (4.3) holds if and only if

n = r(r+ 2), k =

(
r+ 1

2

)
and ` =

(
r+ 2

2

)
for a positive integer r.

(iii) When m = n, the relation (4.3) holds if and only if k and ` are odd.
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(iv) When k = `, the relation (4.3) holds if and only if m and n are even.

Example 4.1.3. [KKL11] Let {|0〉, |1〉} be an orthonormal basis for C2. Let
|β1〉 = |00〉 + |11〉 and |β2〉 = |01〉 − |10〉. For two nonzero vectors |ψ1〉, |ψ2〉
in C2, we have

〈ψ1, ψ̄2|β1〉 = 〈ψ1|0〉〈ψ̄2|0〉+ 〈ψ1|1〉〈ψ̄2|1〉 = 〈ψ1|ψ2〉.

Therefore, we see that the equation 〈ψ1, ψ̄2|β1〉 = 0 is equivalent to the or-
thogonality of |ψ1〉 and |ψ2〉. Similarly, the equation 〈ψ1, ψ2|β2〉 = 0 is equiv-
alent to saying that |ψ1〉 and |ψ2〉 are parallel. If we put D1 = |β1〉⊥ and
D2 = |β2〉⊥ then the system of equations

|ψ1, ψ̄2〉 ∈ D1

|ψ1, ψ2〉 ∈ D2

(4.4)

has no nonzero solution even though this is the critical case.

4.2 Algebraic criterion for multipartite cases

Unlike the bipartite cases, there are few results on the separability prob-
lem on multipartite mixed states. In this section, we generalize the homolog-
ical method used in Theorem 4.1.1 to the multipartite settings. Recall that
we have to investigate the system of equations

|ψ〉Γ(Si) ∈ Di, i = 1, 2, · · · , r, (4.5)

with variables |ψ〉 = |ψ1〉 ⊗ · · · ⊗ |ψn〉 in the Segre variety Seg(Pd1−1 × · · · ×
Pdn−1) ⊂∏n

j=1 Pdj−1.
To do this, it is convenient to define the r × n matrix Σ = [σij] with

entries

σij =

{
−1, j ∈ Si,
+1, j /∈ Si,
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which will be called the associated matrix of the sequence {S1, S2, · · ·Sr}. We
note that the number NU of unknowns of the system of equations (4.5) is
given by

NU =

n∑
j=1

(dj − 1),

which is the dimension of the variety Seg(CPd1−1 × · · · × CPdn−1). On the
other hand, the number NE of algebraic equations in (4.5) is just NE =∑r

i=1 dimD⊥i . Now, we are ready to state the main result of this section:

Theorem 4.2.1. Let {S1, · · · , Sr} be a sequence of subsets of [n] := {1, 2, · · · , n}
with the associated matrix Σ = [σij]. Then we have the following:

(i) If NE =
∑r

i=1 ki > NU, then the system of equations (4.5) has no
nonzero solution for generic subspaces Di of H with ki = dimD⊥i for
i = 1, 2, · · · , r.

(ii) Suppose that NE = NU, and the coefficient of
∏

j α
dj−1

j is nonzero when
we expand the polynomial

r∏
i=1

(σi,1α1 + σi,2α2 + · · ·+ σi,nαn)dimD⊥i

.

(4.6)

Then the system of equations (4.5) has a nonzero solution.

(iii) If NE < NU and the associate matrix Σ has rank r, then the system of
equations (4.5) has infinitely many solutions.

The proof of Theorem 4.2.1 is so lengthy, we assign a section to prove
it.

4.3 Proof of Theorem 4.2.1

4.3.1 Over-determined case

We recall that a property holds for generic subspaces D in Cd with dimD⊥ =

k if there is a subset U of the Grassmann variety Gr(k, d) whose complement
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is of measure zero such that the property holds for all D ∈ U.
Theorem 4.2.1 (i) is a consequence of dimension estimates and the Morse-

Sard theorem. Consider the following diagram:

∏n
j=1 Pdj−1

φΓ(S)
��∏n

j=1 Pdj−1
� � ι // Pd−1

(4.7)

where d =
∏

j dj. For S ⊂ [n] := {1, 2, · · · , n}, the map φΓ(S) is the diffeo-
morphism which sends ([|ψj〉]) to ([|φj〉]), where |φj〉 is given by

|φj〉 =
{
|ψ̄j〉, j ∈ S,
|ψj〉, j /∈ S,

and [|ψ〉] ∈ Pd−1 denotes the line spanned by |ψ〉. The injective map ι is the
Segre embedding which sends ([|ψj〉]) to [⊗nj=1|ψj〉]. We want to show that
the set

r⋂
i=1

(
φΓ(Si)

)−1 (
ι−1(PDi)

)
=

{
([|ψj〉]) ∈

n∏
j=1

Pdj−1 |
(
⊗nj=1|ψj〉

)Γ(Si) ∈ Di

}
(4.8)

is empty for generic choices of Di.
By Bertini’s theorem [Har77, Chapter II, Theorem 8.18], we may choose a

generic D1 such that ι−1(PD1) is a smooth manifold of real dimension 2(NU−

k1). Let E1 :=
(
φΓ(S1)

)−1 (
ι−1(PD1)

)
. In order to choose D2, let us consider

the universal bundle U2 over Gr(d, k2) so that we have a diagram:

PU2

��

� � // Pd−1 ×Gr(d, k2)

Gr(d, k2)
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Each fiber of the vertical arrow over a point ξ ∈ Gr(d, k2) gives the lin-
ear subspace PDξ ⊂ Pd−1 represented by ξ. Via the Segre embedding, we
can regard φΓ(S2)(E1) × Gr(d, k2) as a subset of Pd−1 × Gr(d, k2). Take the
intersection (φΓ(S2)(E1)×Gr(d, k2)) ∩ PU2. There are obvious projections

(φΓ(S2)(E1)×Gr(d, k2)) ∩ PU2
p

tt

q

**

φΓ(S2)(E1) Gr(d, k2)

Let us estimate the dimension of this intersection. For each point η in
φΓ(S2)(E1), p−1(η) is

{D2 ∈ Gr(d, k2) |η ∈ PD2} ∼= Gr(d− 1, k2)

since a subspace of Cd of codimension k2 containing a line lη represented
by η is uniquely determined by a subspace of Cd/lη = Cd−1 of codimension
k2. Therefore, the intersection (φΓ(S2)(E1)×Gr(d, k2))∩PU2 is a smooth real
manifold of real dimension

2(NU − k1) + dimR Gr(d− 1, k2) = 2(NU − k1) + 2k2(d− 1− k2).

If q is not surjective, the fiber q−1(D2) = φ
Γ(S2)(E1) ∩ ι−1(PD2) is empty

for a generic choice of D2 ∈ Gr(d, k2). Let E2 :=
(
φΓ(S2)

)−1 (
ι−1(PD2)

)
. Then

E1 ∩ E2 =E1 ∩
(
φΓ(S2)

)−1 (
ι−1(PD2)

)
=
(
φΓ(S2)

)−1 (
φΓ(S2)(E1) ∩ ι−1(PD2)

)
=
(
φΓ(S2)

)−1 (
q−1(D2)

)
= ∅

(4.9)

for such a generic D2, so we have the statement (i). Thus we may assume
that q is surjective.

Applying the Morse-Sard theorem [Hir76, Chapter 3, Theorem 1.3] to the
smooth map q : (φΓ(S2)(E1)×Gr(d, k2))∩PU2 → Gr(d, k2), we find that over a
generic choice of D2 ∈ Gr(d, k2), the fiber q−1(D2) of q is a smooth manifold
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of real dimension

2(NU − k1) + 2k2(d− 1− k2) − 2k2(d− k2) = 2(NU − k1 − k2).

For such a generic D2, if we let E2 :=
(
φΓ(S2)

)−1 (
ι−1(PD2)

)
, then by (4.9),

E1 ∩E2 =
(
φΓ(S2)

)−1 (
q−1(D2)

)
is a smooth manifold of expected real dimen-

sion 2(NU − k1 − k2).
Now it is obvious how to proceed. We consider the universal bundle U3

over Gr(d, k3), the intersection

(φΓ(S3)(E1 ∩ E2)×Gr(d, k3)) ∩ PU3

and the projections to φΓ(S3)(E1 ∩ E2) and Gr(d, k3). If the projection to
Gr(d, k3) is not surjective, then φΓ(S3)(E1 ∩ E2) ∩ ι−1(PD3) is empty for a
generic D3 ∈ Gr(d, k3). For such a generic D3, if we let E3 :=

(
φΓ(S3)

)−1 (
ι−1(PD3)

)
,

E1 ∩ E2 ∩ E3 =
(
φΓ(S3)

)−1 (
φΓ(S3)(E1 ∩ E2) ∩ ι−1(PD3)

)
is also empty and we have the theorem.

If the projection to Gr(d, k3) is surjective, by the Morse-Sard theorem, we
find that for a generic D3 ∈ Gr(d, k3), φΓ(S3)(E1∩E2)∩PD3 is a smooth mani-
fold of real dimension 2(NU−k1−k2−k3). Then letting E3 :=

(
φΓ(S3)

)−1 (
ι−1(PD3)

)
,

E1∩E2∩E3 is also a smooth manifold of real dimension 2(NU−k1−k2−k3)

for such a generic D3. Continuing this way, the intersection

r⋂
i=1

Ei =

r⋂
i=1

(
φΓ(Si)

)−1 (
ι−1(PDi)

)
eventually becomes empty for generic choices of Di since NU <

∑
i ki = NE.

This proves (i) of Theorem 4.2.1.
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4.3.2 Critical case

For the statements (ii) and (iii), we need the following theorem which
gives us an algebraic sufficient condition for the existence of nonzero solu-
tions of the system of equations (4.1).

Theorem 4.3.1. Let {S1, · · · , Sr} be sequences of subsets of [n] and {D1, · · · , Dr}

subspaces of H =
⊗n

j=1Cdj with ki = dim D⊥i . If

r∏
i=1

(σi,1α1 + σi,2α2 + · · ·+ σi,nαn)ki 6= 0 (4.10)

in the ring Z[α1, α2, · · · , αn]/(αd11 , αd22 , · · · , αdnn ), then the system of equations
(4.1) has a nonzero solution.

Proof. Consider the diagram (4.7). We have to measure the size of the set

r⋂
i=1

(
φΓ(Si)

)−1 (
ι−1(PDi)

)
=

{
([|ψj〉]) ∈

n∏
j=1

Pdj−1 |
(
⊗nj=1|ψj〉

)Γ(Si) ∈ Di

}
.

The cohomology ring of
∏n

j=1 Pdj−1 is

H∗

(
n∏
j=1

Pdj−1
)

= Z[α1, · · · , αn]/(αd11 , · · · , αdnn ).

See Section 2.6 for more details. By Bertini’s theorem [Har77, Chapter II,
Theorem 8.18] again, we can choose perturbations PD ′i of PDi such that
ι−1(PD ′i) are smooth and Poincaré dual to (α1 + · · · + αn)ki for each i =

1, 2, · · · , r. Since the complex conjugation changes the orientation, the per-
turbation

(
φΓ(Si)

)−1 (
ι−1(PD ′i)

)
of
(
φΓ(Si)

)−1 (
ι−1(PDi)

)
is a smooth subman-

ifold of
∏n

j=1 Pdj−1, whose Poincaré dual is

(σi,1α1 + σi,2α2 + · · ·+ σi,nαn)ki .

By the transversality theorem [Hir76, Chapter 3, Theorem 2.4] in differential
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topology, we can find perturbations Wi in
∏n

j=1 Pdj−1 of
(
φΓ(Si)

)−1 (
ι−1(PD ′i)

)
that are still smooth and intersect transversely. Then the Poincaré dual of⋂r
i=1Wi is the class

r∏
i=1

(σi,1α1 + σi,2α2 + · · ·+ σi,nαn)ki

in the cohomology ring H∗
(∏n

j=1 Pdj−1
)
= Z[α1, · · · , αn]/(αd11 , · · · , αdnn ). If

the set
⋂r
i=1

(
φΓ(Si)

)−1 (
ι−1(PDi)

)
is empty, so is its small perturbation

⋂r
i=1Wi

and hence the cohomology class
∏r

i=1(σi,1α1+ σi,2α2+ · · ·+ σi,nαn)ki should
be zero. This proves the theorem.

The statement (ii) of Theorem 4.2.1 is an easy consequence of Theorem
4.3.1. Indeed,

∏r
i=1(σi,1α1+σi,2α2+ · · ·+σi,nαn)ki in the quotient ring of the

polynomial ring Z[α1, · · · , αn] by the relations αd11 = · · · = αdnn = 0 should
be a constant multiple of

∏
j α

dj−1

j , because NE =
∑

i ki =
∑

j(dj − 1) = NU

in the critical case.
It is worthwhile to consider the case when all the subsets Si ⊂ [n] are

empty. In this case, σi,j = 1 for every i, j and

r∏
i=1

(σi,1α1 + σi,2α2 + · · ·+ σi,nαn)ki = (α1 + α2 + · · ·+ αn)Σ(dj−1).

It is straightforward to check that the coefficient of
∏

j α
dj−1

j in the poly-

nomial (α1+α2+ · · ·+αn)
∑

(dj−1) is

(∑
j(dj − 1)

)
!∏

j(dj − 1)!
> 0. We thus obtain the

following.

Corollary 4.3.2. Let D1, · · · , Dr be subspaces of H with ki = dimD⊥i for
i = 1, · · · , r. If

∑r
i=1 ki =

∑
j(dj − 1), then we have the following:

(i) There always exists a nonzero product vector |ψ〉 satisfying |ψ〉 ∈ Di for
1 ≤ i ≤ r.
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(ii) The number of distinct nonzero product vectors |ψ〉 up to constant sat-

isfying |ψ〉 ∈ Di for 1 ≤ i ≤ r is less than or equal to

(∑
j(dj − 1)

)
!∏

j(dj − 1)!
if it is finite.

(iii) The equality holds for generic choices of Di.

We notice that the number

(∑
j(dj − 1)

)
!∏

j(dj − 1)!
is nothing but the degree of

the Segre variety Seg(
∏n

j=1 Pdj−1). See Section 2.6.

4.3.3 Under-determined case

For the proof of the statement (iii) of Theorem 4.2.1, we introduce some
vector notations. For k := (k1, k2, · · · , kr), m := (m1,m2, · · · ,mn) and α :=

(α1, α2, · · · , αn), we denote |k| :=
∑
ki, |m| :=

∑
mj and αm :=

∏n
j=1 α

mj

j .
Let σi := (σi,1, · · · , σi,n) ∈ {−1,+1}n so that we can write σi · α := σi,1α1 +

σi,2α2 + · · ·+ σi,nαn. By expanding, we write

Pk(α) :=

r∏
i=1

(σi,1α1 + σi,2α2 + · · ·+ σi,nαn)ki =
∑

|m|=|k|

Ak
mα

m

for Ak
m ∈ Z. For convenience, we define Ak

m to be zero whenever there is a
component of k or m which is negative. For two vectors v = (v1, v2, · · · , vn)
and w = (w1, w2, · · · , wn) in Zn, we say v ≥ w when vi ≥ wi for all i. We
begin with the following:

Proposition 4.3.3. Let D1, · · · , Dr be subspaces of H =
⊗n

j=1Cdj with ki =
dimD⊥i for i = 1, · · · , r. If NE =

∑r
i=1 ki < NU and Pk(α) =

∏r
i=1(σi,1α1 +

σi,2α2+· · ·+σi,nαn)ki is not zero in the ring Z[α]/(αdjj )1≤j≤n, then the system
of equations (4.1) has infinitely many solutions.

Proof. Since Pk(α) is the Poincaré dual of a small perturbation of the inter-
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section

r⋂
i=1

(
φΓ(Si)

)−1 (
ι−1(PDi)

)
=

{
([|ψj〉]) ∈

n∏
j=1

Pdj−1 |
(
⊗nj=1|ψj〉

)Γ(Si) ∈ Di

}

as shown in the proof of Theorem 4.3.1, the nonvanishing of the class Pk(α)
implies that a small perturbation of the intersection is a nonempty smooth
manifold of real dimension 2(NU −

∑r
i=1 ki) > 0. Therefore, the intersection

always has infinitely many points and hence we find that there are uncount-
ably many product vectors |ψ〉 satisfying |ψ〉Γ(Si) ∈ Di.

The next question is when Pk(α) is nonzero in the ring Z[α]/(αdjj )1≤j≤n.
It was shown in [KKL11, Lemma 2] that Pk(α) is always nonzero in the
under-determined case if n = 2. However it is not true even for n = 3.

Example 4.3.4. Let n = 3. Let S1 = {1}, S2 = {2}, S3 = {3} and S4 = ∅. Let
d1 = d2 = 2, d3 = 4, and k1 = k2 = k3 = k4 = 1. Then NE = 4 < 5 = NU.

In the ring Z[α]/(αdjj ), we have

Pk(α) = (−α1 + α2 + α3)(α1 − α2 + α3)(α1 + α2 − α3)(α1 + α2 + α3) = 0

since α21 = α22 = α43 = 0. Hence Pk(α) may be zero even for the under-
determined case when n = 3. We note that the associated matrix Σ is given
by 

− + +

+ − +

+ + −

+ + +

 ,
where + and − denote +1 and −1, respectively.

In this example, the matrix Σ has rank smaller than r. This suggests
that we may have to impose a condition on the rank of Σ in order to have
the nonvanishing of Pk(α). Here is a criterion, and this completes the proof
of (iii) of Theorem 4.2.1.
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Proposition 4.3.5. Let Σ = (σi,j) be an r × n matrix whose entries are
±1. Let k1, · · · , kr ∈ Z≥0 and d1, · · · , dn ∈ Z>0. If

∑r
i=1 ki <

∑n
j=1(dj − 1)

and the rank of Σ is r, then Pk(α) =
∏r

i=1(σi · α)ki is nonzero in the ring
Z[α]/(αdjj )1≤j≤n for k ≥ 0.

Proof. We fix d1, d2, · · · , dn, Σ and allow k to vary. The proposition is equiv-
alent to saying that there is an n-tuple of nonnegative integers m := (m1,m2, · · · ,mn)

such that |m| = |k|, mj ≤ dj−1 for every j and Ak
m 6= 0 whenever

∑r
i=1 ki <∑n

j=1(dj − 1). This is obvious for k = 0 since A0,0,··· ,00,0,··· ,0 = 1. Suppose that
there is a k ≥ 0 for which the proposition fails. Let k̃ be such a vector with
|k̃| minimal.

Consider the following statement for nonnegative integers s and m.

T k
s,m : All the coefficients Ak

m are zero whenever ms = m or ms = m+ 1

and when mj ≤ dj − 1 for 1 ≤ j ≤ n.

We claim that for a fixed k and given s, if the statement T k
s,m holds for

some m, then so does the statement T k−ei
s,m−1 for every i, where ei denotes the

i-th standard basis vector.
This claim induces a contradiction to the minimality of |k̃| and hence

proves the proposition. Indeed, by the assumption on k̃, T k̃
s,m holds for every

s and m ≤ ds − 2. Then the claim says that the statement T k̃−ei
s,m holds for

every s and m ≤ ds − 3. In particular, Ak̃−ei
m can be nonzero only when

ms = ds − 1 for every s, which is impossible since |m| = |k̃− ei| = |k̃|− 1 <∑
(dj − 1) = NU. Therefore, all the Ak̃−ei

m are zero for every m satisfying
|m| = |k̃|− 1 and mj ≤ dj − 1. This contradicts the minimality of |k̃|.

Now we prove the claim. Suppose that the statement T k
s,m holds for some

s and m. For each j, we take the partial derivative of Pk := Pk(α) with
respect to αj to obtain the following:

∂

∂αj
Pk =

r∑
i=1

kiσi,jP
k−ei =

r∑
i=1

kiσi,j

 ∑
|m′|=|k−ei|

Ak−ei
m′ α

m′

 =
∑

|m|=|k|

mjA
k
mα

m−ej .
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We fix an integer `. If we take the coefficient of the monomial αm−e` of
the equation above for each j, we get the following system of equations:

m1A
k
m+e1−e`

= k1σ1,1A
k−e1
m−e` + k2σ2,1A

k−e2
m−e` + · · ·+ krσr,1A

k−er
m−e`

m2A
k
m+e2−e`

= k1σ1,2A
k−e1
m−e` + k2σ2,2A

k−e2
m−e` + · · ·+ krσr,2A

k−er
m−e`

· · ·
m`−1A

k
m+e`−1−e`

= k1σ1,`−1A
k−e1
m−e` + k2σ2,`−1A

k−e2
m−e` + · · ·+ krσr,`−1A

k−er
m−e`

m`A
k
m = k1σ1,`A

k−e1
m−e` + k2σ2,`A

k−e2
m−e` + · · ·+ krσr,`A

k−er
m−e`

m`+1A
k
m+e`+1−e`

= k1σ1,`+1A
k−e1
m−e` + k2σ2,`+1A

k−e2
m−e` + · · ·+ krσr,`+1A

k−er
m−e`

· · ·
mnA

k
m+en−e`

= k1σ1,nA
k−e1
m−e` + k2σ2,nA

k−e2
m−e` + · · ·+ krσr,nA

k−er
m−e`

If ms = m and ` 6= s, or ms = m + 1 and ` = s, then LHS are all zero
by assumption. Therefore, we have


— k1σ1,j —
— k2σ2,j —

· · ·
— krσr,j —


t

·


Ak−e1

m−e`

Ak−e2
m−e`

...

Ak−er
m−e`

 = O.

Since the matrix (σi,j) has rank r, so does the matrix (kiσi,j)
t whenever

all the ki 6= 0. Hence, all the Ak−ei
m′ are zero for any i when the s-th compo-

nent m ′s of m′ is m and ki 6= 0 for all i. If some ki is zero, we can simply
remove the i-th column from the matrix (kiσi,j)

t and Ak−ei
m−e` from the column

vector because Ak−ei
m−e` = 0 by our convention. The modified matrix of (kiσi,j)t

has full rank as well, so the column vector must be also zero. Therefore, all
the Ak−ei

m′ are zero for every i and m ′ with m ′s = m and |m ′| = |k|− 1.
Now, we claim that Ak−ei

m′ are zero for any i when m ′s = m − 1. By
expanding Pk(α) directly, we obtain the following:

Ak
m =

∑
mj=

∑
i ki,j

r∏
i=1

(
ki

ki

) n∏
j=1

σ
ki,j
i,j ,
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where ki := (ki,1, ki,2, · · · , ki,n) and
(
ki

ki

)
:=

ki!∏
j(ki,j!)

when ki,j ≥ 0 and

ki = |ki|. We let
(
ki

ki

)
= 0 if some ki,j < 0. Since

(
ki

ki

)
=
∑
j

(
ki − 1

ki − ej

)
,

Ak
m = σ1,jA

k−ej
m−e1 + σ2,jA

k−ej
m−e2 + · · ·+ σn,jA

k−ej
m−en for each j.

Note that if ms = m, then Ak
m and Ak−ej

m−ei are zero for i 6= s. We thus
have Ak−ej

m−es = 0 for every j and m with ms = m. Therefore, all the Ak−ei
m′

are zero for any i when the s-th component of m′ is m− 1 or m. We thus
proved the statement T k−ei

s,m−1 for every i. This completes the proof.

In order to apply Theorem 4.2.1 (iii), it helps to minimize the number r
in the system of equations (4.1). To do this, we may assume that the asso-
ciated matrix Σ has pairwisely non-parallel rows. Indeed, if Si = Sj (respec-
tively Si = Scj ) for some i 6= j, then we can combine two systems of equations
|ψ〉Γ(Si) ∈ Di and |ψ〉Γ(Sj) ∈ Dj into a single |ψ〉Γ(Si) ∈ Di ∩ Dj (respectively
|ψ〉Γ(Si) ∈ Di∩D̄j). If r ≤ 3, then it is easy to see that pairwisely non-parallel
rows of Σ are always linearly independent. Therefore, the rank condition in
Proposition 4.3.5 is automatically satisfied. This is not true for r = 4, as we
have seen in Example 4.3.4.

If n = 2, then we may always assume that r ≤ 2 by the above argument,
so the rank condition is redundant. For the n qubit under-determined cases,
we have r ≤ NE < NU = n, so the rank condition is also redundant for the
three or four qubit cases because r ≤ 3. Therefore, we have the following.
The case of n = 2 is nothing but [KKL11, Theorem 3, (ii)].

Proposition 4.3.6. Let n = 2 or dj = 2 with n = 3, 4. Then the system of
equations (4.1) has infinitely many solutions whenever NE < NU.

It is worthwhile to note that the converse of Proposition 4.3.5 does not
hold. To see this, we consider the following two matrices in the five qubit
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case with kj = 1 for j = 1, 2, 3, 4:

Σ1 =


− + + − −

+ − + + +

+ + − + +

+ + + + +


,

Σ2 =


− + + − +

+ − + + −

+ + − + +

+ + + + +


.

These are of rank three. It is interesting to note that Pk(α) = 0 for Σ1, but
Pk(α) is nonzero for Σ2 in the ring Z[α1, · · · , α5]/(α21, · · · , α25). Therefore,
the converse of Proposition 4.3.5 does not hold.

In the trivial case where Si ⊂ [n] are all empty or [n], Pk(α) = ±(α1 +
· · ·+αn)NE is always nonzero because NE < NU and (α1+ · · ·+αn)NU 6= 0 in
Z[α]/(αdjj ) by Corollary 4.3.2. By Proposition 4.3.3, the system of equations
(4.1) has infinitely many nonzero solutions for any Di with dimD⊥i = ki.

4.4 Multi-qubit cases and permanents of matri-
ces

In this section, we investigate the multi-qubit cases where dj = 2 for all
j so that NU = n. In the critical case where the numbers of equations NE

and unknowns NU coincide in the system of equations (4.1), we may assume
that ki = 1 for all i because if ki > 1 we can repeat Si ki times and replace
Di by ki hyperplanes. In particular, we may assume NE = r = n = NU. By
Theorem 4.2.1 (ii), the solvability of (4.1) is guaranteed by the nonvanishing
of the coefficient of the monomial α1α2 · · ·αn in the polynomial (4.6), which
is ∑

λ∈Sn

σ1,λ(1)σ2,λ(2) · · ·σn,λ(n), (4.11)

where Sn denotes the set of all permutations of the set [n]. If we multiply the
sign of permutation in each summand, this is nothing but the determinant
of the matrix Σ = [σi,j]. The number (4.11) is called the permanent, denoted
by per(Σ), of the matrix Σ. See Section 2.11. By Theorem 4.2.1 (ii), we have
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the following:

Theorem 4.4.1. Let {S1, · · · , Sn} be subsets of [n] with the associated n×n
matrix Σ, and {D1, · · · , Dn} subspaces of

⊗n
i=1C2 with dimD⊥i = 1 for i =

1, · · · , n, respectively. If per(Σ) 6= 0 then the system of equations (4.1) has a
nonzero solution.

Therefore, in order to check the existence of a nonzero solution of (4.1)
for the n qubit cases with the same numbers of equations and unknowns,
we have to calculate the permanents of the associated matrices whose entries
are ±1. Several authors have studied permanents of those matrices. It was
shown in [Wan74] that if n ≥ 2 is even or n ≡ 1(mod 4), then there exists
an n×n (+1,−1)-matrix A with per(A) = 0. In the same paper, it was also
noticed that there is no 3× 3 (+1,−1)-matrix with vanishing permanent. It
was proved in [KS83, SS83, Wan05] that there exists an n × n (+1,−1)-
matrix with vanishing permanent if and only if n + 1 is not a power of 2.
Therefore, we have the following:

Theorem 4.4.2. Let n = 2k − 1 for k = 2, 3, · · · and di = 2 for i =

1, 2, · · · , n. Then the system of equations (4.1) has a nonzero solution when-
ever the number of equations are less than or equal to n.

The above theorem does not hold even for the two qubit case with n =

2. See Example 4.1.3. Since S1 = {2}, S2 = ∅ in the condition (4.4), the
associated matrix is given by (

+ −

+ +

)
.

We note that the permanent of the associated matrix vanishes. We modify
this example to get the same kind of a system of equations for the four qubit
case with the same number of equations and unknowns.

Example 4.4.3. Let subspaces {D1, D2, D3, D4} of
⊗4

j=1C2 be given by

D1 = (|β1〉⊗|β1〉)⊥, D2 = (|β1〉⊗|β2〉)⊥, D3 = (|β2〉⊗|β1〉)⊥, D4 = (|β2〉⊗|β2〉)⊥.
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Then, we have

|ψ1, ψ̄2〉 ⊗ |ψ3, ψ̄4〉 ∈ D1 ⇐⇒ |ψ1〉 ⊥ |ψ2〉 or |ψ3〉 ⊥ |ψ4〉
|ψ1, ψ̄2〉 ⊗ |ψ3, ψ4〉 ∈ D2 ⇐⇒ |ψ1〉 ⊥ |ψ2〉 or |ψ3〉 ‖ |ψ4〉
|ψ1, ψ2〉 ⊗ |ψ3, ψ̄4〉 ∈ D3 ⇐⇒ |ψ1〉 ‖ |ψ2〉 or |ψ3〉 ⊥ |ψ4〉
|ψ1, ψ2〉 ⊗ |ψ3, ψ4〉 ∈ D4 ⇐⇒ |ψ1〉 ‖ |ψ2〉 or |ψ3〉 ‖ |ψ4〉

(4.12)

It is clear that there exists no nonzero product vector |ψ1, ψ2, ψ3, ψ4〉 ∈⊗4
j=1C2 satisfying all of these equations. Note the the associated matrix is

+ − + −

+ − + +

+ + + −

+ + + +


,

which has the vanishing permanent. If we take the last three columns then
it is equivalent to the associated matrix in Example 4.3.4. Employing the
above method to construct the example for n = 4 from the example for
n = 2, it is easy to construct the same kind of examples when n = 2k for
k ≥ 3.

We say that two r×n matrices Σ1 and Σ2 are equivalent if Σ2 is obtained
from Σ1 by a succession of the following operations:

(i) interchange two rows or columns,

(ii) negate a row or a column.

Interchanging two rows and columns is equivalent to changing the or-
ders of equations and unknowns in (4.1), and negating a row or a column
is equivalent to conjugating an equation or an unknown in (4.1). Therefore,
two systems of equations like (4.1) have the same solvability if their associ-
ated matrices are equivalent.

It is a natural problem to classify all n×n (+1,−1)-matrices with van-
ishing permanents, up to equivalence. The first step for classification is to
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reduce the number µ(Σ) of minus signs, that is, the number of −1’s in the
entries of Σ. We also denote by ri(Σ) (respectively cj(Σ)) the number of mi-
nus signs in the i-th row (respectively the j-th column) of Σ.

Proposition 4.4.4. Suppose that n ≥ 3. For a given n×n matrix Σ = [σij]

with entries ±1, we have the following:

(i) If n = 2m+ 1 is an odd number and µ(Σ) ≥ mn− (m− 1), then there
exists Σ′ which is equivalent to Σ such that µ(Σ′) < µ(Σ).

(ii) If n = 2m is an even number and µ(Σ) ≥ mn −m, then there exists
Σ′ which is equivalent to Σ such that µ(Σ′) < µ(Σ).

Proof. If there is a column with m + 1 minus signs then we may decrease
the number µ(Σ) strictly by negating this column, and the same for rows.
Therefore, it remains to consider the case when all the columns and rows
have at most m minus signs. Put

I = {i ∈ [n] : ri(Σ) = m}, J = {j :∈ [n] : cj(Σ) = m}.

We note that if |I| ≤ ` then

µ(Σ) ≤ m · |I|+ (m− 1)(n− |I|) = mn− n+ |I| ≤ mn− n+ `,

and the same for J, where |I| denotes the cardinality of I. Therefore, we have

µ(Σ) ≥ mn− n+ ` =⇒ |I| ≥ `, |J| ≥ `.

In case of (i), we have mn − (m − 1) = mn − n + (m + 2), and so it
follows that |J| ≥ m+ 2 by assumption. Therefore, for any i ∈ I, there exist
at least two j ∈ J, say {j1, j2}, with σij = +1. Take any i ∈ I and negate the
i-th row, to get Σ′ with µ(Σ′) = µ(Σ) + 1. If we negate the j1-th and j2-th
columns to get Σ′′, then we have µ(Σ′′) ≤ µ(Σ′) − 2 = µ(Σ) − 1.

In the even case n = 2m, we first consider the case µ(Σ) ≥ mn − (m −

1) = mn − n + (m + 1). In this case, we have |J| ≥ m + 1, and so for any
i ∈ I there exists at least one j ∈ J with σij = +1. We apply the same
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argument as in the odd n case, to get Σ′ and Σ′′. In this case, we have
µ(Σ′′) ≤ µ(Σ′) − 1 = µ(Σ) − 1.

It remains to prove when n = 2m and µ(Σ) = mn −m, which implies
|I| ≥ m and |J| ≥ m. In this case, we consider the set I × J. If there exists
(i, j) ∈ I × J with σij = +1 then negate the i-row and the j-th column,
to get the conclusion. If σij = −1 for each (i, j) ∈ I × J then we see that
|I| = |J| = m. In this case we negate the i-th row for each i ∈ I to get Σ′.
Then there exist j ∈ [n] \ J such that cj(Σ′) > m since µ(Σ) > |I× J| by the
assumption n ≥ 3. Negate this column to get the required conclusion.

When n is a power of 2, the following proposition is also useful for clas-
sification of (+1,−1)-matrices with vanishing permanents. We recall the fol-
lowing addition formula for permanents (Theorem 2.11.2):

per(A+ B) =

n∑
i=0

∑
S,T∈[n]
|S|=|T |=i

per(A[S|T ])per(B(S|T)),

where A[S|T ] is the submatrix of A consisting of rows indexed by S and
columns indexed by T , and B(S|T) is the submatrix of B deleting rows in-
dexed by S and columns indexed by T . If |S| = |T | = 0 (respectively |S| =

|T | = n), we set per(A[S|T ]) = 1 (respectively per(B(S|T)) = 1). This formula
holds for arbitrary n× n matrices A and B.

Proposition 4.4.5. Suppose that n = 2k for k = 2, 3, · · · . If an n×n matrix
Σ with entries ±1 has the vanishing permanent, then µ(Σ) must be even.

Proof. We write the n×n matrix Σ = [σi,j] as J− 2P where J is the matrix
whose entries are all +1 and P is a uniquely determined matrix whose entries
are 0 or +1. By the addition formula, we obtain the formula

per(Σ) =
n∑
i=0

(−2)i(n− i)! peri(P),

where peri(P) is the sum of all permanents of i × i submatrices of P. See
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[SS83]. The largest natural number Ni such that 2Ni divides the i-th sum-
mand (−2)i(n− i)! is given by

Ni =


n− 1, i = 0,

n− k, i = 1,

i+
∑k

j=1

⌊
n−i
2j

⌋
i = 2, 3, · · · , n,

where bxc is the largest integer which is not greater than x. We show that
Ni ≥ n− k+ 1 for i = 2, 3, · · · , n. Let n− i = ak−12

k−1+ak−22
k−2+ · · ·+a0

be the 2-adic expansion of n − i. Then we have
∑k−1

j=0 aj ≤ k − 1, because
some of ai must be zero by i ≥ 2. It is easy to see

k∑
j=1

⌊
n− i

2j

⌋
= n− i−

k−1∑
j=0

aj.

Therefore, we have Ni = n−
∑k−1

j=0 aj ≥ n− k+ 1, and so

perΣ ≡ (−2)(n− 1)! · per1(P) ≡ 2n−k` · per1(P) mod 2n−k+1,

where ` is an odd number. Since perΣ = 0, we see that µ(Σ) = per1(P) must
be an even number.

In order to classify 4 × 4 (+1,−1)-matrices with vanishing permanents
up to equivalence, we may consider only the cases µ = 2 and µ = 4, by
Propositions 4.4.4 and 4.4.5. In the case of µ = 2, one can check that we
have only two permanent vanishing matrices up to equivalence:

Σ1 =


− − + +

+ + + +

+ + + +

+ + + +


,

and its transpose Σt
1.

In the case of µ = 4, we have to investigate the following cases:

93



CHAPTER 4. ALGEBRAIC CRITERION FOR SEPARABILITY

(i) there are two rows with two −1’s,

(ii) there are one row with two −1’s and two rows with one −1,

(iii) there are four rows with one −1.

In the case of (i), there is only one matrix with vanishing permanent up to
equivalence:

Σ2 =


− − + +

+ − − +

+ + + +

+ + + +

 .
In the case of (ii), there are only three matrices with vanishing permanents
up to equivalence:

Σt
2 =


− + + +

− − + +

+ − + +

+ + + +

 , Σ3 =


− − + +

+ − + +

+ + − +

+ + + +

 , Σ4 =


− − + +

+ + − +

+ + + −

+ + + +

 .
We note that Σt

2 is equivalent to the associated matrix in Example 4.4.3 and
the transpose of Σ3 is equivalent to Σ3 itself. In the case of (iii), there is only
one matrix Σt

4 with vanishing permanent. If we negate the first row of Σ4
and rearrange the rows and columns appropriately, then we get the matrix
Σt
2. Therefore, Σ4 is equivalent to Σt

2. This implies that Σt
4 is also equivalent

to Σ2. To summarize, we have at most five inequivalent (+1,−1)-matrices
with vanishing permanents up to equivalence:

Σ1, Σt
1, Σ2, Σt

2, Σ3.

We claim that these five matrices are inequivalent. Since Σi and Σti have
rank i+1 for i = 1, 2, 3, we find that neither Σi nor Σt

i is equivalent to Σj or
Σt
j if i 6= j. It remains to show that Σ1 (respectively Σ2) and Σt

1 (respectively
Σt
2) are not equivalent.
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In other to get another invariant to distinguish them, we consider the
difference πr(Σ) of the two numbers |{i ∈ [n] : ri(Σ) is even}| and |{i ∈ [n] :

ri(Σ) is odd}| for an n×n matrix Σ with entries ±1. If n is even then it is
easily checked that the number πr(Σ) is an invariant under the equivalence
relation. The number πc(Σ) may be defined for columns in the same way.
Since πr(Σ1) = 4 and πr(Σt

1) = 0, Σ1 and Σt
1 are not equivalent. Similarly, we

also check πr(Σ2) = 4 and πr(Σt
2) = 0, to confirm that Σ2 is not equivalent

to Σt
2.

Theorem 4.4.6. There exist exactly five 4× 4 (+1,−1)-matrices

Σ1, Σt
1, Σ2, Σt

2, Σ3

with vanishing permanents, up to the equivalence relation.

We have considered the rank and the invariant πr(Σ) to classify perma-
nent vanishing (+1,−1)-matrices in the 4× 4 cases. The absolute values of
the determinant and permanent are also obvious invariants under the equiv-
alence relation. The following example shows that these do not constitute a
complete set of invariants.

Example 4.4.7. Consider the following two matrices:

A =


− − + +

+ − − +

− + − +

+ + + +


,

B =


+ + + +

+ − + −

+ + − −

+ − − +


.

We can check that

per(A) = per(B) = 8,

| det(A)| = | det(B)| = 16,

rank (A) = rank (B) = 4,

πr(A) = πr(B) = πc(A) = πc(B) = 4.
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Note that BBt = 4I4, where I4 is the 4× 4 identity matrix. It is easy to see
that if B′ is equivalent to B, then B′B′t is also 4 times the identity matrix.
Since AAt 6= 4I4, A is not equivalent to B.

We close this section by mentioning an interesting asymptotic result on
permanents by Tao and Vu [TV09]. For the n×n matrix Mn whose entries
are independent and identically distributed random variables taking values
±1 with probability 1/2 for each, they showed that asymptotically almost
surely, the absolute value of per(Mn) is n( 1

2
+o(1))n. In particular, the proba-

bility that per(Mn) = 0 tends to 0, as n→∞.
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Chapter 5

Upper Bounds for the Number of
Product Vectors

By the range criterion, if a PPT state ρ on Cm ⊗ Cn is separable, then
there is a collection of nonzero product vectors

{
|ψ

(i)
1 〉 ⊗ |ψ

(i)
2 〉
}
i∈I

in Cm⊗Cn
such that

(i) the range R(ρ) is spanned by
{
|ψ

(i)
1 〉 ⊗ |ψ

(i)
2 〉
}
i∈I

,

(ii) the range R(ρΓ) is spanned by
{
|ψ1

(i)〉 ⊗ |ψ
(i)
2 〉
}
i∈I

.

This leads us to study the following questions: Is there a nonzero product
vector |ψ1〉 ⊗ |ψ2〉 ∈ Cm ⊗ Cn satisfying the condition

|ψ1〉 ⊗ |ψ2〉 ∈ D, |ψ1〉 ⊗ |ψ2〉 ∈ E (5.1)

for given subspaces D and E of Cm ⊗ Cn? If it exists, how many different
product vectors are there satisfying the condition?

In Chapter 4, we proposed a sufficient condition for which there is a
nonzero product vector satisfying 5.1. It gives rise to the algebraic criterion
for separability which gives us a sufficient condition for a given PPT state
to be entangled or almost surely entangled.
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In this chapter, we further investigate how many nonzero product vectors
with (5.1) exist up to constant. In the previous chapter, we mainly use the
homological method of intersection theory in Section 2.3 to investigate the
condition (5.1). However, the homological method used to prove the alge-
braic criterion has some disadvantages. If all the cycles intersect positively,
the length of a zero cycle is exactly the same as the intersection number. But
if not, the length of a zero cycle would be strictly less than the intersection
number. Moreover, it may be zero even if the actual intersection number is
not.

So, we try to manipulate the equations directly arising from the range
criterion instead of using the homological method in this chapter. These at-
tempts allow us to improve the results 4.1.1 for the qubit-qunit cases and
estimate how many different product vectors up to constant exist in R(ρ)
with their partial conjugates in R(ρΓ). We will always count distinct nonzero
product vectors up to constant unless otherwise specified.

5.1 Transformed into a system of equations

Let dimD⊥ = k and dimE⊥ = `. Then we can write D and E explicitly
as follows.

D =

{
(zij)

∣∣∣ ∑
i,j

A
(s)
ij zij = 0 for 1 ≤ s ≤ k, A(s)

ij ∈ C

}
,

E =

{
(zij)

∣∣∣ ∑
i,j

B
(t)
ij zij = 0 for 1 ≤ t ≤ `, B(t)

ij ∈ C

}
,

where (zij) is the coordinate of the set Mm×n(C) ∼= Cm ⊗ Cn of all m × n
complex matrices. Then the condition (5.1) is equivalent to the following
system of equations:

|ψ1〉 ⊗ |ψ2〉 ∈ D ⇔ ∑
i,jA

(s)
ij xiyj = 0 for every 1 ≤ s ≤ k,

|ψ1〉 ⊗ |ψ2〉 ∈ E ⇔ ∑
i,j B

(t)
ij x̄iyj = 0 for every 1 ≤ s ≤ `, (5.2)
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where |ψ1〉 = (xi) ∈ Cm and |ψ2〉 = (yj) ∈ Cn. Since we identify the vectors
in Cm or Cn up to constant, we can consider |ψ1〉 and |ψ2〉 as elements in
Pm−1 and Pn−1 respectively. In the system of equations (5.2), we note that
the number of equations and that of variables are k + ` and m + n − 2

respectively. Hence, it is natural to divide the problem into the following
three cases:

• Over-determined case: k+ ` > m+ n− 2

• Critical case : k+ ` = m+ n− 2

• Under-determined case : k+ ` < m+ n− 2

Throughout this chapter, we concentrate only on the critical case, i.e.
k+ ` = m+n− 2 because for the other cases, the number of nonzero prod-
uct vectors satisfying the condition (5.1) is almost surely zero or infinite by
Theorem 4.1.1. In particular, the over-determined case can be studied by
the critical case if we replace the given subspace D with a subspace of codi-
mension m+n− l− 2 containing D. For the critical case, all the equations
(5.1) are listed as follows:

y1L
(1)
1 + y2L

(1)
2 + · · ·+ ynL(1)n = 0

y1L
(2)
1 + y2L

(2)
2 + · · ·+ ynL(2)n = 0

...

y1L
(m+n−2)
1 + y2L

(m+n−2)
2 + · · ·+ ynL(m+n−2)

n = 0

(5.3)

where, L(q)j (|ψ1〉) =
{∑m

i=1A
(q)
ij xi if 1 ≤ q ≤ k,∑m

i=1 B
(q−k)
ij x̄i if k+ 1 ≤ q ≤ k+ ` = m+ n− 2.

If there is a nonzero product vector |ψ1〉 ⊗ |ψ2〉, then the rank of the
(m + n − 2) × n matrix

(
L
(i)
j

)
should be less than n. Hence, there is no

doubt that we first have to study the system of the equations given by the
n× n minors of the matrix

(
L
(i)
j

)
.
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Let a = (a1, · · · , am) be a solution of the system of the equations given
by the n× n minors of the matrix

(
L
(i)
j

)
, i.e. the matrix

(
L
(i)
j (a)

)
has the

rank less than n. Then there are two possibilities as follows:

(i) If the rank of the matrix
(
L
(i)
j (a)

)
is exactly n − 1, then the system

of linear equations (5.3) in yi has a unique nontrivial solution up to
constant.

(ii) If the rank of the matrix
(
L
(i)
j (a)

)
is less than n− 1, then the system

of linear equations (5.3) in yi has infinitely many nontrivial solutions
up to constant.

If the case (ii) happens for some a = (a1, · · · , am), then there are in-
finitely many nonzero product vectors |ψ1, ψ2〉 satisfying the condition (5.1).
So, it is reasonable to focus only on the case where the rank of the matrix(
L
(i)
j (a)

)
is exactly n − 1 for every solution a of the system of equations

given by the n×n minors of the matrix
(
L
(i)
j

)
. In this case, we notice that

the number of nonzero product vectors |ψ1〉 ⊗ |ψ2〉 satisfying the condition
(5.1) is exactly the same as the number of common roots of the system of
equations given by the n×n minors of the matrix

(
L
(i)
j (a)

)
. We note that

if the matrix
(
L
(i)
j (a)

)
has always rank n, then there is no nonzero product

vector satisyfing the condition (5.1).
We first consider the particular case ` = 0. In this case, the condition

(5.1) in nothing but the condition

|ψ1〉 ⊗ |ψ2〉 ∈ D

for subspaces D of Cm⊗Cn of codimension m+n−2. If we consider |ψ1〉⊗
|ψ2〉 as an element of the Segre variety Seg(Pm−1×Pn−1), the condition (5.1)
is nothing but the intersection of the Segre variety Seg(Pm−1 × Pn−1) and
m + n − 2 hyperplanes whose intersection is D, so the number of product
vector |ψ1〉 ⊗ |ψ2〉 satisfying the condition (5.1) is less than or equal to the
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degree of the Segre variety whenever it is finite and the equality holds for a
generic choice of D.

Proposition 5.1.1. Let D be a subspace of Cm⊗Cn with dimD⊥ = m+n−2.
Then

(i) the number of nonzero product vectors in D is less than or equal to(
m+ n− 2

m− 1

)
whenever it is finite.

(ii) The equality holds for a generic choice of D.

This is exactly the particular case of Corollary 4.3.2 for r = 1, n = 2,
d1 = m and d2 = n. This result also mentioned in [WS08]. For the case
k = 0, we can obtain the same result by symmetry. However, if k 6= 0 and
` 6= 0, then we have to deal with a system of polynomial equations not in
only complex variables, but in both complex variables and their conjugates.
This causes many tricky situations to control equations. For instance, let us
consider a single polynomial equation in z and z̄

z3 − z̄ = 0.

How many roots does this equation have? By a direct calculation, we get the
exactly 5 solutions z = 0, ±1, ±i. This means that the number of solutions
does not obey the degree bound unlike the usual polynomial equation in z.
Of course, it is also true that a system of equations in complex variables and
their conjugates can violate the Bezout’s theorem. Moreover, the equation
zz̄ − 1 = 0 has infinitely many solutions, but the equation zz̄ + 1 = 0 has
no solution. A series of examples show that it is very hard to control the
number of common roots of a system of equations when we have to deal
with both complex variables and their conjugates simultaneously.

101



CHAPTER 5. THE NUMBER OF PRODUCT VECTORS

5.2 Qubit-qunit case

In order to treat the system of equations (5.1) more in an elaborate way,
let us particularly concentrate on the qubit-qunit case, i.e. the C2⊗Cn case.
Then the rank condition on

(
L
(i)
j

)
in the previous section turns into the

condition that the rank of the n×n square matrix
(
L
(i)
j

)
is greater than or

equal to n− 1. This is nothing but the condition that

there is a nonvanishing (n− 1)× (n− 1) minor of
(
L
(i)
j

)
for every solution a of det

(
L
(i)
j

)
= 0.

(5.4)

We note that det(L
(i)
j ) is a bi-homogeneous polynomial of degree k in vari-

ables x1, x2 and of degree ` in variables x̄1, x̄2. Since we do not regard the
case that both x1 and x2 are zero, we may assume x2 = 1 without loss of
generality, so det(L

(i)
j ) becomes a polynomial in x1 and x̄1.

Now, we define the two polynomials P and Q determined by D and E as
follows:

PD,E(z,w) := the polynomial satisfying P(x1, x̄1) = det(L
(i)
j ),

QD,E(z,w) := the polynomial satisfying Q(x1, x̄1) = P(x1, x̄1).
(5.5)

Then we can state the main theorem of this section as follows.

Theorem 5.2.1. Let D and E be subspaces of C2 ⊗ Cn with dimD⊥ = k

and dimE⊥ = l. The polynomials PD,E and QD,E are defined by (5.5). For
the critical case k+ ` = n, the number of nonzero product vectors |ψ1〉⊗ |ψ2〉
satisfying the condition (5.1) is less than or equal to the mixed volume

MV2(New(PD,E) ∪ {0}, New(QD,E) ∪ {0})

if the condition (5.4) is satisfied and the resultant Resw(PD,E, QD,E) is not
identically zero.

Proof. From the discussion of the previous section, it is enough to estimate
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the number of roots of the equation PD,E(z, z̄) = 0. For brevity, we write P
and Q for PD,E and QD,E respectively. Since the polynomial Q(z,w) satisfies
the condition Q(z, z̄) = P(z, z̄), it is clear that if (z, z̄) is a root of the equa-
tion P(z, z̄) = 0, then so is the equation Q(z, z̄) = 0. On the other hand, by
Theorem 2.10.4, P(z,w) and Q(z,w) have no nontrivial common factor since
the resultant Resw(P,Q) is not identically zero. Over C, this is equivalent to
saying that the number of common roots in C2 is finite. By Theorem 2.9.7,∣∣{ z ∈ C | P(z, z̄) = 0 }

∣∣ =∣∣{ z ∈ C | P(z, z̄) = Q(z, z̄) = 0 }
∣∣

≤
∣∣{ (z,w) ∈ C2 | P(z,w) = Q(z,w) = 0 }

∣∣
≤MV2(New(P) ∪ {0}, New(Q) ∪ {0}).

Hence, the number of nonzero product vectors |ψ1〉⊗ |ψ2〉 satisfying the con-
dition (5.1) is less than or equal to the mixed volume MV2(New(PD,E) ∪
{0}, New(QD,E) ∪ {0}).

We notice that it is essential to know how restrictive the condition that
the condition (5.4) is satisfied and the resultant Resw(PD,E, QD,E) is not iden-
tically zero is. The following proposition says that the condition satisfies for
generic choices of D and E.

Proposition 5.2.2. Let D and E be elements of the Grassmann varieties
Gr(k,C2⊗Cn) and Gr(`,C2⊗Cn) respectively. Then there is a dense subset
of Gr(k,C2 ⊗ Cn) × Gr(`,C2 ⊗ Cn) in which the condition (5.4) is satisfied
and the resultant Resw(PD,E, QD,E) is not identically zero.

Proof. Since the polynomial PD,E is the polynomial of bidegree at most (k, `),
it can be regarded as an element of the projective space P(k+1)(`+1)−1 which is
the projectivization of the set of all polynomials in two variables of bidegree
at most (k, `). We define a map

φ : Gr(k,C2 ⊗ Cn)×Gr(`,C2 ⊗ Cn) −→ P(k+1)(`+1)−1.

(D,E) 7→ PD,E
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We claim that φ is well-defined and algebraic. For each pair (D,E) ∈ Gr(k,C2⊗
Cn)×Gr(`,C2⊗Cn), we can write D =

⋂k
i=1 V

⊥
i and E =

⋂l
j=1W

⊥
j for some

vectors Vi,Wj in C2 ⊗ Cn. We denote the coordinates of Vi and Wj as

Vi =
(
A

(i)
1,1, · · · , A

(i)
1,n, A

(i)
2,1, · · · , A

(i)
2,n

)
,

Wj =
(
B
(j)
1,1, · · · , B

(j)
1,n, B

(j)
2,1, · · · , B

(j)
2,n

)
,

for 1 ≤ i ≤ k, 1 ≤ j ≤ `. Then the matrix
(
L
(i)
j

)
is



A
(1)
1,1x1 +A

(1)
2,1 · · · A

(1)
1,nx1 +A

(1)
2,n

...
...

A
(k)
1,1x1 +A

(k)
2,1 · · · A

(k)
1,nx1 +A

(k)
2,n

B
(1)
1,1x̄1 + B

(1)
2,1 · · · B

(1)
1,nx̄1 + B

(1)
2,n

...
...

B
(`)
1,1x̄1 + B

(`)
2,1 · · · B

(`)
1,nx̄1 + B

(`)
2,n


.

Since PD,E(x1, x̄1) = det(L
(i)
j ), all the coefficients of the polynomial PD,E(z,w)

are polynomials in A(i)
r,s and B(j)

r,s, i.e. φ is algebraic if it is well-defined.
For another representations of D =

⋂k
i=1(V

′
i)
⊥ and E =

⋂`
k=1(W

′
j)
⊥, there

are matrices MV ∈ GL(k) and MW in GL(`) such that— V ′1 —
...

— V ′k —

 =MV ·

— V1 —
...

— Vk —

 ,
— W′1 —

...
— W′` —

 =MW ·

— W1 —
...

— W` —

 .
Then we can easily check that the image of φ differs by multiplication of
det(MV) det(MW), i.e, it is unchanged as an element of the projective space.
Hence, φ is well-defined.

We note that the resultant Resw(PD,E, QD,E) is a polynomial in z whose
coefficients are polynomials in the coefficients of PD,E and their conjugates.
Hence, the locus that the resultant Resw(PD,E, QD,E) is not identically zero
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in the complex projective space P(k+1)(`+1)−1 is the complement of the finite
union of the zero locus of real nonzero polynomial equations. This implies
that the inverse φ−1(W ′) is also the complement of the finite union of the
zero locus of real nonzero polynomial equations if it is nonempty.

We claim that φ−1(W) is nonempty : We take

D =

k⋂
j=1

{z1j + jz2j = 0}, E =

n⋂
j=k+1

{z1j − jz2j = 0}.

Then

PD,E(z,w) = (z+ 1)(z+ 2) · · · (z+ k)(w− k− 1) · · · (w− n),

QD,E(z,w) = (z− k− 1) · · · (z− n)(w+ 1) · · · (w+ k).

We can readily verify that the resultant Resw(PD,E, QD,E) of PD,E and QD,E

is
∏k

j=1

∏n
i=k+1(i+ j)(z− i)

k(z+ j)l, which is not identically zero. Therefore,
P should be located in W ′. Therefore, φ−1(W ′) is the complement of the
finite union of the zero locus of real nonzero polynomial equations, so it is
an dense subset of Gr(k,C2 ⊗ Cn) × Gr(`,C2 ⊗ Cn) for which the resultant
Resw(PD,E, QD,E) is not identically zero.

Moreover, the locus that the condition (5.4) is satisfied contains a Zariski
open subset which is the union of the loci that the resultants of P(z,w) and
each (n− 1)× (n− 1) minors of

(
L
(i)
j

)
is not identically zero. Therefore the

locus that the condition (5.4) is satisfied and the resultant Resw(PD,E, QD,E)

is not identically zero is dense in Gr(k,C2 ⊗ Cn)×Gr(`,C2 ⊗ Cn).

We note that the polynomial PD,E(z,w) and QD,E(z,w) are bidegree at
most (k, l) and (l, k) respectively. Hence, the mixed volume of New(PD,E)∪
{0} and New(QD,E)∪ {0} is less than or equal to (k+ `)2− 2k` = k2+ `2. See
Figure 5.1. By Proposition 5.2.2, we obtain the following corollary.

Corollary 5.2.3. Let D and E be subspaces of C2 ⊗ Cn with dimD⊥ = k,
dimE⊥ = l. Then the number of nonzero product vectors |ψ1〉⊗|ψ2〉 satisfying
the condition (5.1) is less than or equal to k2 + `2 for a generic choice of D
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Figure 5.1: Newton polytopes of P and Q

and E.

By Proposition 5.1.1 and Corollary 5.2.3, we summarize the results as fol-
lows for some lower cases: Let D and E be subspaces C2⊗Cn with dimD⊥ =

k, dimE⊥ = `.

• C2 ⊗ C2 case : The number of product vectors |ψ1〉 ⊗ |ψ2〉 satisfying
the condition (5.1) is{

≤ 2 whenever it is finite if (k, l) = (2, 0) or (0, 2),

≤ 2 for generic D,E if (k, l) = (1, 1)

• C2 ⊗ C3 case : The number of product vectors |ψ1〉 ⊗ |ψ2〉 satisfying
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the condition (5.1) is{
≤ 3 whenever it is finite if (k, l) = (3, 0) or (0, 3),

≤ 5 for generic D,E if (k, l) = (2, 1) or (1, 2)

• C2 ⊗ C4 case : The number of product vectors |ψ1〉 ⊗ |ψ2〉 satisfying
the condition (5.1) is

≤ 4 whenever it is finite if (k, l) = (4, 0) or (0, 4)

≤ 10 for generic D,E if (k, l) = (3, 1) or (1, 3)

≤ 8 for generic D,E if (k, l) = (2, 2)

Kye [Kye13] described the conditions for which the number of product
vectors is 0, 1, 2 and ∞ explicitly in C2⊗C2 case. Ha and Kye [HK14] con-
structed an example in C2 ⊗ C3 case in which there are exactly 5 product
vectors for (k, l) = (1, 2) or (2, 1). Recently, they [HK13] also discovered ex-
amples in C2 ⊗ C4 case in which there are exactly 10 product vectors for
(k, l) = (1, 3) or (3, 1). These are strong evidences the upper bound k2 + l2

could be sharp.
Estimating the number of nonzero product vectors with (5.1) has some

significant applications. For instance, it is relevant to the length L(ρ) of a
separable state ρ, which is the minimum number of product vectors required
to represent the separable state ρ. It is known that any separable state ρ
on Cm ⊗ Cn has length at most (mn)2 [Hor97]. Since L(ρ) ≥ rank(ρ) by
definition, it is natural to ask if there is a separable state ρ on Cm ⊗ Cn

with L(ρ) > rank(ρ). There are separable states ρ with L(ρ) > rank(ρ)

[DTT00]. Furthermore, Chen and Ðoković [CÐ13] proved that there are sep-
arable states ρ with L(ρ) > mn whenever (m−1)(n−1) > 2 and conjectured
that any separable state on C2⊗Cn has length not more than 2n. However,
soon after, examples of separable states ρ in C2⊗C4 whose length is 10 were
discovered [HK13]. Note that Theorem 5.2.1 and Corollary 5.2.3 implies the
following.
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Corollary 5.2.4. Let D and E be subspaces of C2⊗Cn such that the sum of
the codimension of D and that of E is n. Let PD,E and QD,E be polynomials
given by (5.5). We assume that the resultant Resw(PD,E, QD,E) is not identi-
cally zero and the condition (5.4) is satisfied. Then any separable state ρ on
the Hilbert space C2 ⊗ Cn satisfying R(ρ) ⊂ D and R(ρΓ) ⊂ E has length at
most (dimD⊥)2 + (dimE⊥)2.

In the next section, we give some examples of separable states ρ whose
length are exactly (dimD⊥)2 + (dimE⊥)2. See Example 5.3.1 and 5.3.2.

5.3 Examples

The following is an example of the state ρ on C2⊗C3 whose length is 5
with dimR(ρ)⊥ = 1 and dimR(ρΓ)⊥ = 2. This realizes the upper bound in
Corollary 5.2.4 as the sharp upper bound.

Example 5.3.1. [HK14] Let

D = {(zij) ∈ C2 ⊗ C3 | z13 − z21 = 0},
E = {(zij) ∈ C2 ⊗ C3 | z12 − z21 = 0, z13 − z22 = 0}.

Then the matrix
(
L
(i)
j

)
given in the system of equations (5.3) is

(
L
(i)
j

)
=

 −x2 0 x1
−x̄2 x̄1 0

0 −x̄2 x̄1

 .
By the linear transformation x2 7→ x2 + 2x1, the matrix

(
L
(i)
j

)
turns into

(
L
(i)
j

)
=

 −x2 − 2x1 0 x1
−x̄2 − 2x̄1 x̄1 0

0 −x̄2 − 2x̄1 x̄1


.

The determinant of
(
L
(i)
j

)
is det

(
L
(i)
j

)
= (x̄2 + 2x̄1)

2x1 − (x2 + 2x1)x̄
2
1. Since
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(x1, x2) = (1, 0) is not a solution of the equation det
(
L
(i)
j

)
= 0, we may take

x2 = 1. Then the determinant det
(
L
(i)
j

)
turns into

(1+ 2x̄1)
2x1 − (1+ 2x1)x̄

2
1.

Let L(i, j) be the 2 × 2 submatrix of L deleting the i-th row and the j-th
column. Since at least one of the determinant of L(1, 3) and L(3, 1) is not
zero, the rank of L must be 2. It means that the number of nonzero product
vectors |ψ1〉 ⊗ |ψ2〉 satisfying the condition (5.1) is equal to the number of
roots of det

(
L
(i)
j

)
= 0.

In order to estimate the number of roots of det
(
L
(i)
j

)
= 0, we take

P(z,w) and Q(z,w) as (5.5). Then

P(z,w) = (1+ 2w)2z− (1+ 2z)w2,

Q(z,w) = (1+ 2z)2w− (1+ 2w)z2.

The Newton polytope of P and Q are

New(P) = Conv({(1, 0), (0, 2), (1, 2)}),

New(Q) = Conv({(2, 0), (0, 1), (2, 1)}).

Then

New(P) ∪ {0} = Conv({(0, 0), (1, 0), (0, 2), (1, 2)}),

New(Q) ∪ {0} = Conv({(0, 0), (2, 0), (0, 1), (2, 1)}),

New(P) ∪ {0}+New(Q) ∪ {0} = Conv({(0, 0), (3, 0), (0, 3), (3, 3)}).

Hence, the mixed volume MV2(New(P) ∪ {0}, New(Q) ∪ {0}) is

MV2(New(P) ∪ {0}, New(Q) ∪ {0}) = Vol2(New(P) ∪ {0}+New(Q) ∪ {0})

− Vol2(New(P) ∪ {0}) − Vol2(New(Q) ∪ {0})

= 9− 2− 2 = 5.
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By Theorem 2.9.7, the number of common roots of P and Q in C2 is less
than or equal to 5. As a corollary, we can say that any separable state ρ with
R(ρ) ⊂ D and R(ρΓ) ⊂ E has length at most 5. In fact, there is an explicit
example of a separable state of length 5 with R(ρ) = D and R(ρΓ) = E. Let
ρ be a separable state

ρ =

5∑
i=0

|ψi〉〈ψi|,

where |ψi〉 are defined as follows:

|ψi〉 = (1,ωi)t ⊗ (1,ωi,ω2i)t for i = 0, 1, 2,

|ψ3〉 = (0, 1)t ⊗ (0, 0, 1)t, |ψ4〉 = (1, 0)t ⊗ (1, 0, 0)t.

We can easily check that the range R(ρ) of ρ is D and the range R(ρΓ) of
its partial transpose ρΓ is E.

We also give an example of the state ρ on C2 ⊗ C4 whose length is 10
with dimR(ρ)⊥ = 3 and dimR(ρΓ)⊥ = 1. This realizes the upper bound in
Corollary 5.2.4 as the sharp upper bound.

Example 5.3.2. [HK13] Let a and b be real numbers with the relation 0 <
b < 4a3/27. Then the equation r3 − ar2 + b = 0 has two distinct positive
real roots r1 and r2. Let r3 be the only positive real root of r3+ar2−b = 0.
Note that r1, r2 and r3 are distinct from each other. We take the complex
numbers αi as follows:

α1 = r1, α2 = r1ω, α3 = r1ω
2,

α4 = r2, α5 = r2ω, α6 = r2ω
2,

α7 = −r3, α8 = −r3ω, α9 = −r3ω
2,

where ω is the third root of unity. Now, we let

|ψ0〉 = (0, 1)t ⊗ (0, 0, 0, 1)t, |ψi〉 = (1, αi)
t ⊗ (1, αi, α

2
i , α

3
i )

t for 1 ≤ i ≤ 9.
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and take a separable state ρ as

ρ =

9∑
i=0

|ψi〉〈ψi|.

Then its range R(ρ) and the range R(ρΓ) of its partial transpose ρΓ are

R(ρ) = D = {(zij) ∈ C2 ⊗ C4 | z12 − z21 = 0, z13 − z22 = 0, z14 − z23 = 0},
R(ρΓ) = E = {(zij) ∈ C2 ⊗ C4 | bz11 + z14 − az22 = 0}.

Then the matrix
(
L
(i)
j

)
given in the system of equations (5.3) is

(
L
(i)
j

)
=


−x2 x1 0 0

0 −x2 x1 0

0 0 −x2 x1
bx̄1 −ax̄2 0 x̄1

 .

The determinant of
(
L
(i)
j

)
is ax21x2x̄2 − bx31x̄1 − x32x̄1. Since (x1, x2) = (1, 0)

is not a root of the equation det
(
L
(i)
j

)
= 0, we may assume x2 = 1. Then

the determinant det
(
L
(i)
j

)
turns into

ax21 − bx
3
1x̄1 − x̄1.

Now, we follow the process in Example 5.3.1 in the same way. Since the
3×3 minor of

(
L
(i)
j

)
consisting of first 3 rows and first 3 columns is not zero,(

L
(i)
j

)
has rank 3 for every x1. It means that the number of nonzero product

vectors |ψ1〉 ⊗ |ψ2〉 satisfying the condition (5.1) is equal to the number of
roots of det

(
L
(i)
j

)
= 0.

In order to estimate the number of roots of det
(
L
(i)
j

)
= 0, we take
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Figure 5.2: Example: 5.3.2

P(z,w) and Q(z,w) as (5.5). Then

P(z,w) = −bz3w+ az2 −w,

Q(z,w) = −bw3z+ aw2 − z.

The Newton polytope of P and Q are

New(P) = Conv({(3, 1), (2, 0), (0, 1)}),

New(Q) = Conv({(1, 3), (0, 2), (1, 0)}).

Then

New(P) ∪ {0} = Conv({(0, 0), (3, 1), (2, 0), (0, 1)}),

New(Q) ∪ {0} = Conv({(0, 0), (1, 3), (0, 2), (1, 0)}),

New(P) ∪ {0}+New(Q) ∪ {0} = Conv({(0, 0), (3, 0), (4, 1), (0, 3), (1, 4), (4, 4)}).
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Hence, the mixed volume MV2(New(P) ∪ {0}, New(Q) ∪ {0}) is

MV2(New(P) ∪ {0}, New(Q) ∪ {0}) = Vol2(New(P) ∪ {0}+New(Q) ∪ {0})

− Vol2(New(P) ∪ {0}) − Vol2(New(Q) ∪ {0})

= 15−
5

2
−
5

2
= 10.

By Theorem 2.9.7, the number of common roots of P and Q in C2 is less
than or equal to 10. As a corollary, we can say that any separable state
ρ with R(ρ) ⊂ D and R(ρΓ) ⊂ E has length at most 10. We put again
emphasis on the separable state ρ defined above has length exactly 10 and
satisfies R(ρ) = D and R(ρΓ) = E.

Now, we consider another application of Theorem 5.2.1. By the range
criterion, if the number of nonzero product vectors |ψ1〉⊗ |ψ2〉 satisfying the
condition (5.1) is less than either the dimension of D or that of E, then
all the PPT states ρ satisfying R(ρ) ⊂ D and R(ρΓ) ⊂ E are entangled.
Unfortunately, the number k2 + `2 in Corollary 5.2.3 is bigger than both of
the dimension of D and that of E in general. However, for some particular D
and E, we can show that the mixed volume MV2(New(P)∪{0}, New(Q)∪{0})
is less than either the dimension of D or that of E. The following example
appears in [Hor97]. We can check why the PPT state given in [Hor97] can
not be separable more systematically by means of the discussion above.

Example 5.3.3. Let ρ be a state on C2 ⊗ C4 given as follows:

ρ =



1
3
0 0 0 0 1

3
0 0

0 1
3
0 0 0 0 1

3
0

0 0 1
3
0 0 0 0 1

3

0 0 0 1
3

0 0 0 0

0 0 0 0 2
3

0 0
√
2
3

1
3
0 0 0 0 1

3
0 0

0 1
3
0 0 0 0 1

3
0

0 0 1
3
0

√
2
3

0 0 2
3


.
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Then its range R(ρ) and the range R(ρΓ) of its partial transpose ρΓ are

R(ρ) =
{
(zij) ∈ C2 ⊗ C4

∣∣∣∣ z11 − z12 = 0, z12 − z23 = 0, z13 + 1√
2
z21 − z24 = 0

}
and

R(ρΓ) =
{
(zij) ∈ C2 ⊗ C4

∣∣∣∣ z13 − z22 = 0, z14 − z23 = 0, z12 + 1√
2
z24 − z21 = 0

}
.

Let D and E be subspaces of C2 ⊗ C4 taken as follows:

D =

{
(zij) ∈ C2 ⊗ C4

∣∣∣∣ z11 − z12 = 0, z13 + 1√
2
z21 − z24 = 0

}
,

E =

{
(zij) ∈ C2 ⊗ C4

∣∣∣∣ z14 − z23 = 0, z12 + 1√
2
z24 − z21 = 0

}
.

It is clear that R(ρ) ⊂ D and R(ρΓ) ⊂ E. Now, we claim that there are at
most 4 nonzero product vectors satisfying the condition (5.1). If this claim
is true, then ρ can not be a separable state by the range criterion.

In this case, the matrix
(
L
(i)
j

)
given in the system of equations (5.3) is

(
L
(i)
j

)
=


x1 −x2 0 0
1√
2
x1 0 x1 −x2

0 0 −x̄2 x̄1
−x̄2 x̄1 0 1√

2
x̄2

 .

Its determinant is det
(
L
(i)
j

)
= 2x1x2x̄1x̄2 − x21x̄

2
1 +

1
2
x1x2x̄

2
2 − x22x̄

2
2. Since

(x1, x2) = (1, 0) is not a root of the equation det
(
L
(i)
j

)
= 0, we may as-

sume x2 = 1. Then the determinant det
(
L
(i)
j

)
turns into

−x21x̄
2
1 + 2x1x̄1 +

1

2
x1 − 1.

Since x1 = 0 is not a root of det
(
L
(i)
j

)
= 0, the submatrix of

(
L
(i)
j

)
consist-
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ing of the first 3 rows and the last 3 columns has rank 3 for every root of
det
(
L
(i)
j

)
= 0. It means that the number of nonzero product vectors satis-

fying the condition (5.1) is equal to the number of roots of det
(
L
(i)
j

)
= 0.

In order to estimate the number of roots of det
(
L
(i)
j

)
= 0, we take

P(z,w) and Q(z,w) as (5.5). Then

P(z,w) = −z2w2 + 2zw+
1

2
z− 1,

Q(z,w) = −z2w2 + 2zw+
1

2
w− 1.

The Newton polytope of P and Q are

New(P) = Conv({(0, 0), (1, 0), (2, 2)}),

New(Q) = Conv({(0, 0), (0, 1), (2, 2)}).

Then

New(P) ∪ {0} = New(P), New(Q) ∪ {0} = New(Q),

New(P) ∪ {0}+New(Q) ∪ {0} = Conv({(0, 0), (1, 0), (0, 1), (3, 2), (2, 3), (4, 4)}).

Hence, the mixed volume MV2(New(P) ∪ {0}, New(Q) ∪ {0}) is

MV2(New(P) ∪ {0}, New(Q) ∪ {0}) = Vol2(New(P) ∪ {0}+New(Q) ∪ {0})

− Vol2(New(P) ∪ {0}) − Vol2(New(Q) ∪ {0})

= 6− 1− 1 = 4.

By Theorem 2.9.7, the number of common roots of P and Q in C2 is less
than or equal to 4. It implies that the number of product vectors |ψ1〉⊗ |ψ2〉
satisfying the condition (5.1) is at most 4, so they never span the the range
R(ρ) because the dimension of R(ρ) is 5. By the range criterion, the state
ρ is an entangled state. Moreover, we can say that any separable state ρ
with R(ρ) ⊂ D and R(ρΓ) ⊂ E has length at most 4.

Let us consider another example for the C2 ⊗ C4 case.
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Example 5.3.4. Let

D =

{
(zij) ∈ C2 ⊗ C4

∣∣∣∣ z11 − z12 + 3z13 − 3z14 + 2z21 + (1+ i)z22 = 0,

(−2+ 3i)z11 + 3z14 + z21 + 2z22 + (7− i)z23 − z24 = 0

}
and

E =

{
(zij) ∈ C2 ⊗ C4

∣∣∣∣ 11z11 + 3z12 + z13 − 2z23 = 0,

(13− 39i)z21 − (33− 9i)z24 = 0

}
.

We claim that for such D and E, there are at most 4 nonzero product
vectors satisfying the condition (5.1). If this claim is true, then ρ can not
be a separable state by the range criterion.

In this case, the matrix
(
L
(i)
j

)
given in the system of equations (5.3) is

(
L
(i)
j

)
=


x1 + 2x2 −x1 + (1+ i)x2 3x1 −3x1

(−2+ 3i)x1 + x2 2x2 (7− i)x2 3x1 − x2
11x̄1 3x̄1 x̄1 − 2x̄2 0

(13− 39i)x̄2 0 0 (−33+ 9i)x̄2

 .

Since (x1, x2) = (1, 0) is not a root of the equation det
(
L
(i)
j

)
= 0, we

may assume x2 = 1. Then the determinant det
(
L
(i)
j

)
turns into

(4630+ 120i)x21x̄
2
1 + (16+ 492i)x1 − (2308+ 1876i)x̄1 + (284− 172i).

Consider the 3×3 minor of last 3 rows and first 3 columns of the matrix(
L
(i)
j

)
. It is (13−39i)((−19+3i)x̄−4). Since x = −4/(19+3i) is not a root of

the equation det
(
L
(i)
j

)
= 0, all the roots of det

(
L
(i)
j

)
= 0 make the rank of

M to be 3. It means that the number of nonzero product vectors satisfying
the condition (5.1) is equal to the number of roots of det

(
L
(i)
j

)
= 0.

In order to estimate the number of roots of det
(
L
(i)
j

)
= 0, we take

P(z,w) and Q(z,w) as (5.5). Then

P(z,w) = (4630+ 120i)z2w2 + (16+ 492i)z− (2308+ 1876i)w+ (284− 172i),

Q(z,w) = (4630− 120i)z2w2 − (2308− 1876i)z+ (16− 492i)w+ (284+ 172i).
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The Newton polytope of P and Q are

New(P) = New(Q) = Conv({(0, 0), (1, 0), (0, 1), (2, 2)}),

Then

New(P) ∪ {0} = New(P), New(Q) ∪ {0} = New(Q),

New(P) ∪ {0}+New(Q) ∪ {0} = Conv({(0, 0), (2, 0), (0, 2), (4, 4)}).

Hence, the mixed volume MV2(New(P) ∪ {0}, New(Q) ∪ {0}) is

MV2(New(P) ∪ {0}, New(Q) ∪ {0}) = Vol2(New(P) ∪ {0}+New(Q) ∪ {0})

− Vol2(New(P) ∪ {0}) − Vol2(New(Q) ∪ {0})

= 8− 2− 2 = 4.

By Theorem 2.9.7, the number of common roots of P and Q in C2 is less
than or equal to 4. It implies that the number of product vectors |ψ1〉⊗ |ψ2〉
satisfying the condition (5.1) is at most 4, any separable state ρ with R(ρ) ⊂
D and R(ρΓ) ⊂ E has length at most 4.
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Chapter 6

Classification of Entangled States

Let us consider the set of pure separable states in a composite quantum
system H =

⊗n
i=1Hi. It is nothing but the Segre variety Seg(

∏n
i=1 P(Hi)) in

P(H), which is invariant under the action of a group of local invertible oper-
ations, i.e. the natural G-action on H for some subgroup G of

∏n
i=1 GL(Hi).

This means that an entanglement state can not be obtained from a separa-
ble state using only local manipulations of the subsystems. In this chap-
ter, we only deal with the case G =

∏n
i=1 GL(Hi). Even though it is the

coarser classification of the states, we only know few cases. For the case
G′ =

∏n
i=1 GL(Hi), any two given two separable states can be converted into

each other because
∏n

i=1 P(Hi) is a homogeneous G-space. However, we can
not expect in general that any two entangled states can be linked via only
local operations since the set of pure entangled states is much bigger than
the separable one. Therefore, it is natural to ask the following question: If
given two states can be converted into each other via only local invertible
operations, we say that they are equivalent. Then

• How many inequivalent entangled states are there?

• Can we classify all the states up to equivalence completely?

• Can we determine whether any two given states are equivalent?
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CHAPTER 6. CLASSIFICATION OF ENTANGLED STATES

Clearly, these questions depend on the choice of a group of local invertible
operations G.

6.1 Bipartite cases

Let X = Cm⊗Cn be a tensor product of finite dimensional vector spaces.
The group G = GL(m)×GL(n) naturally acts on X via

(A,B) · (x⊗ y) = Ax⊗ By

for x ∈ Cm, y ∈ Cn, A ∈ GL(m), B ∈ GL(n). The vector space X = Cm⊗Cn
can be considered as the set Mm,n of all m × n matrices via

∑
i xi ⊗ yi 7→∑

i xiy
t
i . Then the G-action on Mm,n is given by

(A,B) · (
∑
i

xiy
t
i) = A (

∑
i

xiy
t
i) B

t.

Since an action of an invertible matrix can be expressed as a composition of
elementary operations and nonzero scalar multiples of rows or columns, there
always A ∈ GL(m) and B ∈ GL(n) such that the matrix A · (∑i xiy

t
i) · Bt

can be put into the following form:

A · (
∑
i

xiy
t
i) · Bt =


Ir O

O O

 ,

where r is the rank of the m×n matrix
∑

i xiy
t
i and Ir is the r× r identity

matrix. Hence, all the G-orbits are given by

Or = { rank r tensors in Cm ⊗ Cn}

119



CHAPTER 6. CLASSIFICATION OF ENTANGLED STATES

for 0 ≤ r ≤ min(m,n), so if we would like to determine which orbit a given
state on Cm ⊗ Cn belongs to, we only need to check that the rank of the
state. We note that O1 is exactly the set of all separable states and Or is
the set of entangled states whose ranks are equal to r for 2 ≤ r ≤ min(m,n).
Moreover, the Zariski closure of the orbit

Or = { rank ≤ r tensors in P(Cm ⊗ Cn) } = P(
r⋃
k=1

Ok)

is a closed subvariety of P(Cm⊗Cn) for every r, which is exactly the secant
variety σr(Seg(Pm−1 × Pn−1)). Therefore, there is a stratification of P(Cm ⊗
Cn) given by the orbit closures:

O1 = O1 ⊂ O2 ⊂ · · · ⊂ Omin(m,n) = P(Cm ⊗ Cn).

6.2 Three qubit case

The tripartite cases are more complicated than the bipartite cases. For
instance, if we consider the three qubit case, i.e. C2 ⊗ C2 ⊗ C2 acted on
by G = GL(2)×GL(2)×GL(2), then the orbit of |100〉+ |111〉 and that of
|001〉+ |111〉 are different even though they have the same rank 2. Moreover,
there are many cases for which infinitely many G-orbits exist.

Lemma 6.2.1. Let X = C`⊗Cm⊗Cn. The group G = GL(`)×GL(m)×GL(n)

acts on X via
(A,B,C) · x⊗ y ⊗ z = Ax⊗ By ⊗ Cz.

If `mn > `2 +m2 + n2 − 2, then there are infinitely many G-orbits.

Proof. The proof is easy. We note that if any two orbits differ by multiple
of nonzero constant, they belong to the same G-orbit. Hence, the problem is
equivalent that the group G′ = SL(`)×SL(m)×SL(n) acts on the projective
space P(C`⊗Cm⊗Cn). Since the dimension of G′ and that of P(C`⊗Cm⊗Cn)
are `2 +m2 + n2 − 3 and `mn− 1 respectively, the result is clear.
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The condition `mn ≤ `2+m2+n2−2 is a minimal necessary condition for
the number of the G-orbits to be finite. Of course, this may not be sufficient.
As we will see, the case ` = 2,m = n = 4 has infinitely many G-orbits even
if `mn < `2 +m2 + n2 − 2.

We assume that 2 ≤ ` ≤ m ≤ n without loss of generality. In order to
analyze the case ` = 2, we introduce a useful normal form of a pencil of
matrices.

Theorem 6.2.2 (Kronecker normal form). [Gan60, Chapter XII] Let M1 and
M2 be two m× n complex matrices. Let us consider a pencil of matrices

M[s:t] := sM1 + tM2 for [s : t] ∈ P1.

Then there are matrices A ∈ GL(m) and B ∈ GL(n) such that the pencil of
matrices A ·M[s:t] · B have the following form:

Li1
. . .

Lßp

Ltj1
. . .

Ltjq
Jλ1,k1

. . .
Jλd,kd

0



,

where Li is a i× (i+ 1) matrix given by

Li =


s t

s t
. . . . . .

s t


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and Jλ,k is a k× k matrix given by

Jλ,k =


s+ tλ t

. . . . . .
s+ tλ t

s+ tλ

 .
Let us first consider the m = n = 2 case. All the possible Kronecker

normal forms are the following:

N1 =

(
s t

0 0

)
, N2 =

(
s 0

t 0

)
,

N3 =

(
s+ λt t

0 s+ λt

)
, N4 =

(
s+ λ1t 0

0 s+ λ2t

)
,

for λ, λ1, λ2 ∈ C and λ1 6= λ2. Moreover, N3 and N4 can be transformed into
the following simpler form under appropriate GL(2)×GL(2)-actions:

N′3 =

(
s t

0 s

)
, N′4 =

(
s 0

0 t

)
,

We note that all the N1, N2, N
′
3 and N′4 depend only on the variables s and

t, i.e. the possible pencils of 2 × 2 matrices are exactly N1, N2, N
′
3 and N′4

up to a GL(2)×GL(2)-action. This observation gives us the following.

Theorem 6.2.3 (Three qubit case). [HLT12, BL13] Let X = C2 ⊗ C2 ⊗ C2

be the vector space acted on by the group G = GL(2)×GL(2)×GL(2). Then
there are exactly 6 G-orbits as follows:

O1 := G · |000〉, O2 := G · (|101〉+ |110〉),
O3 := G · (|110〉+ |011〉), O4 := G · (|101〉+ |011〉),
O5 := G · (|110〉+ |101〉+ |011〉), O6 := G · (|000〉+ |111〉).

Proof. Let t be an element of V1 ⊗ V2 ⊗ V3, where V1 = V2 = V3 = C2.
The tensor t can be regarded as a linear map tV1 : V∗1 −→ V2 ⊗ V3. If the
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dimension of the image tV1(V
∗
1 ) is zero, then the tensor t itself should be

zero. If the dimension of the image tV1(V
∗
1 ) is one, i.e. tV1(V

∗
1 ) is spanned by

a vector v in V2⊗V3, then v has one of the following form by the discussion
in the bipartite cases:

|00〉 =
(
1 0

0 0

)
, |00〉+ |11〉 =

(
1 0

0 1

)
.

Let us consider the second case. Since tV1(V
∗
1 ) is spanned by the vector |00〉+

|11〉, we can write the images of 〈0| and 〈1| under the map tV1 as α(|00〉 +
|11〉) and β(|00〉 + |11〉) for some α,β ∈ C respectively. Then t should be
(α|0〉+β|1〉)⊗ (|00〉+ |11〉). By an appropriate G-action on t, t can be put
into the simpler form |101〉+ |110〉. In the same way, for the first case, t can
be transformed into the form |000〉.

Now, let us consider the case where the dimension of the image tV1(V
∗
1 )

is two. Since the image is P1 in P(C2 ⊗ C2), we have to investigate pencils
of 2 × 2 matrices. By the discussion above, tV1(V

∗
1 ) is exactly one of the

N1, N2, N
′
3 and N′4 up to GL(2) × GL(2) action. Let us consider the case

where tV1 is N′3, i.e. tV1 is spanned by the vectors |00〉 + |11〉 and |01〉. If
we write

tV1(〈0|) = α(|00〉+ |11〉) + β|01〉,
tV1(〈1|) = γ(|00〉+ |11〉) + δ|01〉,

for some α,β, γ, δ ∈ C. Then t should be the vector

(α|0〉+ γ|1〉)⊗ (|00〉+ |11〉) + (β|0〉+ δ|1〉)⊗ |01〉.

For generic α,β, γ, δ ∈ C, t can be put into the following simpler form under
the G-action:

|110〉+ |101〉+ |011〉
In the same way, we associate to each N1, N2 and N′4 the simplest form of
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t as follows:

N1 : |110〉+ |011〉, N2 : |101〉+ |011〉, N′4 : |000〉+ |111〉.

Therefore, there are exactly 6 G-orbits given in the statement.

Now we investigate geometric properties of the orbits. Since the projec-
tive space Pn is a GL(n + 1)-homogeneous space, the orbit O1 = G · |000〉
is the closed orbit. Moreover, it is exactly the Segre variety Seg(P(V1) ×
P(V2)× P(V3)) and its dimension is 3. The orbit O2 = G · (|101〉+ |110〉) =
G · (|1〉 ⊗ (|01〉+ |10〉)) is obviously an element of

Y = Seg (P(V1)× σ2 (Seg (P(V2)× P(V3)))) .

Note that (GL(2)×GL(2)) · (|01〉+ |10〉) = σ2
(
Seg

(
P1 × P1

))
= P3 by the

discussion of the bipartite cases. Hence, the orbit closure O2 and Y are the
same. In the same way, we can easily check that

O3 = Seg (P(V2)× σ2 (Seg (P(V1)× P(V3)))) ,
O4 = Seg (P(V3)× σ2 (Seg (P(V1)× P(V2)))) .

Now let us consider the orbit O6 = G · (|000〉+ |111〉). By Example 2.7.7,

O6 = σ(O1) = P(C2 ⊗ C2 ⊗ C2).

Since this orbit has the expected dimension 7, the tangential variety τ(O1)
has the dimension 6 by Theorem 2.7.9. By Example 2.7.4, τ(O1) contains the
element |110〉+ |101〉+ |011〉, so does G ·(|110〉+ |101〉+ |011〉). By Terracini’s
lemma, we can check that the dimension of the orbit G·(|110〉+ |101〉+ |011〉)
is 6, so it is exactly the orbit O5 by the irreduciblility. Interestingly, the or-
bit O5 is exactly the dual of the variety O1. It follows from the fact that the
dual variety O∨

1 has dimension 6 by Theorem 2.8.4 and the G-invariant sub-
variety of dimension 6 is unique and it is exactly O5. Therefore, the generic
elements in the whole space O6 and in O5 are distinguished by the hyperde-
terminant given in Example 2.8.7. All the other orbits are distinguished by
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the rank condition. For instance, a generic element t in the orbit O2 is sep-
arable when it is considered as an element in the bipartite quantum system
consisting of V1 and V2 ⊗ V3, so t has rank one when we think of them as
linear maps V∗1 −→ V2⊗V3. In this case, it is said that t has local rank one
with respect to V1. In the same way, we easily check that t has local rank
two with respect to V2 and V3 respectively. Let r(t) = (r1, r2, r3) denotes
the triple of local ranks of the tensor t with respect to V1, V2 and V3. For
instance, a generic element of O2 has local rank (1, 2, 2). Similarly, generic
elements of O3, O4 and O5 have local ranks (2, 1, 2), (2, 2, 1) and (2, 2, 2)

respectively. To summarize, all the orbits have the following stratification:

O6 = P(C2 ⊗ C2 ⊗ C2)

O5

O2 O3 O4

O1 = O1

Figure 6.1: Orbit closures for the C2 ⊗ C2 ⊗ C2 case

6.3 Other cases

Under the action of SLOCC, there are finitely many orbits only when the
following cases [Kac80]:

(i) Cm ⊗ Cn

(ii) C2 ⊗ C2 ⊗ Cn

(iii) C2 ⊗ C3 ⊗ Cn
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for every m,n ≥ 2. Moreover, their orbits are classified explicitly [HLT12,
BL13]. For instance, we can obtain exactly 17 orbits for the C2 ⊗ C3 ⊗ C3

case using the same methods for the three qubit case. See [Lan12, Chap-
ter 10] for more details. Therefore, it is the interesting cases that there are
infinitely many orbits. For n ≥ 2, The n qubit cases are such things. For
these cases, even though there are attempts to find all the generators in the
ring of invariant polynomials by taking advantage of the method of transvec-
tants, which is the classical method to find invariants in the classical invari-
ant theory [LT03, BLT03, LT06, ÐO09, HLT14], it is far from classifying the
all orbits yet.
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국문초록

이 논문에서 우리는 대수기하학의 다양한 방법들을 이용하여 양자 상태의 분리

가능성 문제를 연구한다.
양자 상태의 분리가능성 문제를 연구하기위해 양자 분리 가능성에 관한 치역

판별법으로부터 시작하는데, 이 판별법에 따르면 주어진 유한차원 복합 양자계
의 두 부분공간 D와 E에 대하여 |ψ1〉⊗ |ψ2〉 ∈ D이고 |ψ1〉⊗ |ψ2〉 ∈ E인 곱벡터
|ψ1〉 ⊗ |ψ2〉을 조사하는 것이 자연스럽다.
우리는 이 문제를 다음과 같은 두 가지 문제로 분리하여 생각한다. (1) 어떤

조건에 대하여 |ψ1〉 ⊗ |ψ2〉 ∈ D and |ψ1〉 ⊗ |ψ2〉 ∈ E를 만족하는 HA ⊗ HB의
영이 아닌 곱벡터 |ψ1〉 ⊗ |ψ2〉가 존재하는가? (2) 만약 존재한다면, 그 조건을
만족하는 영이 아닌 곱벡터가 얼마나 많이 존재하는가?
우리는 문제 (1)을 조사하고 이를 다입자 양자계의 경우로 확장한다. 또한

문제 (2)에 대하여 |ψ1〉 ⊗ |ψ2〉 ∈ D and |ψ1〉 ⊗ |ψ2〉 ∈ E 조건을 만족하는 곱벡
터 |ψ1〉⊗ |ψ2〉의 갯수의 상한값을 제시하는데, 이는 큐빗-큐닛인 경우에 정확한
상한값일 것으로 예상된다.

주요어휘: 양자얽힘, 분리가능 상태, 얽힌 상태, 곱벡터, 치역판별법, 대수기하학
학번: 2006-20294
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