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## Chapter 1

## Introduction

Calderón-Zygmund theory is to make an investigation on the integrability of the gradient, or the Hessian, of solutions to partial differential equations, and is an important and classical regularity theory. For the Poisson equation

$$
\operatorname{div}(D u)=\Delta u=\operatorname{div} F \quad \text { in } \mathbb{R}^{n}, n \geq 2
$$

Calderón and Zygmund [20] showed that

$$
\|D u\|_{L^{q}} \leq c\|F\|_{L^{q}}, \quad \text { for every } q \in(1, \infty)
$$

where $c>0$ is the independent of $u$ and $F$, which implies that

$$
\begin{equation*}
F \in L^{q} \quad \Longrightarrow \quad D u \in L^{q} \tag{1.0.1}
\end{equation*}
$$

For a bounded domain $\Omega \subset \mathbb{R}^{n}$ and a matrix function $\mathbf{A}(x)$ being bounded and uniformly elliptic, Byun and Wang $[13,14]$ extended the above estimate and relation to the following linear equation with the zero Dirichlet boundary condition:

$$
\left\{\begin{align*}
\operatorname{div}(\mathbf{A}(x) D u) & =\operatorname{div} F & & \text { in } \quad \Omega  \tag{1.0.2}\\
u & =0 & & \text { on } \quad \partial \Omega
\end{align*}\right.
$$

with optimal regularity assumptions on $\mathbf{A}$ and the boundary of $\Omega$.
On the other hand, Iwaniec [40] established Calderón-Zygmund theory for the nonlinear equations ; $p$-Laplace equations, see also [22] for $p$-Laplace
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systems. Precisely, the authors showed the following: for $1<p<\infty$ if $u$ is a weak solution to

$$
\Delta_{p} u:=\operatorname{div}\left(|D u|^{p-2} D u\right)=\operatorname{div}\left(|F|^{p-2} F\right)
$$

then it holds that

$$
\begin{equation*}
|F|^{p} \in L^{q} \quad \Longrightarrow \quad|D u|^{p} \in L^{q}, \quad \text { for every } q \in(1, \infty) \tag{1.0.3}
\end{equation*}
$$

After these pioneer works, there have been many research activities regarding the Calderón-Zygmund theory for nonlinear elliptic equations and systems with a constant $p$-growth, see $[12,15,18,42,43]$ and references therein. It is worthy mentioning the paper [18], in which Caffarelli and Peral proved it for quite general type homogeneous equations with $p$-growth by using so called maximal function technique, or good- $\lambda$-inequality, which has been widely used in the proofs of Calderón-Zygmund type estimates. Also, Byun and Ryu [12] proved global Calderón-Zygmund theory for elliptic equations with the nonlinearity being in BMO (bounded mean oscillation) function space with respect to the space variables and the domain having a very rough boundary which may beyond the Lipschitz category.

For the parabolic $p$-Laplacian type problems Acerbi and Mingione [2] first proved the Calderón-Zygmund theory such that for $\frac{2 n}{n+2}<p<\infty$ if $u$ is a weak solution to

$$
u_{t}-\operatorname{div}\left(a(x, t)|D u|^{p-2} D u\right)=\operatorname{div}\left(|F|^{p-2} F\right) \quad \text { in } \Omega_{T}
$$

then it holds the relation that

$$
\begin{equation*}
|F|^{p} \in L_{\mathrm{loc}}^{q}\left(\Omega_{T}\right) \quad \Longrightarrow \quad|D u|^{p} \in L_{\mathrm{loc}}^{q}\left(\Omega_{T}\right), \quad \text { for every } q \in(1, \infty) \tag{1.0.4}
\end{equation*}
$$

where the coefficient function $a(x, t)$ is assumed to be discontinuous. We point out that the methods used in $[40,18]$ do not applicable to the parabolic problems with p -growth, $p \neq 2$, anymore. The main reason is that parabolic problems with $p$-growth, $p \neq 2$, do not have the following normalization property: if $u$ is the solution to a given equation then $\lambda u, \lambda>0$, is also a solution to a equation having the same structure to the original equation. Note that the elliptic problems and the parabolic problems with the 2-growth have
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the previous normalization property. Hence, they created a new technique, so called maximal function free technique or large-M-inequality which is the only method to prove the Calderón-Zygmund theory for parabolic problems with $p$-growth, $p \neq 2$, and is well working to the elliptic problems. We also refer to $[5,8,29,49]$ and references therein for parabolic equations and systems with $p$-growth.

Recently, equations or systems with variable growth have been received many researchers attention. Some materials with inhomogeneities, for example electrorheological fluids, can be modeled with sufficient accuracy in the setting of variable exponent Lebesgue and Sobolev spaces, $L^{p(\cdot)}$ and $W^{1, p(\cdot)}$, where $p(\cdot): \Omega \rightarrow(1, \infty)$ is a variable function. Indeed, theoretical advances in the study for such variable exponent spaces have been made in the field of electrorheological fluids [51, 53], elastic mechanics [60], image restoration [19] and flows in porous media [3, 39]. The model equation of those is the $p(\cdot)$-Laplacian equation;

$$
\Delta_{p(\cdot)} u:=\operatorname{div}\left(|D u|^{p(x)-2} D u\right)=0 \quad \text { in } \Omega,
$$

where $p(\cdot): \Omega \rightarrow(1, \infty)$ is a continuous function satisfying

$$
1<\inf _{x \in \Omega} p(x) \leq \sup _{x \in \Omega} p(x)<\infty
$$

The $p(\cdot)$-Laplace equation is the Euler-Lagrange equation of the functional

$$
\int_{\Omega} \frac{1}{p(x)}|D w|^{p(x)} d x
$$

For the above type problems, Acerbi and Mingione [1] obtained the following Calderón-Zygmund theory: if $u$ is the weak solution to

$$
\Delta_{p(\cdot)} u:=\operatorname{div}\left(|D u|^{p(x)-2} D u\right)=\operatorname{div}\left(|F|^{p(x)-2} F\right) \quad \text { in } \Omega
$$

then we have the relation

$$
\begin{equation*}
|F|^{p(\cdot)} \in L_{\mathrm{loc}}^{q}(\Omega) \quad \Longrightarrow \quad|D u|^{p(\cdot)} \in L_{\mathrm{loc}}^{q}(\Omega), \quad \text { for every } q \in(1, \infty) \tag{1.0.5}
\end{equation*}
$$

under the assumption on the variable exponent $p(\cdot)$ such that

$$
\begin{equation*}
\lim _{r \rightarrow 0} \omega(r) \log \left(\frac{1}{r}\right)=0, \quad \text { where }|p(x)-p(y)| \leq \omega(|x-y|) \tag{1.0.6}
\end{equation*}
$$
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In the proof of the above result, the authors used the maximal function technique and obtained a suitable comparison estimate between $p(\cdot)$-Laplace equation and $p_{2}$-Laplace equation on a sufficiently small ball, where $p_{2}$ is the supremum of $p(\cdot)$ in the ball, by assuming (1.0.6). This work was extended by Baroni and Bögelein in [4] to parabolic systems of the form

$$
u_{t}-\operatorname{div}\left(a(x, t)|D u|^{p(x, t)-2} D u\right)=\operatorname{div}\left(|F|^{p(x, t)-2} F\right) \quad \text { in } \Omega_{T}
$$

with

$$
\frac{2 n}{n+2}<\inf _{(x, t) \in \Omega_{T}} p(x, t) \leq \sup _{(x, t) \in \Omega_{T}} p(x, t)<\infty
$$

under the assumption that $a(x, t)$ is in VMO (vanishing mean oscillation) with respect to $x$. We also mention interesting works [30, 33, 36] where similar results were obtained for irregular obstacle problems and for higher order problems.

The main object of the thesis is to prove that the relations (1.0.1) and (1.0.5) still holds true when $q$ changes a variable function $q(\cdot)$.

More precisely, let $q(\cdot): \mathbb{R}^{n} \rightarrow(1, \infty)$ satisfy that

$$
1<\inf _{x \in \Omega} q(x) \leq \sup _{x \in \Omega} q(x)<\infty .
$$

Then we first prove that

$$
F \in L^{q(\cdot)}\left(\Omega, \mathbb{R}^{n}\right) \quad \Longrightarrow \quad D u \in L^{q(\cdot)}\left(\Omega, \mathbb{R}^{n}\right)
$$

for the linear elliptic equation (1.0.2), under minimal regularity assumptions on $q(\cdot), \mathbf{A}$ and the boundary of $\Omega$. This is the content of Chapter 3 , in which we also treat the linear parabolic equations.(in fact, we will employ $p(\cdot)$, instead of $q(\cdot)$, as the variable exponent $p(\cdot)$ in Chapter 3.)

On the other hand, in chapter 4 we consider elliptic $p(\cdot)$-Laplacian type equations, and show that

$$
|F|^{p(\cdot)} \in L^{q(\cdot)}(\Omega) \quad \Longrightarrow \quad|D u|^{p(\cdot)} \in L^{q(\cdot)}(\Omega),
$$

under the suitable assumptions on $p(\cdot), q(\cdot)$, the nonlinearity for the space variable and the boundary of $\Omega$. In addition, in chapter 5 we consider parabolic $p(\cdot)$-Laplacian type equations, show that

$$
|F|^{p(\cdot)} \in L^{q(\cdot)}\left(\Omega_{T}\right) \quad \Longrightarrow \quad|D u|^{p(\cdot)} \in L^{q(\cdot)}\left(\Omega_{T}\right)
$$
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under the suitable assumptions on $p(\cdot), q(\cdot)$, the nonlinearity for the space variable and the boundary of $\Omega$.

To the best of our knowledge, there is only one result related to the gradient estimate in variable exponent Lebesgue spaces. In [26] Diening, Lengeler and Růžička considered Poisson equations to obtain $L^{q(\cdot)}$-estimate, see also the monograph [25]. The main approach in [26] is totally based on the harmonic analysis frame, the boundedness of the associated kernel operators in the variable exponent Lebesgue space $L^{q(\cdot)}$ with the assumption that $q(\cdot)$ is log-Hölder continuous, see Definition 2.2.5. We note that the log-Hölder continuity of $q(\cdot)$ is an unavoidable condition studying variable exponent spaces. However this method dose not applicable to nonlinear problems and even linear problems with quit general circumstance, e.g. [13].

We point out that the methods used in the earlier works $[1,4,10]$ to obtained $L^{q}$-estimates do not directly imply $L^{q(\cdot)}$-estimates. The main difficulty is that the integral identity formula

$$
\begin{equation*}
\int_{U}|D u|^{p(x) q} d x=q \int_{0}^{\infty} \lambda^{q-1}\left|\left\{x \in U:|D u|^{p(x)}>\lambda\right\}\right| d \lambda \tag{1.0.7}
\end{equation*}
$$

can not be used when the constant $q$ is replaced by a variable function $q(\cdot)$. Note that the maximal function technique and the maximal function free technique generally start with (1.0.7). To overcome this, we instead use its variant like

$$
\int_{B}|D u|^{p(x) q(x)} d x=q_{-} \int_{0}^{\infty} \lambda^{q_{-}-1}\left|\left\{x \in B:|D u|^{p(x) \frac{q(x)}{q_{-}}}>\lambda\right\}\right| d \lambda
$$

where $q_{-}=\inf _{x \in B} q(x)$ and $B$ is a small ball. We then use the log-Hölder continuity of $p(\cdot)$ and $q(\cdot)$, a higher integrability result of $|D u|^{p(x)}$ and comparison estimates, to control the super-level sets of $|D u|^{p(x) \frac{q(x)}{q_{-}}}$, instead of those of $|D u|^{p(x)}$.

The rest of the thesis is organized as follows. In the next chapter, we introduce basic ingredients; notations, definitions and well known facts. In Chapter 3-5, as mentioned earlier, we prove the gradient estimate for the weak solutions to linear elliptic/parabolic equations(Chapter 3), nonlinear elliptic equations with variable $p(\cdot)$-growth (Chapter 4) and nonlinear parabolic equations with variable $p(\cdot)$-growth (Chapter 5 ).

## Chapter 2

## Preliminaries

### 2.1 Notations.

We denote basic notations used in throughout the thesis. Let $n \geq 2$ be a natural number, and $\Omega$ be a bounded domain in $\mathbb{R}^{n}$.

We first introduce the geometric notations. Let $y^{\prime}=\left(y_{2}, \ldots, y_{n}\right)$ be a point in $\mathbb{R}^{n-1}, y=\left(y_{1}, y^{\prime}\right)=\left(y_{1}, \ldots, y_{n}\right)$ be a point in $\mathbb{R}^{n}$, and $r>0$ be a positive number. We denote the open ball in $\mathbb{R}^{n}$ (resp. $\mathbb{R}^{n-1}$ ) with the center $y$ (resp. $y^{\prime}$ ) and the radius $r$ by

$$
B_{r}(y):=\left\{x \in \mathbb{R}^{n}:|x-y|<r\right\}\left(\text { resp. } B_{r}^{\prime}\left(y^{\prime}\right):=\left\{x^{\prime} \in \mathbb{R}^{n-1}:\left|x^{\prime}-y^{\prime}\right|<r\right\}\right),
$$

and the cylinder in $\mathbb{R}^{n}$ with the center $y$ and the radius $r$ by

$$
C_{r}(y)=\left\{x \in \mathbb{R}^{n}:\left|x_{1}-y_{1}\right|<r,\left|x^{\prime}-y^{\prime}\right|<r\right\}=\left(y_{1}-r, y_{1}+r\right) \times B_{r}^{\prime}\left(y^{\prime}\right)
$$

For simplicity we shall write $B_{r}=B_{r}(0), C_{r}=C_{r}(0), B_{r}^{+}:=B_{r} \cap\left\{x_{n}>0\right\}$, $C_{r}^{+}:=C_{r} \cap\left\{x_{1}>0\right\}$. Then, in Chapter 3 we define the parabolic cylinder with the center $\zeta=(y, s) \in \mathbb{R}^{n+1}$ and the radius $r>0$ by

$$
Q_{r}(\zeta):=C_{r}(y) \times\left(s-r^{2}, s+r^{2}\right)
$$

and write

$$
\Omega_{r}(y):=\Omega \cap C_{r}(y), \quad \Omega_{r}:=\Omega \cap C_{r}, \quad \partial_{w} \Omega_{r}:=\partial \Omega \cap C_{r}
$$
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$$
T_{r}:=B_{r}^{\prime}, \quad K_{r}(\zeta):=\Omega_{r}(y) \times\left(s-r^{2}, s+r^{2}\right), \quad Q_{r}^{+}:=C_{r}^{+} \times\left(-r^{2}, r^{2}\right)
$$

On the other hand, in Chapter 4 and Chapter 5 we define the parabolic cylinder with the center $w=(y, s) \in \mathbb{R}^{n+1}$ and the radius $r>0$ by

$$
Q_{r}(w):=B_{r}(y) \times\left(s-r^{2}, s+r^{2}\right),
$$

and write

$$
\Omega_{r}(y):=\Omega \cap B_{r}(y), \quad \Omega_{r}:=\Omega \cap B_{r}, \quad \partial_{w} \Omega_{r}:=\partial \Omega \cap B_{r}
$$

$T_{r}:=B_{r} \cap\left\{x_{n}=0\right\}, K_{r}(w):=\Omega_{r}(y) \times\left(s-r^{2}, s+r^{2}\right), Q_{r}^{+}:=B_{r}^{+} \times\left(-r^{2}, r^{2}\right)$.
In both cases, we simply write

$$
K_{r}:=K_{r}(0), \quad \partial_{w} K_{r}:=\partial_{w} \Omega_{r} \times\left(-r^{2}, r^{2}\right)
$$

In addition, we define $\Omega_{T}:=\Omega \times(0, T]$ and the parabolic boundary of $\Omega_{T}$ by the bottom and side of $\Omega_{T}$ such that

$$
\partial_{p} \Omega_{T}:=\partial \Omega \times(0, T) \cup \Omega \times\{0\}
$$

For $Q_{r}(\zeta)$ and $K_{r}(\zeta)$ we also define the parabolic boundaries $\partial_{p} Q_{r}(\zeta)$ and $\partial_{p} K_{r}(\zeta)$ in the same way. Note that $\partial_{p} \Omega_{T}$ is called the parabolic boundary of $\Omega_{T}$. Let $y, \tilde{y} \in \mathbb{R}^{n}, \tau, \tilde{\tau} \in \mathbb{R}$ and $w=(y, \tau), \tilde{w}=(\tilde{y}, \tilde{\tau}) \in \mathbb{R}^{n+1}$. We define the parabolic distance between $w$ and $\tilde{w}$ by

$$
d_{\mathcal{P}}(w, \tilde{w}):=\max \{|y-\tilde{y}|, \sqrt{|\tau-\tilde{\tau}|}\}
$$

where $|\cdot|$ is the standard Euclidean norm, in $\mathbb{R}^{N}, N=1,2, \ldots$.
For $f \in L_{\text {loc }}^{1}\left(\mathbb{R}^{N}, \mathbb{R}^{m}\right), N, m \in \mathbb{N}, \bar{f}_{U}=(f)_{U}$ is denoted by the integral average of $f$ on a bounded subet $U$ in $\mathbb{R}^{N}$, that is,

$$
\bar{f}_{U}=(f)_{U}:=f_{U} f d X=\frac{1}{|U|} \int_{U} f d X
$$

Finally $e \in \mathbb{R}$ is the Euler constant.
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### 2.2 Variable exponent spaces.

Let $p(\cdot): \mathbb{R}^{N} \rightarrow(1, \infty), N \in \mathbb{N}$, be a positive function satisfying

$$
\begin{equation*}
1<\inf _{X \in \mathbb{R}^{N}} p(X) \leq \sup _{X \in \mathbb{R}^{N}} p(X)<\infty \tag{2.2.1}
\end{equation*}
$$

for a bounded subset $U$ in $\mathbb{R}^{N}$ the variable exponent Lebesgue space $L^{p(\cdot)}\left(U, \mathbb{R}^{m}\right)$, $m \in \mathbb{N}$, consists of all measurable functions $f: U \rightarrow \mathbb{R}^{m}$ satisfying

$$
\int_{U}|f|^{p(X)} d X=\int_{U}|f(X)|^{p(X)} d X<\infty
$$

with the following Luxemberg norm

$$
\|f\|_{L^{p(\cdot)}\left(U, \mathbb{R}^{m}\right)}:=\inf \left\{a>0: \int_{U}\left|\frac{f(X)}{a}\right|^{p(X)} d X \leq 1\right\}
$$

and the variable exponent Sobolev spaces is

$$
W^{1, p(\cdot)}\left(U, \mathbb{R}^{m}\right):=\left\{f \in L^{p(\cdot)}\left(U, \mathbb{R}^{m}\right): D f \in L^{p(\cdot)}\left(U, \mathbb{R}^{N m}\right)\right\}
$$

equipped with the norm

$$
\|f\|_{W^{1, p(\cdot)}\left(U, \mathbb{R}^{m}\right)}:=\|f\|_{L^{p(\cdot)}\left(U, \mathbb{R}^{m}\right)}+\|D f\|_{L^{p(\cdot)}\left(U, \mathbb{R}^{N m}\right)}
$$

We also denote $W_{0}^{1, p(\cdot)}\left(U, \mathbb{R}^{m}\right)$ by the closer of $C_{0}^{\infty}\left(U, \mathbb{R}^{m}\right)$ in $W^{1, p(\cdot)}\left(U, \mathbb{R}^{m}\right)$. Then, they are separable reflexive Banach spaces. For $m=1$, we simply write $L^{p(\cdot)}(U), W^{1, p(\cdot)}(U)$ and $W_{0}^{1, p(\cdot)}(\Omega)$. We also denote the Hölder conjugate exponent of $p(\cdot)$ by

$$
p^{\prime}(X):=\frac{p(X)-1}{p(X)} .
$$

Note that We we have the following norm-modular property:

$$
\begin{equation*}
\|f\|_{L^{p(\cdot)}(U)} \leq 1 \Longleftrightarrow \int_{U}|f|^{p(x)} d x \leq 1 \tag{2.2.2}
\end{equation*}
$$

We then give $p(\cdot)$ a crucial condition for $L^{p(\cdot)}$ and $W^{1, p(\cdot)}$ to have some important properties.
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Definition 2.2.1. We say $p(\cdot)$ is log-Hölder continuous in $U$ if

$$
\begin{equation*}
|p(X)-p(Y)| \leq \frac{L}{-\log |X-Y|} \text { for all } X, Y \in \Omega \text { with }|X-Y| \leq \frac{1}{2} \tag{2.2.3}
\end{equation*}
$$

for some constant $L>0$.
We remark that, $p(\cdot)$ is $\log$-Hölder continuous in $U$ if and only if $p(\cdot)$ is modulus continuous, i.e., there is a nondecreasing continuous function $\omega$ : $[0, \infty) \rightarrow[0, \infty)$ satisfying $\omega(0)=0$ and

$$
\begin{equation*}
|p(X)-p(Y)| \leq \omega(|X-Y|) \tag{2.2.4}
\end{equation*}
$$

for $X, Y \in U$, furthermore,

$$
\begin{equation*}
\omega(r) \log \left(\frac{1}{r}\right) \leq \tilde{L}, \quad \text { for all } r \leq \frac{1}{2} \tag{2.2.5}
\end{equation*}
$$

for some constant $\tilde{L}>0$. If $p(\cdot)$ is log-Hölder continuous, then the HardyLittlewood maximal operator and the Sobolev imbedding on variable exponent spaces can be well understood and Poincaré's inequality also holds in $W_{0}^{1, p(\cdot)}(U)$, that is,

$$
\|D u\|_{L^{p(\cdot)}(U)} \leq c(n, U)\|u\|_{L^{p(\cdot)}(U)}
$$

for $u \in W_{0}^{1, p(\cdot)}(U)$. For properties about variable exponent spaces with logHölder continuous exponents, we refer to [25].

For a further discussion, we refer to $[25,24,28,38,44,55]$ and the references therein.

### 2.3 Technical background.

We start with a standard iteration lemma.
Lemma 2.3.1. (Lemma 4.3 in [37]) Let $\phi$ be a bounded nonnegative function on $\left[r_{1}, r_{2}\right]$. Suppose that for any $s_{1}, s_{2}$ with $0<r_{1} \leq s_{1}<s_{2} \leq r_{2}$,

$$
\phi\left(s_{1}\right) \leq \kappa \phi\left(s_{2}\right)+\frac{P_{1}}{\left(s_{2}-s_{1}\right)^{\beta}}+P_{2}
$$

## CHAPTER 2. PRELIMINARIES

where $\beta, P_{1}, P_{2} \geq 0$ and $\kappa \in(0,1)$. Then there holds

$$
\phi\left(r_{1}\right) \leq c\left[\frac{P_{1}}{\left(r_{2}-r_{1}\right)^{\theta_{2}}}+P_{2}\right]
$$

for some $c=c(\kappa, \beta)>0$.
Lemma 2.3.2. Let $U$ be a bounded domain in $\mathbb{R}^{n+1}$. For $f \in L^{q}(U)$ with $q>0$, we have

$$
\begin{equation*}
\int_{U}|f|^{q} d z=\int_{0}^{\infty} q \lambda^{q-1}|\{z \in U:|f(z)|>\lambda\}| d \lambda . \tag{2.3.1}
\end{equation*}
$$

For $f \in L^{q_{2}}(U)$ with $q_{2}>q_{1}>0$, we have

$$
\begin{equation*}
\int_{U}|f(z)|^{q_{2}} d z=\left(q_{2}-q_{1}\right) \int_{0}^{\infty} \lambda^{q_{2}-q_{1}-1} \int_{\{z \in U:|f(z)|>\lambda\}}|f(z)|^{q_{1}} d z d \lambda . \tag{2.3.2}
\end{equation*}
$$

We introduce the Hardy-Littlewood maximal operators. For $f \in L_{l o c}^{1}\left(\mathbb{R}^{n}\right)$, we define

$$
\mathcal{M} f(y)=\mathcal{M}(f)(y):=\sup _{r>0} f_{B_{r}(y)}|f(x)| d x
$$

and

$$
\mathcal{M}_{q} f(y)=\mathcal{M}_{q}(f)(y):=\left(\mathcal{M}\left(|f|^{q}\right)(y)\right)^{\frac{1}{q}}=\sup _{r>0}\left(f_{B_{r}(y)}|f(x)|^{q} d x\right)^{\frac{1}{q}}, q>1
$$

Then we have the following properties.
Proposition 2.3.3. (see [57])
(1) Weak type $(1,1)$ estimate : there exists a constant $c=c(n)>0$ such that for any $\lambda>0$

$$
\left|\left\{x \in \mathbb{R}^{n}: \mathcal{M} f(x)>\lambda\right\}\right| \leq \frac{c}{\lambda} \int_{\mathbb{R}^{n}}|f| d x
$$

(2) For $1<p<\infty$, there exists a constant $c=c(n, p)>0$ such that

$$
\int_{\mathbb{R}^{n}}|f|^{p} d x \leq \int_{\mathbb{R}^{n}}|\mathcal{M} f|^{p} d x \leq c \int_{\mathbb{R}^{n}}|f|^{p} d x
$$
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(3) For $1<q<p<\infty$, there exists a constant $c=c(n, p, q)>0$ such that

$$
\int_{\mathbb{R}^{n}}|f|^{p} d x \leq \int_{\mathbb{R}^{n}}\left|\mathcal{M}_{q} f\right|^{p} d x \leq c \int_{\mathbb{R}^{n}}|f|^{p} d x
$$

The following lemma is a certain of Vitali covering lemma, whose proof can be found in a similar way as in the proof of Theorem 3 in [59].

Lemma 2.3.4. Suppose $\Omega$ is ( $\delta, R$ )-Reifenberg flat. Consider $\Omega_{R_{1}}=\Omega_{R_{1}}(y)$, where $R_{1} \leq R$ and $y \in \Omega$. For $\epsilon \in(0,1)$, if the measurable subsets $C \subset D \subset$ $\Omega_{R_{1}}$ satisfy that
(i) $|C| \leq \epsilon \frac{1}{(63)^{n}}\left|\Omega_{R_{1}}\right|$,
(ii) for any $\tilde{r} \leq \frac{R_{1}}{63}$ and $\tilde{y} \in C$, if $\left|C \cap B_{\tilde{r}}(\tilde{y})\right| \geq \epsilon\left|B_{\tilde{r}}(\tilde{y})\right|$ then $\Omega_{\tilde{r}}(\tilde{y}) \subset D$, then

$$
|C| \leq 5^{n}\left(\frac{2}{1-\delta}\right)^{n} \epsilon|D| \leq\left(\frac{80}{7}\right)^{n} \epsilon|D| .
$$

We will also use the following equivalent relation and estimate.
Lemma 2.3.5. (see [17]) Let $f$ be the measurable function in a bounded domain $U \subset \mathbb{R}^{n}$. Then, for $\lambda>0$ and $q, A>1$ we have

$$
f \in L^{q}(U) \Longleftrightarrow S:=\sum_{k \geq 1} A^{q k}\left|\left\{x \in U:|f(x)|>A^{k} \lambda\right\}\right|<\infty
$$

with the estimate

$$
c^{-1} \lambda^{q} S \leq \int_{U}|f|^{q} d x \leq c \lambda^{q}(|U|+S)
$$

for some $c=c(A, q)>0$.
We recall the following elementary inequality:

$$
\begin{equation*}
t^{\beta} \log t \leq \max \left\{\frac{1}{e \beta}, 2^{\beta} \log 2\right\}, \quad \forall t \in(0,2] . \tag{2.3.3}
\end{equation*}
$$

The next lemma is an estimate in $L \log L$-space which can be found in [1] and reference therein.
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Lemma 2.3.6. Let $\beta>0$ and $p>1$. For $f \in L^{\sigma}(U)$ we have

$$
f_{U}|f| \log ^{\beta}\left(e+\frac{|f|}{\bar{f}_{U}}\right) d X \leq c\left(f_{U}|f|^{\sigma} d X\right)^{\frac{1}{\sigma}}
$$

for some $c=c(N, \sigma, \beta)>0$. Note that the constant $c(N, \sigma, \beta)$ is continuous with respect to $\beta$, where $\log ^{\beta} t:=(\log t)^{\beta}$ for $t>1$.

## Chapter 3

## Gradient estimates for linear equations in variable exponent spaces

## $3.1 W^{1, p(\cdot)}$-regularity for elliptic equations with measurable coefficients in nonsmooth domains.

### 3.1.1 Main result.

We recall the following linear elliptic equation in divergence form with Dirichlet boundary condition:

$$
\left\{\begin{align*}
\operatorname{div}(\mathbf{A}(x) D u) & =\operatorname{div} F & & \text { in } \quad \Omega  \tag{3.1.1}\\
u & =0 & & \text { on } \quad \partial \Omega
\end{align*}\right.
$$

where $\mathbf{A}(x)$ is an $n \times n$ matrix of the coefficients which is uniformly elliptic and bounded, see (3.1.4), and $F$ is in $L^{2}\left(\Omega, \mathbb{R}^{n}\right)$. The aim of this chapter is to establish the well-posedness of the problem (3.1.1) in the variable exponent Sobolev space $W_{0}^{1, p(\cdot)}(\Omega)$ under optimal conditions on $\mathbf{A}$ and $\partial \Omega$ by proving

## CHAPTER 3. GRADIENT ESTIMATES FOR LINEAR EQUATIONS IN VARIABLE EXPONENT SPACES

that

$$
\begin{equation*}
F \in L^{p(\cdot)}\left(\Omega ; \mathbb{R}^{n}\right) \quad \Longrightarrow \quad D u \in L^{p(\cdot)}\left(\Omega ; \mathbb{R}^{n}\right) \tag{3.1.2}
\end{equation*}
$$

for every log-Hölder continuous function $p(\cdot): \mathbb{R}^{n} \rightarrow(1, \infty)$ satisfying

$$
\begin{equation*}
2<\gamma_{1} \leq p(x) \leq \gamma_{2}<\infty, \quad \forall x \in \mathbb{R}^{n} \text { and } \exists \gamma_{1}, \gamma_{2} \tag{3.1.3}
\end{equation*}
$$

Since $p(\cdot)$ is log-Hölder continuous, there is a modulus continuity of $p(\cdot)$, $\omega:[0, \infty) \rightarrow[0, \infty)$, satisfying (2.2.5) with $\tilde{L}$ replaced by $m>0$. The matrix A of the coefficients is supposed to be uniformly bounded and uniformly elliptic. That is, there exist $0<\nu \leq \Lambda<+\infty$ such that

$$
\begin{equation*}
\mathbf{A}=\left[a_{i j}(x)\right]=\left[a_{j i}(x)\right] \text { and } \nu|\xi|^{2} \leq \mathbf{A}(x) \xi \xi \leq \Lambda|\xi|^{2}, \quad \forall x, \xi \in \mathbb{R}^{n} \tag{3.1.4}
\end{equation*}
$$

We say $u \in H_{0}^{1}(\Omega)$ is a weak solution of the Dirichlet problem (3.1.1) if it satisfies that

$$
\int_{\Omega} \mathbf{A}(x) D u D \varphi d x=\int_{\Omega} F D \varphi d x, \quad \forall \varphi \in H_{0}^{1}(\Omega)
$$

Then the Dirichlet problem (3.1.1) has a unique weak solution with the $L^{2}$ estimate

$$
\begin{equation*}
\int_{\Omega}|D u|^{2} d x \leq c \int_{\Omega}|F|^{2} d x \tag{3.1.5}
\end{equation*}
$$

where $c$ is a constant depending only $n, \nu$ and $\Lambda$, see [34].
We now state the main assumptions on $\mathbf{A}(x)$ and $\Omega$.
Definition 3.1.1. We say that $(\mathbf{A}, \Omega)$ is $\left(\delta, R_{0}\right)$-vanishing of codimension 1 if the following conditions hold. For each $y \in \bar{\Omega}$ and for each $r \in\left(0, \frac{1}{104 \sqrt{2}} R_{0}\right]$, if $B_{(20 \sqrt{2}) r}(y) \subset \Omega$, then there exists a new coordinate system $\left\{z_{1}, \cdots, z_{n}\right\}$ in which the origin is $y_{i}$ and

$$
f_{C_{(20 \sqrt{2}) r}}\left|\mathbf{A}(z)-\mathbf{A}_{B_{(20 \sqrt{2}) r}^{\prime}}\left(z_{n}\right)\right| d z \leq \delta
$$

On the other hand, if $\operatorname{dist}(y, \partial \Omega)=\left|y-y_{0}\right| \leq(20 \sqrt{2}) r$ for some $y_{0} \in \partial \Omega$, then there exists a new coordinate system $\left\{z_{1}, \cdots, z_{n}\right\}$ in which the origin lies somewhere in $B_{(104 \sqrt{2}) r \delta}\left(y_{0}\right)$ such that

$$
C_{(104 \sqrt{2}) r}^{+} \subset \Omega_{(104 \sqrt{2}) r} \subset C_{(104 \sqrt{2}) r} \cap\left\{z_{n}>-(208 \sqrt{2}) r \delta\right\}
$$
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and

$$
f_{C_{(104 \sqrt{2}) r}^{+}}\left|\mathbf{A}(z)-\mathbf{A}_{B_{(104 \sqrt{2}) r}^{\prime}}\left(z_{n}\right)\right| d z \leq \delta .
$$

There are a few comments on the above definition.

1. Changed coordinate systems can be obtained by rotation and translation from the original coordinate system. Since the equation (3.1.1) is invariant under such rotation and translation, without loss of generality, in new coordinate systems, we still use the same notations used in original coordinate system, for example, $x, \mathbf{A}$ an $F$.
2. For sufficiently small regions $B_{\sqrt{2} r}(y)$, if $B_{\sqrt{2} r}(y)$ lies in $\Omega$, then there exists one direction depending on $y$ and $r$ such that $\mathbf{A}$ is merely measurable in this direction and has a small BMO condition in the other directions. On the other hand, if $B_{\sqrt{2} r}(y)$ intersects the boundary of $\Omega$, then there exists one direction which is normal to two parallel hyperplanes, one lying locally inside $\Omega$ and the other locally lying outside $\Omega$ near $y_{1}$ with the distance between $298 \sqrt{2} \delta r$, such that $\mathbf{A}$ is merely measurable in this direction and has a small BMO condition in the other directions.
3. Only for a technical reason, we record the numbers 20104 which can be easily changeable via a scaling. By the same reason, one can take $R$ can be any positive number while $\delta$ is invariant under such a scaling.

One of main features of this domain is that it has the measure density condition like

$$
\sup _{0<r \leq \frac{1}{104 \sqrt{2}} R_{0}} \sup _{y \in \Omega} \frac{\left|B_{r}(y)\right|}{\left|\Omega \cap B_{r}(y)\right|} \leq\left(\frac{2}{1-\delta}\right)^{n} \leq\left(\frac{16}{7}\right)^{n}
$$

from which we discover that

$$
\begin{equation*}
\sup _{0<r \leq \frac{1}{104 \sqrt{2}} R_{0}} \sup _{y \in \Omega} \frac{\left|C_{r}(y)\right|}{\left|\Omega \cap C_{r}(y)\right|} \leq \sup _{0<r \leq \frac{1}{104 \sqrt{2}} R_{0}} \sup _{y \in \Omega} \frac{\left|B_{\sqrt{2} r}(y)\right|}{\left|\Omega \cap B_{r}(y)\right|} \leq\left(\frac{16 \sqrt{2}}{7}\right)^{n} \tag{3.1.6}
\end{equation*}
$$
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We next present some necessary auxiliary results which will be employed later on. We first provide a higher integrability result for (3.1.1). For the interior case, the proof relies on Caccioppoli inequality, Poincaré inequality and Gehring Lemma, see Proposition 1.1, p.122, in [35]. For the boundary case, additionally, we use the zero extension of weak solutions to the complement of the domain and the measure density condition (3.1.6).

Lemma 3.1.2. (i) Interior case: Let $u \in H^{1}\left(C_{4}\right)$ be a weak solution of

$$
\operatorname{div}(\mathbf{A}(x) D u)=\operatorname{div} F \text { in } C_{4} \subset \Omega
$$

Suppose $F \in L^{\gamma}\left(C_{4}\right)$ for some $\gamma>2$, then there exists a small positive constant $\sigma_{1}=\sigma_{1}(n, \nu, \Lambda, \gamma)$ such that for all $\sigma \leq \sigma_{1}$,

$$
f_{C_{1}}|D u|^{2(1+\sigma)} d x \leq c\left[\left(f_{C_{2}}|D u|^{2} d x\right)^{1+\sigma}+f_{C_{2}}|F|^{2(1+\sigma)} d x\right],
$$

where $c=c(n, \nu, \Lambda, \gamma)$ is a positive constant.
(ii) Boundary case: Let $\Omega$ satisfy the measure density condition (3.1.6), changed $\frac{R_{0}}{100 \sqrt{2}}$ to 4 , and $u \in H^{1}\left(\Omega_{4}\right)$ be a weak solution of

$$
\left\{\begin{array}{rlrc}
\operatorname{div}(\mathbf{A}(x) D u) & =\operatorname{div} F & & \text { in } \\
u & \Omega_{4} \\
u & =0 & & \text { on }
\end{array} \partial_{w} \Omega_{4},\right.
$$

with

$$
C_{4}^{+} \subset \Omega_{4} \subset C_{4} \cap\left\{x^{n}>-8 \delta\right\}
$$

Suppose $F \in L^{\gamma}\left(\Omega_{4}\right)$ for some $\gamma>2$, then there exists a small constant $\sigma_{2}=\sigma_{2}(n, \nu, \Lambda, \gamma)>0$ such that for all $\sigma \leq \sigma_{2}$,

$$
f_{\Omega_{1}}|D u|^{2(1+\sigma)} d x \leq c\left[\left(f_{\Omega_{2}}|D u|^{2} d x\right)^{1+\sigma}+f_{\Omega_{2}}|F|^{2(1+\sigma)} d x\right]
$$

for some positive constant $c=c(n, \nu, \Lambda, \gamma)$. For the sake of simplicity, we write

$$
\sigma_{0}=\min \left\{\sigma_{1}, \sigma_{2}\right\}
$$
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The next Lemma shows Lipschitz regularity for solutions of linear elliptic equations with the coefficients which depends on only one variable. We refer to Lemma 5.1 and 5.6 in [14] for its proof.

Lemma 3.1.3. Let $\mathbf{A}=\mathbf{A}\left(x_{n}\right): \mathbb{R} \rightarrow \mathbb{M}_{n}(\mathbb{R})$ be a measurable matrix with (3.1.4). Then we have the following Lipschitz regularity.
(i) Interior Case: Let $v \in H^{1}\left(C_{2}\right)$ be a solution of

$$
\operatorname{div}\left(\mathbf{A}\left(x_{n}\right) D v\right)=0 \text { in } C_{2} .
$$

Then $D v \in L^{\infty}\left(C_{1}\right)$ with the estimate

$$
\|D v\|_{L^{\infty}\left(C_{1}\right)}^{2} \leq c f_{C_{2}}|D v|^{2} d x
$$

where $c$ is a positive constant depending only $n, \nu, \Lambda$.
(ii) Boundary Case : Let $v \in H^{1}\left(C_{2}^{+}\right)$be a solution of

$$
\left\{\begin{array}{rlll}
\operatorname{div}\left(\mathbf{A}\left(x_{n}\right) D v\right) & =0 & \text { in } & C_{2}^{+} \\
v & =0 & \text { on } & T_{2} .
\end{array}\right.
$$

Then $D v \in L^{\infty}\left(C_{1}^{+}\right)$with the estimate

$$
\|D v\|_{L^{\infty}\left(C_{1}^{+}\right)}^{2} \leq c f_{C_{2}^{+}}|D v|^{2} d x
$$

for some positive constant $c=c(n, \nu, \Lambda)$.
Now we state the result of $W^{1, p(\cdot)}$-regularity for (3.1.1).
Theorem 3.1.4. Let $R_{0}>0$. Then there exists $\delta=\delta\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}, \omega(\cdot)\right)$ such that if $(\mathbf{A}, \Omega)$ is $\left(\delta, R_{0}\right)$-vanishing codimension 1 and $u \in H_{0}^{1}(\Omega)$ is the weak solution of (3.1.1), then there holds (3.1.2) and we have the estimate

$$
\begin{equation*}
\|D u\|_{L^{p(\cdot)}\left(\Omega ; \mathbb{R}^{n}\right)} \leq c\|F\|_{L^{p(\cdot)}\left(\Omega ; \mathbb{R}^{n}\right)} \tag{3.1.7}
\end{equation*}
$$

for some constant $c=c\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}, \omega(\cdot), R_{0},|\Omega|\right)$.
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### 3.1.2 Proof of Theorem 3.1.4.

We start this section under the a priori assumption that the unique weak solution $u \in H_{0}^{1}(\Omega)$ of (3.1.1) satisfies

$$
\begin{equation*}
\int_{\Omega}|D u|^{p(x)} d x<\infty \tag{3.1.8}
\end{equation*}
$$

This prescribed assumption can be removed by an approximation argument in the last section. We further assume that $(\mathbf{A}, \Omega)$ is $\left(\delta, R_{0}\right)$-vanishing codimension 1. where $R_{0}$ is arbitrary given while $\delta$ is to be determined, see (3.1.42). But, without loss of generality, we may assume that $R_{0} \leq 1$, because Definition 3.1.1 is stronger if $R_{0}$ is lager.

Our strategy is to obtain

$$
\begin{equation*}
\|D u\|_{L^{p(\cdot)}\left(\Omega ; \mathbb{R}^{n}\right)} \leq c\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}, \omega(\cdot), R_{0},|\Omega|\right) \tag{3.1.9}
\end{equation*}
$$

with the uniform assumption

$$
\begin{equation*}
\|F\|_{L^{p(\cdot)}\left(\Omega ; \mathbb{R}^{n}\right)} \leq 1 \tag{3.1.10}
\end{equation*}
$$

In fact, for the solution $u$ and the nonhomogeneous term $F$, consider

$$
\tilde{u}=\frac{u}{\|F\|_{L^{p(\cdot)}\left(\Omega ; \mathbb{R}^{n}\right)}}, \quad \tilde{F}=\frac{F}{\|F\|_{L^{p(\cdot)}\left(\Omega ; \mathbb{R}^{n}\right)}} .
$$

Then, by applying (3.1.9) and (3.1.10) to $\tilde{u}$ and $\tilde{F}$, we get the required estimate (3.1.7).

Hereafter, for the sake of simplicity, we denote by $c$ to mean a universal constant which can be computed only in terms of known data $n, \nu, \Lambda, \gamma_{1}, \gamma_{2}$ and $\omega(\cdot)$ (independent of $|\Omega|$ and $R_{0}$ ), and so its exact value varies depending on the lines.

We note from the norm-modulus unit ball property (2.2.2) the condition (3.1.10) is equivalent to

$$
\begin{equation*}
\int_{\Omega}|F|^{p(x)} d x \leq 1 \tag{3.1.11}
\end{equation*}
$$

This and the standard $L^{2}$-estimate (3.1.5) yield that

$$
\begin{equation*}
\int_{\Omega}|F|^{2} d x \leq \int_{\Omega}\left(|F|^{p(x)}+1\right) d x \leq 1+|\Omega| \text { and } \int_{\Omega}|D u|^{2} d x \leq c(1+|\Omega|) \tag{3.1.12}
\end{equation*}
$$
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With the abbreviation

$$
\begin{equation*}
c^{*}=c^{*}\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}, \omega(\cdot),|\Omega|\right) \geq 104 \sqrt{2} \tag{3.1.13}
\end{equation*}
$$

we let $R \in\left(0, \frac{R_{0}}{c^{*}}\right] \subset\left(0, \frac{R_{0}}{104 \sqrt{2}}\right]$ and $x_{0} \in \bar{\Omega}$, and localize our interest in the region $\Omega_{2 R}\left(x_{0}\right)$. The choice of $c^{*}$ will be clarified later in the context. We then fix any $s_{1}$ and $s_{2}$ with $1 \leq s_{1}<s_{2} \leq 2$. Under these assumptions and settings, we write

$$
2<\gamma_{1} \leq p^{-}=\inf _{x \in \Omega_{2 R}\left(x_{0}\right)} p(x) \leq p^{+}=\sup _{x \in \Omega_{2 R}\left(x_{0}\right)} p(x) \leq \gamma_{2}<+\infty
$$

and

$$
\begin{equation*}
\lambda_{0}=f_{\Omega_{2 R}\left(x_{0}\right)}\left(|D u|^{\frac{2 p(x)}{p^{-}}}+\frac{1}{\delta}|F|^{\frac{2 p(x)}{p^{-}}}\right) d x+\frac{1}{\delta}>1 \tag{3.1.14}
\end{equation*}
$$

Note that from $2<\frac{2 p(x)}{p^{-}} \leq p(x)$, (3.1.8) and $F \in L^{p(\cdot)}\left(\Omega ; \mathbb{R}^{n}\right)$ the above integral is well defined. We next define an upper-level set

$$
\begin{equation*}
E(\lambda)=\left\{x \in \Omega_{s_{1} R}\left(x_{0}\right):|D u(x)|^{\frac{2 p(x)}{p^{-}}}>\lambda\right\}, \tag{3.1.15}
\end{equation*}
$$

for $\lambda$ large enough to satisfy

$$
\begin{equation*}
\lambda>\left(\frac{16 \sqrt{2}}{7}\right)^{n}\left(\frac{400 \sqrt{2}}{s_{2}-s_{1}}\right)^{n} \lambda_{0} \tag{3.1.16}
\end{equation*}
$$

We observe from (3.1.15) that

$$
\begin{equation*}
\Omega_{r}(y) \subset \Omega_{2 R}\left(x_{0}\right), \forall y \in E(\lambda) \text { and } 0<\forall r \leq\left(s_{2}-s_{1}\right) R . \tag{3.1.17}
\end{equation*}
$$

Then for any fixed $y \in E(\lambda)$, consider a continuous function $\Phi_{y}(r)$, defined by

$$
\begin{equation*}
\Phi_{y}(r)=f_{\Omega_{r}(y)}\left(|D u|^{\frac{2 p(x)}{p^{-}}}+\frac{1}{\delta}|F|^{\frac{2 p(x)}{p^{-}}}\right) d x, 0<r \leq\left(s_{2}-s_{1}\right) R . \tag{3.1.18}
\end{equation*}
$$

## CHAPTER 3. GRADIENT ESTIMATES FOR LINEAR EQUATIONS IN VARIABLE EXPONENT SPACES

When the choice of $y$ is clear from the context, we frequently omit it and write $\Phi(r)$ instead of $\Phi_{y}(r)$. In light of (3.1.17) and (3.1.18), we have

$$
\begin{aligned}
\Phi(r) & =f_{\Omega_{r}(y)}\left(|D u|^{\frac{2 p(x)}{p^{-}}}+\frac{1}{\delta}|F|^{\frac{2 p(x)}{p^{-}}}\right) d x \\
& \leq \frac{\left|\Omega_{2 R}\left(x_{0}\right)\right|}{\left|\Omega_{r}(y)\right|} f_{\Omega_{2 R}\left(x_{0}\right)}\left(|D u|^{\frac{2 p(x)}{p^{-}}}+\frac{1}{\delta}|F|^{\frac{2 p(x)}{p^{-}}}\right) d x \\
& \leq \frac{\left|C_{2 R}(y)\right|}{\left|\Omega_{r}(y)\right|} f_{\Omega_{2 R}\left(x_{0}\right)}\left(|D u|^{\frac{2 p(x)}{p^{-}}}+\frac{1}{\delta}|F|^{\frac{2 p(x)}{p^{-}}}\right) d x \\
& \leq\left(\frac{400 \sqrt{2}}{s_{2}-s_{1}}\right)^{n} \frac{\left|C_{r}(y)\right|}{\left|\Omega_{r}(y)\right|} f_{\Omega_{2 R}\left(x_{0}\right)}\left(|D u|^{\frac{2 p(x)}{p^{-}}}+\frac{1}{\delta}|F|^{\frac{2 p(x)}{p^{-}}}\right) d x
\end{aligned}
$$

provided that

$$
\frac{1}{200 \sqrt{2}}\left(s_{2}-s_{1}\right) R \leq r \leq\left(s_{2}-s_{1}\right) R .
$$

We recall the measure density condition (3.1.6), (3.1.14) and the selection (3.1.16), to find that

$$
\Phi(r)<\lambda, \text { for all } r \in\left[\frac{s_{2}-s_{1}}{200 \sqrt{2}} R,\left(s_{2}-s_{1}\right) R\right]
$$

On the other hand, the Lebesgue differentiation theorem implies that for almost every $y \in E(\lambda), \lim _{r \rightarrow 0} \Phi(r)>\lambda$. Consequently, we conclude that for almost every $y \in E(\lambda)$, there exists $r_{y}=r(y) \in\left(0, \frac{s_{2}-s_{1}}{200 \sqrt{2}} R\right)$ such that

$$
\Phi_{y}\left(r_{y}\right)=\lambda \text { and } \Phi_{y}(r)<\lambda \text { for all } r \in\left(r_{y},\left(s_{2}-s_{1}\right) R\right]
$$

We thus infer the following lemma from the Vitali covering lemma.
Lemma 3.1.5. Assume (3.1.16). Then there exists a disjoint family $\left\{\Omega_{r_{i}}\left(y_{i}\right)\right\}_{i=1}^{\infty}$ with $y_{i} \in E(\lambda)$ and $r_{i} \in\left(0, \frac{s_{2}-s_{1}}{200 \sqrt{2}} R\right)$ such that

$$
\begin{equation*}
\Phi_{y_{i}}\left(r_{i}\right)=\lambda, \Phi_{y_{i}}(r)<\lambda \text { for every } r \in\left(r_{i},\left(s_{2}-s_{1}\right) R\right] \tag{3.1.19}
\end{equation*}
$$

and

$$
E(\lambda) \subset \bigcup_{i=1}^{\infty} \Omega_{5 r_{i}}\left(y_{i}\right)
$$
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As a consequence of Lemma 3.1.5, we estimate

$$
\begin{aligned}
\left|\Omega_{r_{i}}\left(y_{i}\right)\right|= & \frac{1}{\lambda}\left(\int_{\Omega_{r_{i}}\left(y_{i}\right)}|D u|^{\frac{2 p(x)}{p^{-}}} d x+\frac{1}{\delta} \int_{\Omega_{r_{i}}\left(y_{i}\right)}|F|^{\frac{2 p(x)}{p^{-}}} d x\right) \\
\leq & \frac{1}{\lambda}\left(\int_{\Omega_{r_{i}}\left(y_{i}\right) \cap\left\{|D u|^{\frac{2 p(x)}{p^{-}}}>\frac{\lambda}{4}\right\}}\right\}^{|D u|^{\frac{2 p(x)}{p^{-}}} d x+\frac{\lambda}{4}\left|\Omega_{r_{i}}\left(y_{i}\right)\right|} \\
& \left.+\frac{1}{\delta} \int_{\Omega_{r_{i}}\left(y_{i}\right) \cap\left\{|F|^{\frac{2 p(x)}{p^{-}}}>\frac{\lambda \delta}{4}\right\}}|F|^{\frac{2 p(x)}{p^{-}}} d x+\frac{\lambda}{4}\left|\Omega_{r_{i}}\left(y_{i}\right)\right|\right) .
\end{aligned}
$$

Therefore, we obtain

$$
\begin{align*}
&\left|\Omega_{r_{i}}\left(y_{i}\right)\right| \leq \frac{2}{\lambda}\left(\int_{\Omega_{r_{i}}\left(y_{i}\right) \cap\left\{|D u|^{\frac{2 p(x)}{p^{-}}}>\frac{\lambda}{4}\right\}}\right\}^{|D u|^{\frac{2 p(x)}{p^{-}}} d x} \\
&\left.+\frac{1}{\delta} \int_{\Omega_{r_{i}}\left(y_{i}\right) \cap\left\{|F|^{\frac{2 p(x)}{p^{-}}}>\frac{\lambda \delta}{4}\right.}\right\}^{\left.|F|^{\frac{2 p(x)}{p^{-}}} d x\right) .} . \tag{3.1.20}
\end{align*}
$$

Proceeding from Lemma 3.1.5 and (3.1.20), we fix the point $y_{i}$ and the scale $r_{i}$. Now there are two possible cases. One is the interior case that $B_{(20 \sqrt{2}) r_{i}}\left(y_{i}\right) \subset \Omega$. The other is the boundary case that $B_{(20 \sqrt{2}) r_{i}}\left(y_{i}\right) \not \subset \Omega$.

We first look at the interior case. Observe that $(20 \sqrt{2}) r_{i}<\frac{\sqrt{2}}{5} R<R \leq$ $\frac{R_{0}}{104 \sqrt{2}}$, by (3.1.13). Then since $\mathbf{A}$ is $\left(\delta, R_{0}\right)$-vanishing of codimension $n-1$, we assume that in a new coordinate system $\left(z_{1}, \cdots, z_{n-1}, z_{n}\right)$, the origin is $y_{i}$ and

$$
\begin{equation*}
f_{C_{(20 \sqrt{2}) r_{i}}}\left|\mathbf{A}(z)-\mathbf{A}_{B_{(20 \sqrt{2}) r_{i}}^{\prime}}\left(z_{n}\right)\right| d z \leq \delta . \tag{3.1.21}
\end{equation*}
$$

We write

$$
\begin{gather*}
C_{i}^{1}=C_{(5 \sqrt{2}) r_{i}}, C_{i}^{2}=C_{(10 \sqrt{2}) r_{i}}, C_{i}^{3}=C_{(20 \sqrt{2}) r_{i}},  \tag{3.1.22}\\
p_{i}^{-}=\inf _{z \in C_{i}^{3}} p(z) \text { and } p_{i}^{+}=\sup _{z \in C_{i}^{3}} p(z) .
\end{gather*}
$$

We next recall (2.2.4) to see that

$$
\begin{equation*}
p_{i}^{+}-p_{i}^{-} \leq \omega\left(40 \sqrt{2} r_{i}\right) \tag{3.1.23}
\end{equation*}
$$
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In light of (3.1.18) and (3.1.19), it follows from the invariance property under the change of the variables that

$$
\begin{equation*}
f_{C_{i}^{3}}|D u|^{\frac{2 p(z)}{p^{-}}} d z \leq \frac{\left|C_{40 r_{i}}\right|}{\left|C_{20 \sqrt{2} r_{i}}\right|} f_{C_{40 r_{i}\left(y_{i}\right)}}|D u|^{\frac{2 p(x)}{p^{-}}} d x \leq \sqrt{2}^{n} \lambda, \tag{3.1.24}
\end{equation*}
$$

and, similarly,

$$
\begin{equation*}
f_{C_{i}^{3}}|F|^{\frac{2 p(z)}{p^{-}}} d z \leq \sqrt{2}^{n} \delta \lambda . \tag{3.1.25}
\end{equation*}
$$

We next claim that

$$
\begin{equation*}
f_{C_{i}^{3}}|D u|^{2} d z \leq c_{0} \lambda^{\frac{p^{-}}{p_{i}^{+}}} \text {and } f_{C_{i}^{3}}|F|^{2} d z \leq c_{0} \lambda^{\frac{p^{-}}{p_{i}^{+}}} \delta^{\frac{\gamma_{1}}{\gamma_{2}}}, \tag{3.1.26}
\end{equation*}
$$

for some universal constant $c_{0} \geq 1$, being independent of $i$. To do this, we first observe that

$$
\left(f_{C_{i}^{3}}|D u|^{2} d z\right)^{p_{i}^{+}-p_{i}^{-}} \leq c
$$

where $c \geq 1$ is a universal constant, being independent from the index $i$.
In fact, a direct computation yields that

$$
\begin{aligned}
\left(f_{C_{i}^{3}}|D u|^{2} d z\right)^{p_{i}^{+}-p_{i}^{-}} & =\left(\frac{1}{\left|C_{i}^{3}\right|}\right)^{p_{i}^{+}-p_{i}^{-}}\left(\int_{C_{i}^{3}}|D u|^{2} d z\right)^{p_{i}^{+}-p_{i}^{-}} \\
\stackrel{(3.1 .22),(3.1 .23)}{\leq} & c\left(\frac{1}{40 \sqrt{2} r_{i}}\right)^{n \omega\left(40 \sqrt{2} r_{i}\right)}\left(\int_{C_{i}^{3}}|D u|^{2} d z\right)^{p_{i}^{+}-p_{i}^{-}} \\
\stackrel{(2.2 .5)}{\leq} & c\left(\int_{C_{i}^{3}}|D u|^{2} d z\right)^{p_{i}^{+}-p_{i}^{-}}
\end{aligned}
$$

On the other hand, By taking $c^{*} \geq|\Omega|+1$ in (3.1.13), so $\frac{1}{40 \sqrt{2} r_{i}} \geq \frac{1}{R} \geq \frac{c *}{R_{0}} \geq$

CHAPTER 3. GRADIENT ESTIMATES FOR LINEAR EQUATIONS IN VARIABLE EXPONENT SPACES
$|\Omega|+1$, we find that

$$
\begin{aligned}
\left(\int_{C_{i}^{3}}|D u|^{2} d z\right)^{p_{i}^{+}-p_{i}^{-}} & \leq\left(\int_{\Omega}|D u|^{2} d z\right)^{p_{i}^{+}-p_{i}^{-}} \\
& \stackrel{(3.1 .12)}{\leq}(c[|\Omega|+1])^{p_{i}^{+}-p_{i}^{-}} \\
& \stackrel{(3.1 .23)}{\leq}(c[|\Omega|+1])^{\omega\left(40 \sqrt{2} r_{i}\right)} \\
& \leq \quad c\left(\frac{1}{40 \sqrt{2} r_{i}}\right)^{\omega\left(40 \sqrt{2} r_{i}\right)} \stackrel{(2.2 .5)}{\leq} c .
\end{aligned}
$$

Recall $\gamma_{1} \leq p_{i}^{+}$and use the above observation and the Jensen inequality, to obtain that

$$
\begin{aligned}
f_{C_{i}^{3}}|D u|^{2} d z & =\left(f_{C_{i}^{3}}|D u|^{2} d z\right)^{\frac{p_{i}^{+}-p_{i}^{-}}{p_{i}^{+}}}\left(f_{C_{i}^{3}}|D u|^{2} d z\right)^{\frac{p_{i}^{-}}{p_{i}^{+}}} \\
& \leq(c)^{\frac{1}{\gamma_{1}}}\left(f_{C_{i}^{3}}|D u|^{\frac{2 p_{i}^{-}}{p^{-}}} d z\right)^{\frac{p^{-}}{p_{i}^{+}}} \leq c\left(f_{C_{i}^{3}}|D u|^{\frac{2 p(z)}{p^{-}}} d z+1\right)^{\frac{p^{-}}{p_{i}^{+}}}
\end{aligned}
$$

Since $\lambda>1$, by (3.1.24), we get the first inequality in (3.1.26).
Likewise, we find that

$$
\begin{aligned}
f_{C_{i}^{3}}|F|^{2} d z & \leq c\left(f_{C_{i}^{3}}|F|^{\frac{2 p(z)}{p^{-}}} d z+1\right)^{\frac{p^{-}}{p_{i}^{+}}} \\
& \begin{array}{c}
(3.1 .25) \\
\leq \\
(3.1 .14) \\
\leq
\end{array} c(\delta \lambda+1)^{\frac{p^{-}}{p_{i}^{+}}} \\
& c\left(\delta \lambda+\delta \lambda_{0}\right)^{\frac{p^{-}}{p_{i}^{+}}} \\
& \leq c_{0} \lambda^{\frac{p^{-}}{p_{i}^{+}}} \delta^{\frac{\gamma_{1}}{\gamma_{2}}}
\end{aligned}
$$

which is the second inequality in (3.1.26).
We define

$$
\tilde{u}_{i}(y)=\frac{u\left([5 \sqrt{2}] r_{i} y\right)}{[5 \sqrt{2}] r_{i} \sqrt{c_{0} \lambda^{\frac{p^{-}}{p_{i}^{+}}}}}, \tilde{F}_{i}(y)=\frac{F\left([5 \sqrt{2}] r_{i} y\right)}{\sqrt{c_{0} \lambda^{\frac{p^{-}}{p_{i}^{+}}}}} \text {and } \widetilde{\mathbf{A}}_{i}(y)=\mathbf{A}\left([5 \sqrt{2}] r_{i} y\right)
$$
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Then $\tilde{u}_{i} \in H^{1}\left(C_{4}\right)$ is a weak solution of

$$
\begin{equation*}
\operatorname{div}\left(\widetilde{\mathbf{A}}_{i}(y) D \tilde{u}_{i}\right)=\operatorname{div} \tilde{F}_{i} \text { in } C_{4} . \tag{3.1.27}
\end{equation*}
$$

It is easy to see from (3.1.21) and (3.1.26) that

$$
\begin{gathered}
f_{C_{4}}\left|\widetilde{\mathbf{A}}_{i}(y)-\widetilde{\mathbf{A}}_{i B_{4}^{\prime}}\left(y_{n}\right)\right| d y \leq \delta, \\
f_{C_{2}}\left|D \tilde{u}_{i}\right|^{2} d y \leq 1 \text { and } f_{C_{2}}\left|\tilde{F}_{i}\right|^{2} d y \leq \delta^{\frac{\gamma_{1}}{\gamma_{2}}}
\end{gathered}
$$

Then one can obtain compare (3.1.27) with its limiting equation as $\delta \rightarrow 0$ by a perturbation argument. In fact, we recall Lemma 3.1.4 and Lemma 3.1.5, and apply Lemma 5.2 in [14], to discover that for any $\epsilon \in(0,1)$, there exists the $\tilde{v}_{i} \in H^{1}\left(C_{2}\right)$ of

$$
\operatorname{div}\left(\widetilde{\mathbf{A}}_{i B_{4}^{\prime}}\left(y_{n}\right) D \tilde{v}_{i}\right)=0 \text { in } C_{2}
$$

and

$$
\delta=\delta\left(\epsilon, n, \nu, \Lambda, \gamma_{1}, \gamma_{2}\right)
$$

such that

$$
f_{C_{2}}\left|D \tilde{u}_{i}-D \tilde{v}_{i}\right|^{2} d y \leq \epsilon \text { and }\left\|\tilde{v}_{i}\right\|_{L^{\infty}\left(C_{1}\right)} \leq c
$$

Scaling back and denoting $v_{i}$ by the translated function of $\tilde{v}_{i}$, we conclude that

$$
\begin{equation*}
f_{C_{i}^{2}}\left|D u-D v_{i}\right|^{2} d z \leq \epsilon c_{0} \lambda^{\frac{p^{-}}{p_{i}^{+}}} \tag{3.1.28}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|v_{i}\right\|_{L^{\infty}\left(C_{i}^{1}\right)}^{2} \leq c_{1} \lambda^{\frac{p^{-}}{p_{i}^{+}}} \tag{3.1.29}
\end{equation*}
$$

for some universal constant $c_{1} \geq 1$, being independent of $i$.
We next consider the boundary case that $\operatorname{dist}\left(y_{i}, \partial \Omega\right)=\left|y_{i}-y_{0}\right| \leq 20 \sqrt{2} r_{i}$ for some $y_{0} \in \partial \Omega$. According to Definition 3.1.1, as $20 \sqrt{2} r_{i} \leq R \leq \frac{R_{0}}{104 \sqrt{2}}$, there exists a new coordinate system $\left\{z_{1}, \cdots, z_{n}\right\}$, after appropriate rotation and translation of the coordinates, in which we denote by $z_{0}$ and $z_{i}$ to mean
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the points $y_{0}$ and $y_{i}$ in the old system, respectively, such that the origin lies somewhere in $B_{(104 \sqrt{2}) r_{i} \delta}\left(z_{0}\right)$,

$$
\begin{gathered}
C_{(104 \sqrt{2}) r_{i}}^{+} \subset \Omega_{(104 \sqrt{2}) r_{i}} \subset C_{(104 \sqrt{2}) r_{i}} \cap\left\{z_{n}>-(208 \sqrt{2}) r_{i} \delta\right\} \\
\quad f_{C_{(104 \sqrt{2}) r_{i}}^{+}}\left|\mathbf{A}(z)-\mathbf{A}_{B_{(104 \sqrt{2}) r_{i}}^{\prime}}\left(z_{n}\right)\right| d z \leq \delta .
\end{gathered}
$$

By taking $\delta \leq \frac{1}{104 \sqrt{2}}$, we deduce that $\left|z_{i}\right| \leq(20 \sqrt{2}+1) r_{i} \leq(21 \sqrt{2}) r_{i}$ so

$$
\begin{equation*}
\Omega_{(5 \sqrt{2}) r_{i}}\left(z_{i}\right) \subset \Omega_{(26 \sqrt{2}) r_{i}} \subset \Omega_{(104 \sqrt{2}) r_{i}} \subset C_{200 r_{i}}\left(z_{i}\right) \tag{3.1.30}
\end{equation*}
$$

We next write for $j=1,2,3$,

$$
\begin{equation*}
\Omega_{i}^{j}=\Omega_{2^{j-1}(26 \sqrt{2}) r_{i}}, C_{i}^{j+}=C_{i}^{j} \cap\left\{z_{n}>0\right\}, \tag{3.1.31}
\end{equation*}
$$

and

$$
p_{i}^{-}=\inf _{z \in \Omega_{i}^{3}} p(z), p_{i}^{+}=\sup _{z \in \Omega_{i}^{3}} p(z)
$$

Therefore, it follows from the above settings and (3.1.6) that

$$
\begin{aligned}
& f_{\Omega_{i}^{3}}\left(|D u(z)|^{\frac{2 p(z)}{p^{-}}}+\frac{1}{\delta}|F(z)|^{\frac{2 p(z)}{p^{-}}}\right) d z \\
& \quad \leq \frac{\left|\Omega_{200 r_{i}}\left(z_{i}\right)\right|}{\left|\Omega_{(104 \sqrt{2}) r_{i}}\right|} f_{\Omega_{200 r_{i}\left(z_{i}\right)}}\left(|D u(z)|^{\frac{2 p(z)}{p^{-}}}+\frac{1}{\delta}|F(z)|^{\frac{2 p(z)}{p^{-}}}\right) d z \\
& \quad \leq \frac{\left|C_{200 r_{i}}\right|}{\left|C_{(104 \sqrt{2}) r_{i}}^{+}\right| C_{(200 \sqrt{2}) r_{i}} \mid \Omega_{200 r_{i} r_{i}}\left(z_{i} \mid\right.} f_{\Omega_{(200 \sqrt{2}) r_{i}}\left(y_{i}\right)}\left(|D u(x)|^{\frac{2 p(x)}{p^{-}}}+\frac{1}{\delta}|F(x)|^{\frac{2 p(x)}{p^{-}}}\right) d x \\
& \quad \leq c(n) \Phi_{y_{i}}\left((200 \sqrt{2}) r_{i}\right)
\end{aligned}
$$

where $c(n)$ is a constant depending only $n$ and we recall $\Phi_{y_{i}}$ from (3.1.18). Then by (3.1.19) in Lemma 3.1.5 we derive that

$$
f_{\Omega_{i}^{3}}|D u(z)|^{\frac{2 p(z)}{p^{-}}} d z \leq c(n) \lambda \text { and } f_{\Omega_{i}^{3}}|F(z)|^{\frac{2 p(z)}{p^{-}}} d z \leq c(n) \delta \lambda .
$$

Once we have the above uniform bounds, one can find in the same spirit as in the interior case that for some universal constant $c_{2}$,

$$
\begin{equation*}
f_{\Omega_{i}^{3}}|D u|^{2} d z \leq c_{2} \lambda^{\frac{p^{-}}{p_{i}^{+}}} \text {and } f_{\Omega_{i}^{3}}|F|^{2} d z \leq c_{2} \lambda^{\frac{p^{-}}{p_{i}^{+}}} \delta^{\frac{\gamma_{1}}{\gamma_{2}}} . \tag{3.1.32}
\end{equation*}
$$
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In light of (3.1.30)-(3.1.32) and in a similar way that we have used for the interior case, also see Lemma 5.8 in [14], to conclude that for any $\epsilon \in(0,1)$ there exist a small positive number

$$
\delta=\delta\left(\epsilon, n, \nu, \Lambda, \gamma_{1}, \gamma_{2}\right)
$$

and a function $v_{i} \in H^{1}\left(C_{i}^{2+}\right)$ such that

$$
\begin{equation*}
f_{\Omega_{i}^{2}}\left|D u-D v_{i}\right|^{2} d z \leq \epsilon c_{2} \lambda^{\frac{p^{-}}{p_{i}^{+}}} \tag{3.1.33}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|v_{i}\right\|_{L^{\infty}\left(\Omega_{i}^{1}\right)}=\left\|v_{i}\right\|_{L^{\infty}\left(C_{i}^{1+}\right)} \leq c_{3} \lambda^{\frac{p_{i}^{-}}{p_{i}^{+}}} \tag{3.1.34}
\end{equation*}
$$

for some universal constants $c_{2}, c_{3}$, being independent of $i$. Here we have extended $v_{i}$ by the zero from $C_{i}^{2+}$ to $\Omega_{i}^{2}$.

We are now ready to obtain gradient $L^{p(\cdot)}$-estimates on $\Omega_{R}$. Recall $c_{1}$ in (3.1.29) and $c_{3}$ in (2.3.1) and write

$$
c_{4}=\max \left\{c_{1}, c_{3}\right\}
$$

which is large universal constant, being large enough and independent of the index $i$. We also recall the assumption (3.1.16) on $\lambda$ and the notation $E(\cdot)$ (3.1.15) for the upper-level sets. For the sake of simplicity and clearance, we also write

$$
\begin{equation*}
A=\left(4 c_{4}\right)^{\frac{\gamma_{2}}{\gamma_{1}}}, B=\left(\frac{16 \sqrt{2}}{7}\right)^{n}\left(\frac{400 \sqrt{2}}{s_{2}-s_{1}}\right)^{n} . \tag{3.1.35}
\end{equation*}
$$

Then it is clear that $E(A \lambda) \subset E(\lambda)$. Thus Lemma 3.1.8 implies that $\left\{\Omega_{5 r_{i}}\left(y_{i}\right)\right\}$ is an open covering $E(A \lambda)$. Therefore, we have

$$
\begin{align*}
|E(A \lambda)| & =\left|\left\{x \in \Omega_{s_{1} R}:|D u|^{\frac{2 p(x)}{p^{-}}}>A \lambda\right\}\right| \\
& \leq \sum_{i=1}^{\infty}\left|\left\{x \in B_{5 r_{i}}\left(y_{i}\right):|D u|^{2}>(A \lambda)^{\frac{p^{-}}{p(x)}}\right\}\right| \\
& \leq \sum_{i: \text { interior case }}^{\infty}\left|\left\{x \in \Omega_{5 r_{i}}\left(y_{i}\right):|D u|^{2}>(A \lambda)^{\frac{p^{-}}{p(x)}}\right\}\right| \\
& +\sum_{i: \text { boundary case }}^{\infty}\left|\left\{x \in \Omega_{5 r_{i}}\left(y_{i}\right):|D u|^{2}>(A \lambda)^{\frac{p^{-}}{p(x)}}\right\}\right| \tag{3.1.36}
\end{align*}
$$
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For the interior case, using the fact that $|D u|^{2} \leq 2\left|D u-D v_{i}\right|^{2}+2\left|D v_{i}\right|^{2}$ and recalling (3.1.22), (3.1.28), (3.1.29) and (3.1.35), we find that

$$
\begin{aligned}
\left|\left\{z \in C_{i}^{1}:|D u|^{2}>(A \lambda)^{\frac{p^{-}}{p(z)}}\right\}\right| \leq & \left|\left\{z \in C_{i}^{1}:\left|D u-D v_{i}\right|^{2}>c_{0} \lambda^{\frac{p^{-}}{p_{i}^{+}}}\right\}\right| \\
& +\left|\left\{z \in C_{i}^{1}:\left|D v_{i}\right|^{2}>c_{1} \lambda^{\frac{p^{-}}{p_{i}^{+}}}\right\}\right| \\
\leq & \frac{c_{1}}{\frac{p^{-}}{p_{i}^{+}}} \int_{C_{i}^{1}}\left|D u-D v_{i}\right|^{2} d z \\
\leq & \epsilon\left|C_{i}^{1}\right| \leq c \epsilon\left|C_{5 \sqrt{2} r_{i}}\right| .
\end{aligned}
$$

Hence the invariance of the change of variables and the fact $B_{(5 \sqrt{2}) r_{i}} \subset C_{i}^{1}$ in the $z$-coordinate and $\Omega_{5 r_{i}}\left(y_{i}\right)=C_{5 r_{i}}\left(y_{i}\right) \subset B_{5 \sqrt{2} r_{i}}\left(y_{i}\right)$ in the $x$-coordinate imply that

$$
\begin{equation*}
\left|\left\{x \in \Omega_{5 r_{i}}\left(y_{i}\right):|D u|^{2}>(A \lambda)^{\frac{p^{-}}{p(x)}}\right\}\right| \leq c \epsilon\left|\Omega_{r_{i}}\left(y_{i}\right)\right| . \tag{3.1.37}
\end{equation*}
$$

For the boundary case, we recall (3.1.31), (3.1.33), (3.1.34) and (3.1.35). Then we carry out the same procedure in (3.1.36) to discover that

$$
\left|\left\{z \in \Omega_{i}^{1}:|D u|^{2}>(A \lambda)^{\frac{p^{-}}{p(z)}}\right\}\right| \leq c \epsilon\left|\Omega_{i}^{1}\right| .
$$

Then using the measure density condition (3.1.6), $B_{(5 \sqrt{2}) r_{i}}\left(z_{i}\right) \cap \Omega \subset \Omega_{i}^{1}$ in the $z$-coordinate and $\Omega_{5 r_{i}}\left(y_{i}\right) \subset B_{5 \sqrt{2} r_{i}}\left(y_{i}\right) \cap \Omega$ in the $x$-coordinate, we return to the original $x$-coordinate to conclude that

$$
\begin{equation*}
\left|\left\{x \in \Omega_{5 r_{i}}\left(y_{i}\right):|D u|^{2}>(A \lambda)^{\frac{p^{-}}{p(x)}}\right\}\right| \leq c \epsilon\left|\Omega_{r_{i}}\left(y_{i}\right)\right| . \tag{3.1.38}
\end{equation*}
$$

We next insert (3.1.37) and (3.1.38) into (3.1.36) and then apply (3.1.20).

## CHAPTER 3. GRADIENT ESTIMATES FOR LINEAR EQUATIONS IN VARIABLE EXPONENT SPACES

Then we obtain that

$$
\begin{aligned}
&|E(A \lambda)| \leq c \epsilon \sum_{i=1}^{\infty}\left|\Omega_{r_{i}}\left(y_{i}\right)\right| \\
& \leq c \epsilon \frac{1}{\lambda} \sum_{i=1}^{\infty}\left(\int_{\Omega_{r_{i}}\left(y_{i}\right) \cap\left\{|D u|^{\frac{2 p(x)}{p^{-}}}>\frac{\lambda}{4}\right\}}|D u|^{\frac{2 p(x)}{p^{-}}} d x\right. \\
&+\frac{1}{\delta} \int_{\left.\Omega_{r_{i}\left(y_{i}\right) \cap\left\{|F|^{\frac{2 p(x)}{p^{-}}}>\frac{\lambda \delta}{4}\right.}\right\}^{\left.|F|^{\frac{2 p(x)}{p^{-}}} d x\right) .}} \begin{array}{l}
\end{array} \quad .
\end{aligned}
$$

Then since $\left\{\Omega_{r_{i}}\left(y_{i}\right)\right\}$ are nonoverlapping in $\Omega_{s_{2} R}$, we obtain the following result.

Lemma 3.1.6. Under the same notations mentioned earlier, let $\|F\|_{L^{p(\cdot)}\left(\Omega ; \mathbb{R}^{n}\right)} \leq$ 1 and $0<R \leq \frac{R_{0}}{c^{*}}<\frac{1}{4}$. Then for $0<\epsilon<1$ fixed, one can find a small number $\delta=\delta\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}, \omega(\cdot), \epsilon\right)$ such that if $(\mathbf{A}, \Omega)$ is $\left(\delta, R_{0}\right)$-vanishing codimension 1 and $u \in H_{0}^{1}(\Omega)$ is the weak solution of (3.1.1), then for any $R \in\left(0, \frac{R_{0}}{c^{*}}\right]$ and for any $1 \leq s_{1}<s_{2} \leq 2$ we have

$$
\begin{aligned}
&|E(A \lambda)| \leq c \epsilon \frac{1}{\lambda}\left(\int_{\Omega_{s_{2} R} \cap\left\{|D u|^{\frac{2 p(x)}{p^{-}}}>\frac{\lambda}{4}\right\}}|D u|^{\frac{2 p(x)}{p^{-}}} d x\right. \\
&\left.+\frac{1}{\delta} \int_{\Omega_{s_{2} R} \cap\left\{|F|^{\frac{2 p(x)}{p^{-}}}>\frac{\lambda \delta}{4}\right\}}|F|^{\frac{2 p(x)}{p^{-}}} d x\right), \quad \text { for all } \lambda>B \lambda_{0},
\end{aligned}
$$

where $c$ depends only on $n, \nu, \Lambda, \gamma_{1}, \gamma_{2}$ and $\omega(\cdot)$.
Now we begin to prove (3.1.9). First, we estimate in a local region $\Omega_{R}\left(x_{0}\right)$. We use the integral identity (2.3.1) when $f(x)=|D u(x)|^{\frac{2 p(x)}{p^{-}}}$and $q=\frac{p^{-}}{2}$. Direct calculation shows that

$$
\begin{align*}
\int_{\Omega_{s_{1} R}} & |D u|^{p(x)} d x=\int_{\Omega_{s_{1} R}}\left(|D u|^{\frac{2 p(x)}{p^{-}}}\right)^{\frac{p^{-}}{2}} d x=\frac{p^{-}}{2} \int_{0}^{\infty} \lambda^{\frac{p^{-}}{2}-1}|E(\lambda)| d \lambda \\
& =\frac{p^{-}}{2} A^{\frac{p^{-}}{2}} \int_{0}^{\infty} \lambda^{\frac{p^{-}}{2}-1}|E(A \lambda)| d \lambda \\
& \leq(\underbrace{\left.A \cdot B \lambda_{0}\right)^{\frac{p^{-}}{2}}\left|\Omega_{s_{1} R}\right|}_{I_{1}}+\underbrace{\frac{p^{-}}{2} A^{\frac{p^{-}}{2}} \int_{B \lambda_{0}}^{\infty} \lambda^{\frac{p^{-}}{2}-1}|E(A \lambda)| d \lambda}_{I_{2}} . \tag{3.1.39}
\end{align*}
$$

## CHAPTER 3. GRADIENT ESTIMATES FOR LINEAR EQUATIONS IN VARIABLE EXPONENT SPACES

We first estimation $I_{1}$ : We plug $\lambda_{0}$ in (3.1.14) and $A, B$ in (3.1.35) into $I_{1}$. Then we have

$$
\begin{aligned}
I_{1} \leq & c \frac{\left|\Omega_{2 R}\right|}{\left(s_{2}-s_{1}\right)^{\frac{n \gamma_{2}}{2}}}\left\{f_{\Omega_{2 R}}\left(|D u|^{\frac{2 p(x)}{p^{-}}}+\frac{1}{\delta}|F|^{\frac{2 p(x)}{p^{-}}}\right) d x+\frac{1}{\delta}\right\}^{\frac{p^{-}}{2}} \\
\leq & c \frac{\left|\Omega_{2 R}\right|}{\left(s_{2}-s_{1}\right)^{\frac{n \gamma_{2}}{2}}}\left(f_{\Omega_{2 R}}|D u|^{2 \frac{p^{+}}{p^{-}}} d x+1\right)^{\frac{p^{-}}{2}} \\
& +\frac{c}{\left(s_{2}-s_{1}\right)^{\frac{n \gamma_{2}}{2}}}\left\{\left(\frac{1}{\delta}\right)^{\frac{p^{-}}{2}}\left(\int_{\Omega_{2 R}}|F|^{p(x)} d x+\left|\Omega_{2 R}\right|\right)\right\} \\
\leq & c \frac{\left|\Omega_{2 R}\right|}{\left(s_{2}-s_{1}\right)^{\frac{n \gamma_{2}}{2}}}\left(f_{\Omega_{2 R}}|D u|^{2 \frac{p^{+}}{p^{-}}} d x+1\right)^{\frac{p^{-}}{2}}+c(\delta) \frac{1}{\left(s_{2}-s_{1}\right)^{\frac{n \gamma_{2}}{2}}}\left(1+\left|\Omega_{2 R}\right|\right)
\end{aligned}
$$

where the inequality in the last line follow from (3.1.11).
We further assume on $0<R \leq \frac{R_{0}}{c^{*}}$ that

$$
\omega(4 \sqrt{2} R) \leq \sigma_{0} \gamma_{1}
$$

by taking $c^{*}$ large enough in (3.1.13), where $\sigma_{0}$ was given in Lemma 3.1.4. Then

$$
\frac{p^{+}}{p^{-}}=1+\frac{p^{+}-p^{-}}{p^{-}} \leq 1+\frac{\omega(4 \sqrt{2} R)}{\gamma_{1}} \leq 1+\sigma_{0} \leq \gamma_{1}
$$

Then Lemma 3.1.2, (3.1.11) and (3.1.12) imply that

$$
\begin{aligned}
f_{\Omega_{2 R}}|D u|^{2 \frac{p^{+}}{p^{-}}} d x & \leq c\left(f_{\Omega_{4 R}}|D u|^{2} d x\right)^{\frac{p^{+}}{p^{-}}}+c f_{\Omega_{4 R}}|F|^{2 \frac{p^{+}}{p^{-}}} d x \\
& \leq c\left(\frac{1}{\left|\Omega_{4 R}\right|} \int_{\Omega}|D u|^{2} d x\right)^{\frac{p^{+}}{p^{-}}}+c\left(f_{\Omega_{4 R}}|F|^{p(x)} d x+1\right) \\
& \leq c\left[\left(\frac{|\Omega|+1}{\left|\Omega_{4 R}\right|}\right)^{\frac{p^{+}}{p^{-}}}+\frac{1}{\left|\Omega_{4 R}\right|}+1\right] \leq c\left(\frac{|\Omega|+1}{\left|\Omega_{4 R}\right|}\right)^{\frac{p^{+}}{p^{-}}}
\end{aligned}
$$

Therefore, we derive from the measure density condition (3.1.6) that

$$
\begin{align*}
I_{1} & \leq \frac{c(\delta)}{\left(s_{2}-s_{1}\right)^{\frac{n \gamma_{2}}{2}}}\left[\left|\Omega_{R}\right|^{1-\frac{\gamma_{2}}{2}}(|\Omega|+1)^{\frac{\gamma_{2}}{2}}+\left|\Omega_{R}\right|+1\right] \\
& \leq \frac{c(\delta)\left|\Omega_{R}\right|^{1-\frac{\gamma_{2}}{2}}(|\Omega|+1)^{\frac{\gamma_{2}}{2}}}{\left(s_{2}-s_{1}\right)^{\frac{n \gamma_{2}}{2}}} . \tag{3.1.40}
\end{align*}
$$
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Using Lemma 3.1.6, we next estimate $I_{2}$ :

$$
\begin{aligned}
I_{2} \leq & c p^{-} A^{\frac{p^{-}}{2}} \int_{0}^{\infty} \lambda^{\frac{p^{-}}{2}-1} \frac{\epsilon}{\lambda}\left(\int_{\Omega_{s_{2} R} \cap\left\{|D u|^{\frac{2 p(x)}{p^{-}}}>\frac{\lambda}{4}\right\}}|D u|^{\frac{2 p(x)}{p^{-}}} d x\right. \\
& \left.+\frac{1}{\delta} \int_{\Omega_{s_{2} R} \cap\left\{|F|^{\frac{2 p(x)}{p^{-}}}>\frac{\lambda \delta}{4}\right\}}|F|^{\frac{2 p(x)}{p^{-}}} d x\right) d \lambda \\
\leq & c \in A^{\frac{\gamma_{2}}{2}}\left\{\int_{0}^{\infty}\left(\frac{\lambda}{4}\right)^{\frac{p^{-}}{2}-2}\left(\int_{\Omega_{s_{2} R} \cap\left\{|D u|^{\frac{2 p(x)}{p^{-}}}>\frac{\lambda}{4}\right\}}|D u|^{\frac{2 p(x)}{p^{-}}} d x\right) d\left(\frac{\lambda}{4}\right)\right. \\
& +\underbrace{\left.\left.\frac{1}{\delta^{\frac{\gamma_{2}}{2}}} \int_{0}^{\infty}\left(\frac{\lambda \delta}{4}\right)^{\frac{p^{-}}{2}-2}\left(\int_{\Omega_{s_{2} R} \cap\left\{|F|^{\frac{2 p(x)}{p^{-}}}>\frac{\lambda \delta}{4}\right.}\right\}|F|^{\frac{2 p(x)}{p^{-}}} d x\right) d\left(\frac{\lambda \delta}{4}\right)\right\}}_{I_{3}} .
\end{aligned}
$$

We apply (2.3.2) to $I_{3}$ when $q=\frac{p^{-}}{2}, q_{1}=1$ and $|f(x)|=|D u(x)|^{\frac{2 p(x)}{p^{-}}}$with $\lambda$ replaced by $\frac{\lambda}{4}$, to $I_{4}$ when $q=\frac{p^{-}}{2}, q_{1}=1$ and $|f(x)|=|F|^{\frac{2 p(x)}{p^{-}}}$with $\lambda$ replaced by $\frac{\lambda \delta}{4}$, respectively, to discover

$$
I_{2} \leq c_{5} \epsilon \int_{\Omega_{s_{2} R}}|D u|^{p(x)} d x+c(\epsilon, \delta) \int_{\Omega_{s_{2} R}}|F|^{p(x)} d x
$$

for some universal constant $c_{5}=c_{5}\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}, \omega(\cdot)\right)$. But then (3.1.11) imply

$$
\begin{equation*}
I_{2} \leq c_{5} \epsilon \int_{\Omega_{s_{2} R}}|D u|^{p(x)} d x+c(\epsilon, \delta) \tag{3.1.41}
\end{equation*}
$$

Combining (3.1.39), (3.1.40) and (3.1.41), we deduce that

$$
\int_{\Omega_{s_{1} R}}|D u|^{p(x)} d x \leq \frac{c(\delta)\left|\Omega_{R}\right|^{1-\frac{\gamma_{2}}{2}}(|\Omega|+1)^{\frac{\gamma_{2}}{2}}}{\left(s_{2}-s_{1}\right)^{\frac{n \gamma_{2}}{2}}}+c_{5} \epsilon \int_{\Omega_{s_{2} R}}|D u|^{p(x)} d x+c(\epsilon, \delta) .
$$

We now select a sufficiently small $\epsilon=\epsilon\left(\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}, \omega(\cdot)\right)\right.$, in order to get

$$
0<c_{5} \epsilon<\frac{1}{2}
$$
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and so one can choose a corresponding

$$
\begin{equation*}
\delta=\delta\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}, \omega(\cdot)\right) \tag{3.1.42}
\end{equation*}
$$

being sufficiently small, from Lemma 3.1.6, to obtain

$$
\int_{\Omega_{s_{1} R}}|D u|^{p(x)} d x \leq \frac{1}{2} \int_{\Omega_{s_{2} R}}|D u|^{p(x)} d x+\frac{c\left|\Omega_{R}\right|^{1-\frac{\gamma_{2}}{2}}(|\Omega|+1)^{\frac{\gamma_{2}}{2}}}{\left(s_{2}-s_{1}\right)^{\frac{\gamma_{2} n}{2}}}+c,
$$

for all $1 \leq s_{1}<s_{2} \leq 2$. We then apply Lemma 5.2 .9 when $\phi(s)=\int_{\Omega_{s R}}|D u|^{p(x)} d x$, $r_{1}=1$ and $r_{2}=2$, and then make simple computations along with the measure density condition (3.1.6), to finally derive

$$
\begin{equation*}
\int_{\Omega_{R}\left(x_{0}\right)}|D u|^{p(x)} d x \leq c\left|\Omega_{R}\left(x_{0}\right)\right|^{1-\frac{\gamma_{2}}{2}}(|\Omega|+1)^{\frac{\gamma_{2}}{2}} \tag{3.1.43}
\end{equation*}
$$

where $c$ depends only on $n, \nu, \Lambda, \gamma_{1}, \gamma_{2}, \omega(\cdot)$.
We next derive the global estimates. It can be obtained by using standard covering argument along with the local estimates (3.1.43). Since $\bar{\Omega}$ is compact, there exists finitely many points $x_{0}^{k} \in \bar{\Omega}$ and numbers $R_{k}=$ $R_{k}\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}, \omega(\cdot), R_{0},|\Omega|\right) \leq \frac{R_{0}}{c^{*}}, k=1, \cdots, N$, such that $\Omega=\bigcup_{k=1}^{N} \Omega_{R_{k}}\left(x_{0}^{k}\right)$ and

$$
\int_{\Omega_{R_{k}}\left(x_{0}^{k}\right)}|D u|^{p(x)} d x \leq c\left|\Omega_{R_{k}}\left(x_{0}^{k}\right)\right|^{1-\frac{\gamma_{2}}{2}}(|\Omega|+1)^{\frac{\gamma_{2}}{2}} \quad(k=1,2, \cdots, N)
$$

where $c$ is independent of $k$. Consequently, we have that for some universal constant $c=c\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}, \omega(\cdot), R_{0},|\Omega|\right)$,

$$
\int_{\Omega}|D u|^{p(x)} d x \leq \sum_{k=1}^{N} \int_{\Omega_{R_{k}\left(x_{0}^{k}\right)}}|D u|^{p(x)} d x \leq c
$$

which is the required one (3.1.9).
Proof of Theorem 3.1.4. We have established the global $W^{1, p(\cdot)}$-estimate under the a priori assumption (3.1.8) that $|D u| \in L^{p(\cdot)}(\Omega)$. We next remove this assumption via an approximation procedure to complete the proof Theorem 3.1.4.
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Let $\left\{F^{k}\right\}_{k=1}^{\infty}$ be a sequence in $C_{0}^{\infty}\left(\Omega ; \mathbb{R}^{n}\right)$ converging to $F$ in $L^{p(\cdot)}\left(\Omega ; \mathbb{R}^{n}\right)$, needless to say, $F^{k} \in L^{\gamma_{2}}\left(\Omega ; \mathbb{R}^{n}\right)$. According to the earlier work [14], the unique weak solution $u^{k} \in H_{0}^{1}(\Omega)$ of

$$
\left\{\begin{aligned}
\operatorname{div}\left(\mathbf{A}(x) D u^{k}\right) & =\operatorname{div} F^{k} & & \text { in } \quad \Omega, \\
u^{k} & =0 & & \text { on } \quad \partial \Omega
\end{aligned}\right.
$$

satisfies the global $W^{1, \gamma_{2}}$-regularity under the assumption that $(\mathbf{A}, \Omega)$ is $\left(\delta, R_{0}\right)$-vanishing of codimension 1 . More precisely, we have

$$
\left|D u^{k}\right| \in L^{\gamma_{2}}(\Omega) \subset L^{p(\cdot)}(\Omega) .
$$

As a consequence, we have

$$
\left\|D u^{k}\right\|_{L^{p(\cdot)}\left(\Omega ; \mathbb{R}^{n}\right)} \leq c\left\|F^{k}\right\|_{L^{p(\cdot)}\left(\Omega ; \mathbb{R}^{n}\right)} \leq c\|F\|_{L^{p(\cdot)}\left(\Omega ; \mathbb{R}^{n}\right)}
$$

where $c$ is independent of $k$. From this estimate we observe that there exists $\bar{u} \in W_{0}^{1, p(\cdot)}(\Omega)$ which is the weak limit of $\left\{u^{k}\right\}$ in $W_{0}^{1, p(\cdot)}(\Omega)$ such that

$$
\|D \bar{u}\|_{L^{p(\cdot)}\left(\Omega ; \mathbb{R}^{n}\right)} \leq c\|F\|_{L^{p(\cdot)}\left(\Omega ; \mathbb{R}^{n}\right)} .
$$

Then it is easy to check that this $\bar{u}$ is the weak solution of the original problem (3.1.1). So by the uniqueness, we conclude that $u=\bar{u}$ almost everywhere in $\Omega$. This completes our approximation procedure.

Remark 3.1.7. One can consider the general case that $1<\gamma_{1} \leq p(x) \leq$ $\gamma_{2}<+\infty$. In fact, since $|F| \in L^{p(\cdot)}(\Omega) \in L^{\gamma_{1}}(\Omega) \subset L^{\gamma}(\Omega)$ for $1<\gamma<\gamma_{1}$, we know that $|D u| \in L^{\gamma}(\Omega)$ from [14]. Then with the same spirit in the case that $2<\gamma_{1} \leq p(x) \leq \gamma_{2}<+\infty$, one treat weak solutions defined in $L^{\gamma}(\Omega)$ to consider $\left\{x \in \Omega_{R}\left(x_{0}\right):|D u|^{\frac{\gamma p(x)}{p^{-}}}>\lambda\right\}$.

### 3.2 Optimal gradient estimates for parabolic equations in variable exponent spaces.

### 3.2.1 Main result.

We consider the following initial and boundary value problem for a divergence type parabolic equation

$$
\left\{\begin{array}{rlrc}
u_{t}-\operatorname{div}(\mathbf{A}(x, t) D u) & =\operatorname{div} F & & \text { in } \quad \Omega_{T}  \tag{3.2.1}\\
u & =0 & & \text { on } \quad \partial_{p} \Omega_{T}
\end{array}\right.
$$

to show that the following relation

$$
\begin{equation*}
F \in L^{p(\cdot)}\left(\Omega_{T}, \mathbb{R}^{n}\right) \quad \Longrightarrow \quad D u \in L^{p(\cdot)}\left(\Omega_{T}, \mathbb{R}^{n}\right) \tag{3.2.2}
\end{equation*}
$$

holds for each variable exponent $p(\cdot)=p(x, t)$ under an optimal regularity assumption on the coefficient matrix $\mathbf{A}: \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}^{n^{2}}$ and a minimal geometric assumption on the bounded parabolic cylinder $\Omega_{T}$.

Note that for $f=f(x, t): \mathbb{R}^{n+1} \rightarrow \mathbb{R}$ and $F=F(x, t): \mathbb{R}^{n+1} \rightarrow \mathbb{R}^{n}$ we denote by $D f=D_{x} f$ to mean the spatial gradient vector of $f, \operatorname{by} \operatorname{div} F=$ $\operatorname{div}_{x} F$ the divergence of $F$ with respect to spatial variables, and by $f_{t}$ the derivative with respect to time variable.

We return to the parabolic problem (3.2.1). The basic structural condition on $\mathbf{A}$ is the following:

$$
\begin{equation*}
\nu|\xi|^{2} \leq(\mathbf{A}(x, t) \xi) \cdot \xi \text { and }|\mathbf{A}(x, t)| \leq \Lambda, \quad \text { for all } x, \xi \in \mathbb{R}^{n}, t \in \mathbb{R} \tag{3.2.3}
\end{equation*}
$$

and for some constants $0<\nu \leq \Lambda . F: \Omega_{T} \rightarrow \mathbb{R}^{n}$ is a vector valued function in $L^{2}\left(\Omega_{T} ; \mathbb{R}^{n}\right)$. We then say $u \in C^{0}\left(0, T ; L^{2}(\Omega)\right) \cap L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)$ is a weak solution of (3.2.1) if it satisfies that

$$
\begin{equation*}
\int_{\Omega_{T}} u \varphi_{t} d z-\int_{\Omega_{T}}(\mathbf{A}(z) D u) \cdot D \varphi d z=\int_{\Omega_{T}} F \cdot D \varphi d z \tag{3.2.4}
\end{equation*}
$$

for all $\varphi \in C_{0}^{\infty}\left(\Omega_{T}\right)$ with $\varphi=0$ when $t=T$, and $u(\cdot, 0)=0$ in $L^{2}(\Omega)$. It is well known that (3.2.1) has a unique weak solution with the estimate

$$
\begin{equation*}
\sup _{0 \leq t \leq T}\|u(\cdot, t)\|_{L^{2}(\Omega)}^{2}+\int_{\Omega_{T}}|D u|^{2} d x \leq c_{0} \int_{\Omega_{T}}|F|^{2} d x \tag{3.2.5}
\end{equation*}
$$
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where $c_{0}$ depends only on $n, \nu$ and $\Lambda$. We refer to [34, 41] for the basic theories mentioned above.

Suppose that $p(\cdot)$ is log-Hölder continuous. We define

$$
W_{\mathcal{P}}^{1, p(\cdot)}\left(\Omega_{T}\right):=W^{p(\cdot)}\left(\Omega_{T}\right) \quad \text { and } \quad W_{\mathcal{P}, 0}^{1, p(\cdot)}\left(\Omega_{T}\right):=W_{0}^{p(\cdot)}\left(\Omega_{T}\right)
$$

with $\|f\|_{W_{\mathcal{P}}^{1, p(\cdot)}\left(\Omega_{T}\right)}=\|f\|_{W_{\mathcal{P}, 0}^{1, p(\cdot)}\left(\Omega_{T}\right)}:=\|f\|_{L^{p}(\cdot)\left(\Omega_{T}\right)}+\|D f\|_{L^{p}(\cdot)\left(\Omega_{T}, \mathbb{R}^{n}\right)}$. Let $W_{\mathcal{P}}^{-1, p(\cdot)}\left(\Omega_{T}\right)$ be the dual space of $W_{\mathcal{P}, 0}^{1, p^{\prime}(\cdot)}\left(\Omega_{T}\right)$ with the pairing $\langle\langle\cdot, \cdot\rangle\rangle$ between $W_{\mathcal{P}}^{-1, p(\cdot)}\left(\Omega_{T}\right)$ and $W_{\mathcal{P}, 0}^{1, p^{\prime}(\cdot)}\left(\Omega_{T}\right)$. Then for any $v \in W_{\mathcal{P}}^{-1, p(\cdot)}\left(\Omega_{T}\right)$ there exist $G \in L^{p(\cdot)}\left(\Omega_{T} ; \mathbb{R}^{n}\right)$ and $g \in L^{p(\cdot)}\left(\Omega_{T}\right)$ such that

$$
\begin{equation*}
\langle\langle v, w\rangle\rangle=\int_{\Omega_{T}}(G \cdot D w+g w) d z \text { for all } w \in W_{\mathcal{P}, 0}^{1, p^{\prime}(\cdot)}\left(\Omega_{T}\right) \tag{3.2.6}
\end{equation*}
$$

and $\|v\|_{W_{\mathcal{P}}^{-1, p(\cdot)}\left(\Omega_{T}\right)}=\inf \left\{\|G\|_{L^{p(\cdot)}\left(\Omega_{T} ; \mathbb{R}^{n}\right)}+\|g\|_{L^{p(\cdot)}\left(\Omega_{T}\right)}\right\}$, where the infimum runs over all the functions $G$ and $g$ satisfying (3.2.6). We next introduce

$$
W_{*}^{1, p(\cdot)}\left(\Omega_{T}\right)=\left\{u \in W_{\mathcal{P}}^{1, p(\cdot)}\left(\Omega_{T}\right): u_{t} \in W_{\mathcal{P}}^{-1, p(\cdot)}\left(\Omega_{T}\right)\right\}
$$

where we understand $u_{t} \in W_{\mathcal{P}}^{-1, p(\cdot)}\left(\Omega_{T}\right)$ in the sense of distribution, that is,

$$
\left\langle\left\langle u_{t}, \varphi\right\rangle\right\rangle=-\int_{\Omega_{T}} u \varphi_{t} d z
$$

for every $\varphi \in C_{0}^{\infty}\left(\Omega_{T}\right)$ with $\varphi=0$ for $t=T$, with

$$
\|u\|_{W_{*}^{1, p(\cdot)}\left(\Omega_{T}\right)}=\|u\|_{W_{\mathcal{P}}^{1, p(\cdot)}\left(\Omega_{T}\right)}+\left\|u_{t}\right\|_{W_{\mathcal{P}}^{-1, p(\cdot)}\left(\Omega_{T}\right)}
$$

Remark 3.2.1. Note that for the special case $p(\cdot) \equiv 2$, we obtain $W_{\mathcal{P}}^{1,2}\left(\Omega_{T}\right)=$ $L^{2}\left(0, T ; H^{1}(\Omega)\right), W_{\mathcal{P}, 0}^{1,2}\left(\Omega_{T}\right)=L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)$ and $W_{\mathcal{P}}^{-1,2}\left(\Omega_{T}\right)=L^{2}\left(0, T ; H^{-1}(\Omega)\right)$, where $H^{-1}$ is the dual space of $H_{0}^{1}$. Then one can observe that the weak formulation (3.2.4) can be written as

$$
\left\langle\left\langle u_{t}, \varphi\right\rangle\right\rangle+\int_{\Omega_{T}}(\mathbf{A}(z) D u) \cdot D \varphi d z=-\int_{\Omega_{T}} F \cdot D \varphi d z
$$

for all $\varphi \in L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)$, and we have from (3.2.5) and (3.2.6) that

$$
\begin{align*}
\|u\|_{W_{*}^{1,2}\left(\Omega_{T}\right)} & =\|u\|_{L^{2}\left(0, T, H^{1,0}(\Omega)\right.}+\left\|u_{t}\right\|_{W_{\mathcal{P}}^{-1,2}\left(\Omega_{T}\right)} \\
& \leq c\left(\|D u\|_{L^{2}\left(\Omega_{T} ; \mathbb{R}^{n}\right)}+\|F\|_{L^{2}\left(\Omega_{T} ; \mathbb{R}^{n}\right)}+\|A D u\|_{L^{2}\left(\Omega_{T} ; \mathbb{R}^{n}\right)}\right) \\
& \leq c\|F\|_{L^{2}\left(\Omega_{T}, \mathbb{R}^{n}\right)}, \tag{3.2.7}
\end{align*}
$$
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where the positive constant $c$ is independent of $u$ and $F$. Furthermore, the weak solution $u$ satisfies that, for almost every time $t \in[0, T]$,

$$
\begin{equation*}
\left\langle u_{t}(\cdot, t), \psi\right\rangle+\int_{\Omega} \mathbf{A}(x, t) D u(x, t) D \psi(x) d x=-\int_{\Omega} F(x, s) D \psi(x) d x \tag{3.2.8}
\end{equation*}
$$

for all $\psi \in H_{0}^{1}(\Omega)$, where $\langle\cdot, \cdot\rangle$ is the pairing between $H^{-1}(\Omega)$ and $H_{0}^{1}(\Omega)$.
We now state the regularity assumptions on the coefficient matrix $\mathbf{A}$ and the boundary $\partial \Omega$ of $\Omega$ under which we essentially obtain the relation (3.2.2). On A we impose a small BMO condition in $\left(x^{\prime}, t\right)$ variables while allow to be merely measurable in $x_{1}$ variable, depending on a point and a scale chosen. On $\partial \Omega$ we impose a $\delta$-flatness which means the boundary can be locally trapped into two hyperplanes. These conditions on $\mathbf{A}$ and $\partial \Omega$ were reported in the earlier paper [11] where the same problem (3.2.1) is considered in the constant exponent Lebesgue space.

In order to measure the oscillation of $\mathbf{A}$ in $\left(x^{\prime}, t\right)$ over $Q_{r}^{\prime}\left(y^{\prime}, s\right)$, we consider
$\overline{\mathbf{A}}_{Q_{r}^{\prime}\left(y^{\prime}, s\right)}\left(x_{1}\right)=f_{Q_{r}^{\prime}\left(y^{\prime}, s\right)} \mathbf{A}\left(x_{1}, x^{\prime}, t\right) d x^{\prime} d t=\frac{1}{\left|Q_{r}^{\prime}\left(y^{\prime}, s\right)\right|} \int_{Q_{r}^{\prime}\left(y^{\prime}, s\right)} \mathbf{A}\left(x_{1}, x^{\prime}, t\right) d x^{\prime} d t$,
which is the integral average of $\mathbf{A}\left(x_{1}, \cdot, \cdot\right)$ in $\left(x^{\prime}, t\right)$ over $Q_{r}^{\prime}\left(y^{\prime}, s\right)$ for each $x_{1}$ slice.

Definition 3.2.2. Let $\delta<\frac{1}{8}$. We say that $(\mathbf{A}, \Omega \times \mathbb{R})$ is $(\delta, R)$-vanishing codimension 1 if the followings hold: for each $(y, s) \in \Omega \times \mathbb{R}$ and $0<r \leq R$,

1. if $\operatorname{dist}(y, \partial \Omega): \inf \left\{\left|y-y^{1}\right|: y^{1} \in \partial \Omega\right\}>\sqrt{2} r$, then reorienting and translating the axes, we find a new coordinate system, $\bar{z}=(\bar{x}, \bar{t})=$ $\left(\bar{x}_{1}, \bar{x}^{\prime}, \bar{t}\right)$ variables, with the origin at $(y, s)$ such that in this system

$$
f_{Q_{r}}\left|\mathbf{A}(\bar{z})-\overline{\mathbf{A}}_{Q_{r}^{\prime}}\left(\bar{x}_{1}\right)\right| d z \leq \delta,
$$

2. on the other hand, if $\operatorname{dist}(y, \partial \Omega) \leq \sqrt{2} r$, say $y^{1} \in \partial \Omega \cap B_{\sqrt{2} r}(y)$ with $\left|y^{1}-y\right|=\operatorname{dist}(y, \partial \Omega)$, then reorienting and translating the axes again, we find a new coordinate system, $\bar{z}=(\bar{x}, \bar{t})=\left(\bar{x}_{1}, \bar{x}^{\prime}, \bar{t}\right)$ variables, with the origin at somewhere on $\partial B_{24 r \delta}\left(y^{1}\right) \times\{s\}$ such that

$$
C_{24 r}^{+} \subset C_{24 r} \cap \Omega \subset C_{24 r} \cap\left\{\bar{x}_{1}>-48 \delta r\right\}
$$
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and

$$
f_{Q_{24 r}^{+}}\left|\mathbf{A}(\bar{z})-\overline{\mathbf{A}}_{Q_{24 r}^{\prime}}\left(\bar{x}_{1}\right)\right| d z \leq \delta
$$

There are a few comments on the above definition.

1. Changed coordinate systems can be obtained by rotation with respect to $x$ variables and translation with respect to $(x, t)$ variables from the original coordinate system. Since the equation (3.2.1) is invariant under such rotation and translation, without loss of generality, in new coordinate systems, we still use the same notations used in original coordinate system, for example, variables $x$ and $t, \mathbf{A}$ an $F$.
2. For sufficiently small regions $B_{\sqrt{2} r}(y) \times\left(s-r^{2}, s+r^{2}\right)$, if $B_{\sqrt{2} r}(y)$ lies in $\Omega$, then there exists one direction along one of the spatial variables, depending on $y$ and $r$, such that $\mathbf{A}$ is merely measurable in this direction and has a small BMO condition in the other directions. On the other hand, if $B_{\sqrt{2} r}(y)$ intersects the boundary of $\Omega$, then there exists one direction along one of the spatial variables, which is normal to two parallel hyperplanes, one lying locally inside $\Omega$ and the other locally lying outside $\Omega$ near $y_{1}$ with the distance between $48 \delta r$, such that $\mathbf{A}$ is merely measurable in this direction and has a small BMO condition in the other directions.
3. Only for a technical reason, we record the number 24 which can be easily changeable via a scaling. By the same reason, one can take $R$ can be any positive number while $\delta$ is invariant under such a scaling.

Remark 3.2.3. If $(\mathbf{A}, \Omega \times \mathbb{R})$ is $(\delta, R)$-vanishing codimension 1 , one can observe that $\Omega$ is $(\delta, 24 R)$-Reifenberg flat domain, [52], that is, for each $y \in$ $\partial \Omega$ and each $0<r<24 R$, there exists a coordinate system $y=\left(y_{1}, \ldots, y_{n}\right)$ with the origin at $y$ such that

$$
B_{r} \cap\left\{y_{n}>-\delta r\right\} \subset B_{r} \cap \Omega \subset B_{r} \cap\left\{y_{n}>\delta r\right\}
$$

Since $(\delta, 24 R)$-Reifenberg flat domains have the following property :

$$
\frac{\left|B_{r}(y)\right|}{\left|B_{r}(y) \cap \Omega\right|} \leq\left(\frac{2}{1-\delta}\right)^{n}, \quad \text { for all } y \in \Omega \text { and } r \in(0,24 R)
$$
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see [13], we observe that

$$
\begin{equation*}
\sup _{y \in \Omega} \sup _{0<r<24 R} \frac{\left|C_{r}(y)\right|}{\left|C_{r}(y) \cap \Omega\right|} \leq \sup _{y \in \Omega} \sup _{0<r<24 R} \frac{\sqrt{2}^{n}\left|B_{r}(y)\right|}{\left|B_{r}(y) \cap \Omega\right|} \leq\left(\frac{16 \sqrt{2}}{7}\right)^{n} \tag{3.2.9}
\end{equation*}
$$

We refer to [13] for a further discussion on the $\delta$-flatness condition.
Let $p(\cdot)=p(z): \mathbb{R}^{n+1} \rightarrow(2, \infty)$ with

$$
\begin{equation*}
2<\gamma_{1} \leq p(z) \leq \gamma_{2}<\infty \tag{3.2.10}
\end{equation*}
$$

be log-Hölder continuous, hence there exists a modulus continuity of $p(\cdot)$ with respect to parabolic distance, $\omega:[0 . \infty) \rightarrow[0, \infty)$, satisfying (5.1.1) and (5.1.2) with $\tilde{L}$ replaced by $\alpha_{p}$. We rewrite the log-Hölder condition such that

$$
\begin{equation*}
\left|p\left(\zeta^{1}\right)-p\left(\zeta^{2}\right)\right| \leq \omega\left(d_{\mathcal{P}}\left(\zeta^{1}, \zeta^{2}\right)\right) \tag{3.2.11}
\end{equation*}
$$

for all $\zeta^{1}, \zeta^{2} \in \mathbb{R}^{n+1}$, and

$$
\begin{equation*}
\omega(r) \log \left(\frac{1}{r}\right) \leq \alpha_{p} \quad\left(\Longleftrightarrow\left(\frac{1}{r}\right)^{\omega(r)} \leq e^{\alpha_{p}}\right), \text { for all } r \in(0,1] \tag{3.2.12}
\end{equation*}
$$

Theorem 3.2.4. Let $R_{0}>0$ be a given fixed number. Then there exists a small $\delta=\delta\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}, \omega(\cdot)\right)$ such that if $(\mathbf{A}, \Omega \times \mathbb{R})$ is $\left(\delta, R_{0}\right)$-vanishing codimension 1 and $F \in L^{p(\cdot)}\left(\Omega_{T} ; \mathbb{R}^{n}\right)$ and $u \in C^{0}\left(0, T ; L^{2}(\Omega)\right) \cap L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)$ is the unique weak solution of (3.2.1), then we have the estimate

$$
\begin{equation*}
\|D u\|_{L^{p(\cdot)}\left(\Omega_{T} ; \mathbb{R}^{n}\right)} \leq c\|F\|_{L^{p(\cdot)}\left(\Omega_{T} ; \mathbb{R}^{n}\right)}, \tag{3.2.13}
\end{equation*}
$$

for some $c=c\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}, \omega(\cdot), \Omega, T, R_{0}\right)$.
Remark 3.2.5. We recall the space $W_{*}^{1, p(\cdot)}\left(\Omega_{T}\right)$ mentioned in the previous subsection. Then we see from (3.2.13) that

$$
u \in W_{*}^{1, p(\cdot)}\left(\Omega_{T}\right)
$$

with the estimate

$$
\begin{equation*}
\|u\|_{W_{*}^{1, p(\cdot)}\left(\Omega_{T}\right)} \leq c\|F\|_{L^{p(\cdot)}\left(\Omega_{T} ; \mathbb{R}^{n}\right)} \tag{3.2.14}
\end{equation*}
$$
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for some $c=c\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}, \omega(\cdot), \Omega, T, R_{0}\right)$. Indeed, using Poincaré's type inequality in parabolic Sobolev space, see Lemma 3.9 in [30], (3.2.5) and (3.2.13), we deduce

$$
\begin{aligned}
\|u\|_{W_{*}^{1, p(\cdot)}\left(\Omega_{T}\right)} & =\|u\|_{W_{\mathcal{P}}^{1, p(\cdot)}\left(\Omega_{T}\right)}+\left\|u_{t}\right\|_{W_{\mathcal{P}}^{-1, p(\cdot)} \mathcal{P}_{\mathcal{P}}\left(\Omega_{T}\right)} \\
& \leq c\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}, \omega(\cdot), \Omega, T, R_{0},\|D u\|_{L^{p(\cdot)}\left(\Omega_{T}\right)},\|F\|_{L^{p(\cdot)}\left(\Omega_{T}\right)}\right) \\
& \leq c\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}, \omega(\cdot), \Omega, T, R_{0},\|F\|_{L^{p(\cdot)}\left(\Omega_{T}\right)}\right)
\end{aligned}
$$

Therefore, using a standard normalization argument, we obtain (3.2.14).

### 3.2.2 Proof of Theorem 3.2.4.

## Comparison Estimates.

In what follows, we denote the letter $c$ to mean any constants which can be computed in terms of $n, \nu, \Lambda, \gamma_{1}, \gamma_{2}$ and $\omega(\cdot)$, and so $c$ may be different line by line.

We now introduce higher integrability of spatial gradient of weak solutions of (3.2.1). The interior case was discussed in [35] when $F=0$, using Caccioppoli estimate Sobolev-Poincaré's inequality and Gehring Lemma. Even if $F \neq 0$ and $F \in L^{p}(\Omega \times(0, T)), p>2$, one can also obtain higher integrability in the same way. Furthermore, if $\Omega$ is a $(\delta, R)$-Reifenberg flat domain, which enjoys the measure density condition, that is, for all $0<r \leq R$ and for each $y \in \partial \Omega, \frac{\left|\Omega^{c} \cap B_{r}(y)\right|}{\left|B_{r}(y)\right|} \geq c(n)$ for some $\alpha(n) \in(0,1)$, and so Sobolev Poincaré's inequality can be applicable to zero extension of the solution of (3.2.1) in a neighborhood the boundary point. Consequently, we have higher integrability, as we now state.
Lemma 3.2.6. Suppose that $\Omega$ is $(\delta, R)$-Reifenberg flat and $p>2$. Let $\zeta=$ $(y, s) \in \mathbb{R}^{n+1}$, where $y \in \Omega$ and $r \leq \frac{R}{2}$. There exists $\sigma_{0}=\sigma_{0}(n, \nu, \Lambda, p) \leq \frac{p}{2}-1$ such that, for $F \in L^{p}\left(K_{2 r}(\zeta)\right)$ and a weak solution
$u \in C^{0}\left(s-(2 r)^{2}, s+(2 r)^{2} ; L^{2}\left(\Omega_{2 r}(y)\right)\right) \cap L^{2}\left(s-(2 r)^{2}, s+(2 r)^{2} ; H^{1}\left(\Omega_{2 r}(y)\right)\right)$
of

$$
\left\{\begin{array}{rlrl}
u_{t}-\operatorname{div}(\mathbf{A}(z) D u) & =\text { div } F & \text { in } & K_{2 r}(\zeta), \\
u & =0 & & \text { on }
\end{array} \partial_{w} K_{2 r}(\zeta), \text { if } C_{2 r}(y) \not \subset \Omega,\right.
$$

## CHAPTER 3. GRADIENT ESTIMATES FOR LINEAR EQUATIONS IN VARIABLE EXPONENT SPACES

there holds $D u \in L^{2\left(1+\sigma_{0}\right)}\left(K_{r}(\zeta)\right)$ and we have the estimate

$$
f_{K_{r}(\zeta)}|D u|^{2(1+\sigma)} d z=c\left(f_{K_{2 r}(\zeta)}|D u|^{2} d z\right)^{1+\sigma}+c f_{K_{2 r}(\zeta)}|F|^{2(1+\sigma)} d z
$$

for every $\sigma \in\left(0, \sigma_{0}\right]$ and for some positive constant $c=c(n, \nu, \Lambda, p)$.
We next study local estimates of solutions of the original equations (3.2.1) by comparison with solutions of the limiting equations, which is the case when $\delta$ goes 0 and the coefficients depend on only one of spatial variables.

Lemma 3.2.7. Let $\epsilon \in(0,1)$. There exists a small $\delta=\delta(\epsilon, n, \nu, \Lambda)>0$ such that the followings hold.

1. Interior estimates: If $u \in C^{0}\left(-4^{2}, 4^{2} ; L^{2}\left(C_{4}\right)\right) \cap L^{2}\left(-4^{2}, 4^{2} ; H^{1}\left(C_{4}\right)\right)$ is a weak solution of

$$
u_{t}-\operatorname{div}(\mathbf{A}(z) D u)=\operatorname{div} F \text { in } Q_{4}
$$

with

$$
f_{Q_{4}}|D u|^{2} d z \leq 1 \text { and } f_{Q_{4}}\left(\left|\mathbf{A}(z)-\overline{\mathbf{A}}_{Q_{4}^{\prime}}\left(x_{1}\right)\right|+|F|^{2}\right) d z \leq \delta
$$

then there exists a weak solution $v \in C^{0}\left(-2^{2}, 2^{2} ; L^{2}\left(C_{2}\right)\right) \cap L^{2}\left(-2^{2}, 2^{2} ; H^{1}\left(C_{2}\right)\right)$ of

$$
v_{t}-\operatorname{div}\left(\overline{\mathbf{A}}_{Q_{4}^{\prime}}\left(x_{1}\right) D v\right)=0 \text { in } Q_{2},
$$

with

$$
f_{Q_{4}}|D v|^{2} d z \leq c
$$

such that

$$
f_{Q_{2}}|D u-D v|^{2} d z \leq \epsilon
$$

2. Boundary estimates: Suppose $\Omega$ is a ( $\delta, 4)$-Reifenberg flat domain. If $u \in C^{0}\left(-4^{2}, 4^{2} ; L^{2}\left(\Omega_{4}\right)\right) \cap L^{2}\left(-4^{2}, 4^{2} ; H^{1}\left(\Omega_{4}\right)\right)$ is a weak solution of

$$
\left\{\begin{array}{rlcc}
u_{t}-\operatorname{div}(\mathbf{A}(z) D u) & =0 & \text { in } & K_{4} \\
u & =0 & \text { on } & \partial_{w} K_{4}
\end{array}\right.
$$
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with

$$
\begin{gathered}
C_{4}^{+} \subset \Omega_{4} \subset C_{4} \cap\left\{x_{1}>-8 \delta\right\}, \\
f_{K_{4}}|D u|^{2} d z \leq 1 \text { and } f_{K_{4}}\left|\mathbf{A}(z)-\overline{\mathbf{A}}_{Q_{4}^{\prime}}\left(x_{1}\right)\right|+|F|^{2} d z \leq \delta,
\end{gathered}
$$

then there exists a weak solution $v \in C^{0}\left(-3^{2}, 3^{2} ; L^{2}\left(\Omega_{3}\right)\right) \cap L^{2}\left(-3^{2}, 3^{2} ; H^{1}\left(\Omega_{3}\right)\right)$ of

$$
\left\{\begin{array}{rlrc}
v_{t}-\operatorname{div}\left(\overline{\mathbf{A}}_{Q_{4}^{\prime}}\left(x_{1}\right) D v\right) & =0 & \text { in } & K_{3} \\
v & = & 0 & \text { on }
\end{array} \partial_{w} K_{3}, ~ \$\right.
$$

with

$$
f_{K_{3}}|D v|^{2} d z \leq c
$$

such that

$$
f_{K_{3}}|D u-D v|^{2} d z \leq \epsilon .
$$

Proof. We only prove the boundary case. The interior case can be proved in a similar way. Let $w \in C^{0}\left(-4^{2}, 4^{2} ; L^{2}\left(\Omega_{4}\right)\right) \cap L^{2}\left(-4^{2}, 4^{2} ; H^{1}\left(\Omega_{4}\right)\right)$ be the weak solution of

$$
\left\{\begin{array}{rlcc}
w_{t}-\operatorname{div}(\mathbf{A}(z) D w) & = & 0 & \text { in }  \tag{3.2.15}\\
w & =K_{4}, \\
w & \text { on } & \partial_{p} K_{4},
\end{array}\right.
$$

and then let $v \in C^{0}\left(-3^{2}, 3^{2} ; L^{2}\left(\Omega_{3}\right)\right) \cap L^{2}\left(-3^{2}, 3^{2} ; H^{1}\left(\Omega_{3}\right)\right)$ be the weak solution of

$$
\left\{\begin{array}{rlcc}
v_{t}-\operatorname{div}\left(\overline{\mathbf{A}}_{Q_{4}^{\prime}}\left(x_{1}\right) D v\right) & =0 & \text { in } & K_{3}  \tag{3.2.16}\\
v & = & w & \text { on } \quad \partial_{p} K_{3} .
\end{array}\right.
$$

We next observe that $u-w \in C^{0}\left(-4^{2}, 4^{2} ; L^{2}\left(\Omega_{4}\right)\right) \cap L^{2}\left(-4^{2}, 4^{2} ; H_{0}^{1}\left(\Omega_{4}\right)\right)$ is the weak solution of

$$
\left\{\begin{array}{rlrl}
(u-w)_{t}-\operatorname{div}(\mathbf{A}(z) D(u-w)) & = & \operatorname{div} F & \\
\text { in } & K_{4} \\
u-w & =0 & & \text { on }
\end{array} \partial_{p} K_{4}\right.
$$

Then from standard $L^{2}$ estimates for $u-w$ and the smallness assumption for $F$, we find

$$
\begin{equation*}
f_{K_{4}}|D u-D w|^{2} d z \leq c f_{K_{4}}|F|^{2} d z \leq c \delta \tag{3.2.17}
\end{equation*}
$$
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which also implies

$$
\begin{equation*}
f_{K_{4}}|D w|^{2} d z \leq c\left(f_{K_{4}}|D u|^{2} d z+\delta\right) \leq c . \tag{3.2.18}
\end{equation*}
$$

On the other hand, $w-v \in C^{0}\left(-3^{2}, 3^{2} ; L^{2}\left(\Omega_{3}\right)\right) \cap L^{2}\left(-3^{2}, 3^{2} ; H_{0}^{1}\left(\Omega_{3}\right)\right)$ is the weak solution of
$\left\{\begin{aligned}(w-v)_{t}-\operatorname{div}\left(\overline{\mathbf{A}}_{Q_{4}^{\prime}}\left(x_{1}\right) D(w-v)\right) & =\operatorname{div}\left(\left(\mathbf{A}-\overline{\mathbf{A}}_{Q_{4}^{\prime}}\left(x_{1}\right)\right) D w\right) & & \text { in } K_{3}, \\ w-v & =0 & & \text { on } \partial_{p} K_{3},\end{aligned}\right.$ and so we have

$$
f_{K_{3}}|D w-D v|^{2} d z \leq c f_{K_{3}}\left|\mathbf{A}-\overline{\mathbf{A}}_{Q_{4}^{\prime}}\left(x_{1}\right)\right|^{2}|D w|^{2} d z
$$

We now recall higher integrability, Lemma 3.2.6, to see that $D w \in L^{2(1+\sigma)}\left(K_{2}\right)$ for some $\sigma=\sigma(n, \nu, \Lambda)$ with the estimate

$$
f_{K_{3}}|D w|^{2(1+\sigma)} d z \leq c\left(f_{K_{4}}|D w|^{2} d z\right)^{1+\sigma} \leq c
$$

where we have used (3.2.18). Then it follows from Hölder's inequality, the smallness assumption for $\mathbf{A}$ and (3.2.3) that

$$
\begin{align*}
f_{K_{3}} \mid & D w-\left.D v\right|^{2} d z \\
& \leq c\left(f_{K_{3}}\left|\mathbf{A}-\overline{\mathbf{A}}_{Q_{4}^{\prime}}\left(x_{1}\right)\right|^{2 \frac{1+\sigma}{\sigma}} d z\right)^{\frac{\sigma}{1+\sigma}}\left(f_{K_{3}}|D w|^{2(1+\sigma)} d z\right)^{\frac{1}{1+\sigma}} \\
& \leq \frac{c}{\left|K_{3}\right|}\left(\int_{K_{3} \backslash Q_{3}^{+}}\left|\mathbf{A}-\overline{\mathbf{A}}_{Q_{4}^{\prime}}\left(x_{1}\right)\right|^{2 \frac{1+\sigma}{\sigma}} d z+\int_{Q_{3}^{+}}\left|\mathbf{A}-\overline{\mathbf{A}}_{Q_{4}^{\prime}}\left(x_{1}\right)\right|^{2 \frac{1+\sigma}{\sigma}} d z\right)^{\frac{\sigma}{1+\sigma}} \\
& \leq c\left(\frac{\left|K_{4} \backslash Q_{4}^{+}\right|}{\left|Q_{4}^{+}\right|}+f_{Q_{4}^{+}}\left|\mathbf{A}-\overline{\mathbf{A}}_{Q_{4}^{\prime}}\left(x_{1}\right)\right| d z\right)^{\frac{\sigma}{1+\sigma}} \\
& \leq c \delta^{\frac{\sigma}{1+\sigma}} . \tag{3.2.19}
\end{align*}
$$

We then combine (3.2.17) with (3.2.19) to derive

$$
f_{K_{3}}|D u-D v|^{2} d z \leq c\left(\delta+\delta^{\frac{\sigma}{1+\sigma}}\right) \leq \epsilon, \quad \text { and so } f_{K_{3}}|D v|^{2} d z \leq c,
$$
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by choosing a sufficiently small $\delta$ so that the last inequality holds true. This completes the proof.

We next discuss a local Lipschitz regularity for a fixed limiting problem with $x_{1}$-dependent coefficients on the flat boundary.

Lemma 3.2.8. For any $\epsilon \in(0,1)$ there exists a small $\delta=\delta(\epsilon, n, \nu, \Lambda)>0$ such that for any weak solution $v \in C^{0}\left(-3^{2}, 3^{2} ; L^{2}\left(\Omega_{3}\right)\right) \cap L^{2}\left(-3^{2}, 3^{2} ; H^{1}\left(\Omega_{3}\right)\right)$ of

$$
\left\{\begin{array}{rlcc}
v_{t}-\operatorname{div}\left(\overline{\mathbf{A}}_{Q_{4}^{\prime}}\left(x_{1}\right) D v\right) & = & 0 & \text { in } \\
v & = & K_{3} \\
\text { on } & \partial_{w} K_{3}
\end{array}\right.
$$

with

$$
C_{3}^{+} \subset \Omega_{3} \subset C_{3} \cap\left\{x_{1}>-8 \delta\right\}
$$

and

$$
f_{K_{3}}|D v|^{2} d z \leq \tilde{c}
$$

for some $\tilde{c}>0$, there exists a weak solution $\bar{v} \in C^{0}\left(-2^{2}, 2^{2} ; L^{2}\left(C_{2}^{+}\right)\right) \cap$ $L^{2}\left(-2^{2}, 2^{2} ; H^{1}\left(C_{2}^{+}\right)\right)$of

$$
\left\{\begin{array}{rccc}
\bar{v}_{t}-\operatorname{div}\left(\overline{\mathbf{A}}_{Q_{4}^{\prime}}\left(x_{1}\right) D \bar{v}\right) & =0 & \text { in } & Q_{2}^{+},  \tag{3.2.20}\\
\bar{v} & =0 & \text { on } & Q_{2} \cap\left\{x_{1}=0\right\}
\end{array}\right.
$$

such that

$$
\begin{equation*}
f_{K_{2}}|D v-D \bar{v}|^{2} d z \leq \epsilon \tilde{c} \tag{3.2.21}
\end{equation*}
$$

where we extend $\bar{v}$ from $Q_{2}^{+}$to $Q_{2}$ by zero.
Proof. We prove this lemma by contradiction. If not, there exists $\epsilon_{0}>0$ so that for each sufficiently large $l \in \mathbb{N}$, there exist $\Omega^{l}$ and $v_{l}$ such that

$$
\begin{equation*}
C_{3}^{+} \subset \Omega_{3}^{l} \subset C_{3} \cap\left\{x_{1}>-\frac{8}{l}\right\} \tag{3.2.22}
\end{equation*}
$$

$v_{l} \in C^{0}\left(-3^{2}, 3^{2} ; L^{2}\left(\Omega_{3}^{l}\right)\right) \cap L^{2}\left(-3^{2}, 3^{2} ; H^{1}\left(\Omega_{3}^{l}\right)\right)$ is a weak solution of

$$
\left\{\begin{array}{rcccc}
\left(v_{l}\right)_{t}-\operatorname{div}\left(\overline{\mathbf{A}}_{Q_{4}^{\prime}}\left(x_{1}\right) D v_{l}\right) & = & 0 & \text { in } & K_{3}^{l}=\Omega_{3}^{l} \times\left(-3^{2}, 3^{2}\right)  \tag{3.2.23}\\
v_{l} & = & 0 & \text { on } & \partial_{w} K_{3}^{l}
\end{array}\right.
$$
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and

$$
\begin{equation*}
f_{K_{3}^{l}}\left|D v_{l}\right|^{2} d z \leq \tilde{c} \tag{3.2.24}
\end{equation*}
$$

but

$$
\begin{equation*}
f_{K_{2}^{l}}\left|D v_{l}-D \bar{v}\right|^{2} d z>\epsilon_{0} \tilde{c} \tag{3.2.25}
\end{equation*}
$$

for every weak solutions $\bar{v}$ of (3.2.20). In view of (3.2.22)-(3.2.24), we observe

$$
\int_{Q_{3}^{+}}\left|D v_{l}\right|^{2} d z \leq \int_{K_{3}^{l}}\left|D v_{l}\right|^{2} d z \leq \tilde{c}
$$

Applying Poincaré's inequality to $v_{l}$ for each time slice, we find

$$
\int_{Q_{3}^{+}}\left|v_{l}\right|^{2} d z \leq \int_{K_{3}^{l}}\left|v_{l}\right|^{2} d z \leq c \int_{K_{3}^{l}}\left|D v_{l}\right|^{2} d z \leq c \tilde{c}
$$

From Section 2.3., we know $v_{l} \in W_{*}^{1,2}\left(Q_{3}^{+}\right)$, and by the above inequalities $\left\{v_{l}\right\}$ is uniformly bounded in $W_{*}^{1,2}\left(Q_{3}^{+}\right)$, hence there exists a function $v_{0} \in$ $W_{*}^{1,2}\left(Q_{3}^{+}\right)$such that

$$
\left\{\begin{array}{rlrrl}
v_{l} & \rightarrow & v_{0} & \text { strongly in } & L^{2}\left(Q_{3}^{+}\right)  \tag{3.2.26}\\
D v_{l} & \rightharpoonup & D v_{0} & \text { weakly in } & L^{2}\left(Q_{3}^{+}\right) \\
\left(v_{l}\right)_{t} & \rightharpoonup & \left(v_{0}\right)_{t} & \text { weakly* in } & L^{2}\left(0, T ; H^{-1}\left(B_{3}^{+}\right)\right)
\end{array}\right\} \text {as } l \rightarrow \infty
$$

Note that the strong convergence in $L^{2}\left(Q_{3}^{+}\right)$can be obtained by Aubin-Lions Theorem, see Proposition 1.3 in [56], which is that $W_{*}^{1,2}\left(\Omega_{T}\right)$ is compactly embedded in $L^{2}\left(\Omega_{T}\right)$. Needless to say, this $v_{0}$ is a weak solution of (3.2.20). We next extend $v_{l}$ and $v_{0}$ to $Q_{3}$ by zero to claim that

$$
\begin{equation*}
D v_{l} \longrightarrow D v_{0} \text { as } l \rightarrow \infty \text { strongly in } L^{2}\left(Q_{2}\right) \tag{3.2.27}
\end{equation*}
$$

But then this is contradict to (3.2.25). Thus it remains to show the above claim. To this end, select a standard cut off function $\phi=\phi(x) \in C_{0}^{\infty}\left(C_{\frac{5}{2}}\right)$ satisfying

$$
0 \leq \phi \leq 1, \quad \phi \equiv 1 \text { in } C_{2}, \quad|D \phi| \leq c
$$

and a function $\rho=\rho(t) \in C_{0}^{\infty}\left(\left(-(5 / 2)^{2},(5 / 2)^{2}\right)\right)$ satisfying

$$
0 \leq \rho \leq 1, \phi \equiv 1 \text { in }\left(-2^{2}, 2^{2}\right),\left|\rho^{\prime}\right| \leq \frac{8}{9}
$$
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Observe that for almost everywhere $t \in\left[-3^{2}, 3^{2}\right], \phi(\cdot) \rho(t)\left(v_{l}(\cdot, t)-v_{0}(\cdot, t)\right) \in$ $H_{0}^{1}\left(\Omega_{3}^{l}\right)$, and so we use this one as a test function in the weak formulations like (3.2.8) of the equations (3.2.23), to discover that

$$
\begin{aligned}
\int_{\Omega_{3}^{l}} \overline{\mathbf{A}}\left(x_{n}\right) D v_{l}(x, t) D\left(\phi ( x ) \rho ( t ) \left(v_{l}( \right.\right. & \left.\left.x, t)-v_{0}(x, t)\right)\right) d x \\
= & \left\langle\left(v_{l}\right)_{t}(\cdot, t), \phi(\cdot) \rho(t)\left(v_{l}(\cdot, t)-v_{0}(\cdot, t)\right)\right\rangle
\end{aligned}
$$

for almost every $t \in\left(-3^{2}, 3^{2}\right)$ and for all sufficiently large $l$. Integrating the above equality for $t$, we obtain

$$
\begin{aligned}
I_{1}: & \int_{Q_{3}} \overline{\mathbf{A}}_{Q_{4}^{\prime}}\left(x_{1}\right) D\left(v_{l}-v_{0}\right) \cdot D\left(v_{l}-v_{0}\right) \phi \rho d z \\
= & \int_{K_{3}^{l}} \overline{\mathbf{A}}_{Q_{4}^{\prime}}\left(x_{1}\right) D v_{l} D\left(\phi \rho\left(v_{l}-v_{0}\right)\right) d z-\int_{K_{3}^{l}} \overline{\mathbf{A}}_{Q_{4}^{\prime}}\left(x_{1}\right) D v_{0} D\left(\phi \rho\left(v_{l}-v_{0}\right)\right) d z \\
& -\int_{K_{3}^{l}} \overline{\mathbf{A}}_{Q_{4}^{\prime}}\left(x_{1}\right) D\left(v_{l}-v_{0}\right) D \phi\left(v_{l}-v_{0}\right) \rho d z \\
= & \int_{-3^{2}}^{3^{2}}\left\langle\left(v_{l}\right)_{t}, \phi \rho\left(v_{l}-v_{0}\right)\right\rangle d t-\int_{K_{3}^{l}} \overline{\mathbf{A}}_{Q_{4}^{\prime}}\left(x_{1}\right) D v_{0} D\left(\phi \rho\left(v_{l}-v_{0}\right)\right) d z \\
& -\int_{K_{3}^{l}} \overline{\mathbf{A}}_{Q_{4}^{\prime}}\left(x_{1}\right) D\left(v_{l}-v_{0}\right) D \phi\left(v_{l}-v_{0}\right) \rho d z \\
= & \int_{-3^{2}}^{3^{2}}\left\langle\left(v_{l}\right)_{t}, \phi \rho v_{l}\right\rangle d t-\int_{-3^{2}}^{3^{2}}\left\langle\left(v_{l}\right)_{t}-\left(v_{0}\right)_{t}, \phi \rho v_{0}\right\rangle d t-\int_{-3^{2}}^{3^{2}}\left\langle\left(v_{0}\right)_{t}, \phi \rho v_{0}\right\rangle d t \\
& -\int_{Q_{3}^{+}} \overline{\mathbf{A}}_{Q_{4}^{\prime}}\left(x_{1}\right) D v_{0} D\left(\phi \rho\left(v_{l}-v_{0}\right)\right) d z \\
& -\int_{K_{3}^{l}} \overline{\mathbf{A}}_{Q_{4}^{\prime}}\left(x_{1}\right) D\left(v_{l}-v_{0}\right) D \phi\left(v_{l}-v_{0}\right) \rho d z \\
= & I_{2}-I_{3}-I_{4}-I_{5}-I_{6} .
\end{aligned}
$$

Here, we note that the underlying domain of $\langle$,$\rangle in I_{2}$, respectively $I_{3}$ and $I_{4}$, is $\Omega_{3}^{l}$, respectively $B_{3}^{+}$. From (3.2.3), we have

$$
I_{1} \geq \nu \int_{Q_{2}}\left|D v_{l}-D v_{0}\right|^{2} d z
$$

From (3.2.26), we see that $I_{3}, I_{5} \rightarrow 0$ as $l \rightarrow \infty$. To estimate $I_{2}$, for $0<h<1$, we consider $v_{l}^{h}$, the Steklov average of $v_{l}$, for a sufficiently small $h>0$. We
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then recall $\rho(t)=0$ in $-3^{2} \leq t \leq-\frac{5^{2}}{2^{2}}$ and $\frac{5^{2}}{2^{2}} \leq t \leq 3^{2}$, and use the definition of a weak solution involving Steklov average, $\left(v_{l}\right)_{t}$, to discover that

$$
\begin{aligned}
I_{2} & =-\int_{-3^{2}}^{3^{2}} \int_{\Omega_{3}^{l}} \overline{\mathbf{A}} D v_{l} D\left(\phi \rho v_{l}\right) d z \\
& =-\lim _{h \rightarrow 0} \int_{-3^{2}}^{3^{2}} \int_{\Omega_{3}^{l}}\left(\overline{\mathbf{A}} D v_{l}\right)^{h} D\left(\phi \rho v_{l}^{h}\right) d z=\lim _{h \rightarrow 0} \int_{-3^{2}}^{3^{2}} \int_{\Omega_{3}^{l}} v_{l}^{h} \partial_{t}\left(\phi \rho v_{l}^{h}\right) d z
\end{aligned}
$$

and that

$$
\int_{-3^{2}}^{3^{2}} \int_{\Omega_{3}^{l}} v_{l}^{h} \partial_{t}\left(\phi \rho v_{l}^{h}\right) d z=\frac{1}{2} \int_{-3^{2}}^{3^{2}} \int_{\Omega_{3}^{l}}\left(v_{l}^{h}\right)^{2} \phi \rho^{\prime} d z
$$

Therefore, by sending $h$ to zero, we have

$$
I_{2}=\frac{1}{2} \int_{-3^{2}}^{3^{2}} \int_{\Omega_{3}^{l}}\left(v_{l}\right)^{2} \phi \rho^{\prime} d z=\frac{1}{2} \int_{K_{3}^{l}}\left(v_{l}\right)^{2} \phi \rho^{\prime} d z
$$

Similarly, we also obtain

$$
I_{4}=\frac{1}{2} \int_{-3^{2}}^{3^{2}} \int_{C_{3}^{+}}\left(v_{0}\right)^{2} \phi \rho^{\prime} d z=\frac{1}{2} \int_{Q_{3}^{+}}\left(v_{0}\right)^{2} \phi \rho^{\prime} d z
$$

Thus

$$
I_{2}-I_{4}=\frac{1}{2}\left\{\int_{Q_{3}^{+}}\left(\left(v_{l}\right)^{2}-\left(v_{0}\right)^{2}\right) \phi \rho^{\prime} d z+\int_{K_{3}^{l} \backslash Q_{3}^{+}}\left(v_{l}\right)^{2} \phi \rho^{\prime} d z\right\}
$$

From the first convergence in (3.2.26), the first integral on right-hand side goes to zero as $l$ goes to infinity. To estimate the second term, we note from higher integrability for (3.2.23) that $\left|D v_{l}\right| \in L^{2(1+\sigma)}\left(K_{\frac{5}{2}}^{2}\right)$, where $\sigma$ is independent of $l$. We then use Poincaré's inequality and (3.2.24) to find that

$$
\int_{K_{\frac{5}{2}}^{l}}\left(v_{l}\right)^{2(1+\sigma)} d z \leq c \tilde{c}
$$
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Thus,

$$
\begin{align*}
\left|\int_{K_{3}^{l} \backslash Q_{3}^{+}}\left(v_{l}\right)^{2} \phi \rho^{\prime} d z\right| & \leq c \int_{K_{\frac{5}{2}}^{l} \backslash Q_{\frac{5}{2}}^{+}}\left(v_{l}\right)^{2} d z \\
& \leq c\left(\int_{K_{\frac{5}{2}}^{l}}\left(v_{l}\right)^{2(1+\sigma)} d z\right)^{\frac{1}{1+\sigma}}\left|K_{\frac{5}{2}}^{l} \backslash Q_{\frac{5}{2}}^{+}\right|^{\frac{\sigma}{1+\sigma}} \\
& \rightarrow 0 \text { as } l \rightarrow \infty \text { by }(3.2 .22) \tag{3.2.28}
\end{align*}
$$

and so $I_{2}-I_{4} \rightarrow 0$ as $l \rightarrow 0$.
We now estimate $I_{6}$.

$$
\begin{aligned}
\left|I_{6}\right| & \leq\left|\int_{Q_{3}^{+}} \overline{\mathbf{A}}_{Q_{4}^{\prime}}\left(x_{1}\right) D\left(v_{l}-v_{0}\right) D \phi\left(v_{l}-v_{0}\right) \rho d z\right|+c \int_{K_{\frac{5}{2}}^{l} \backslash Q_{\frac{5}{2}}^{+}}\left|D v_{l}\right|\left|v_{l}\right| d z \\
& =: I_{6 a}+I_{6 b} .
\end{aligned}
$$

In view of (3.2.26), $I_{6 a}$ goes to zero as $l$ goes to infinity. We use Hölder's inequality, higher integrability, Poincaré's inequality and (3.2.24), to discover

$$
\begin{aligned}
I_{6 b} & \leq\left(\int_{K_{\frac{5}{2}}^{l} \backslash Q_{\frac{5}{2}}^{+}}\left|D v_{l}\right|^{2(1+\sigma)} d z\right)^{\frac{1}{2(1+\sigma)}}\left(\int_{K_{\frac{5}{2}}^{l} \backslash Q_{\frac{5}{2}}^{+}}\left|v_{l}\right|^{2} d z\right)^{\frac{1}{2}}\left|K_{\frac{5}{2}}^{l} \backslash Q_{\frac{5}{2}}^{+}\right|^{\frac{\sigma}{1+\sigma}} \\
& \leq c\left|K_{\frac{5}{2}}^{l} \backslash Q_{\frac{5}{2}}^{+}\right|^{\frac{\sigma}{1+\sigma}} \rightarrow 0 \text { as } l \rightarrow \infty .
\end{aligned}
$$

Consequently, we conclude that

$$
\lim _{l \rightarrow \infty} \int_{Q_{2}}\left|D v_{l}-D v_{0}\right|^{2} d z=0
$$

which is (3.2.27).
From Lemma 3.2.7 and 3.2.8, we also have

$$
\begin{equation*}
f_{Q_{2}^{+}}|D \bar{v}|^{2} d z \leq 4\left(f_{K_{2}}|D \bar{v}-D v|^{2} d z+f_{K_{2}}|D v|^{2} d z\right) \leq c \tag{3.2.29}
\end{equation*}
$$

The next lemma give Lipschitz regularity of weak solutions for limiting equations. For its proof, we refer to [11].
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## Lemma 3.2.9.

1. Interior case: If $v$ is a weak solution of

$$
v_{t}-\operatorname{div}\left(\overline{\mathbf{A}}_{Q_{4}^{\prime}}\left(x_{1}\right) D v\right)=0 \text { in } Q_{2},
$$

then there holds $D v \in L^{\infty}\left(Q_{1}\right)$ and we have the estimate

$$
\|D v\|_{L^{\infty}}\left(Q_{1}\right) \leq c \int_{Q_{2}}|D v|^{2} d z
$$

2. Boundary case: If $\bar{v}$ is a weak solution of

$$
\left\{\begin{array}{rlccc}
\bar{v}_{t}-\operatorname{div}\left(\overline{\mathbf{A}}_{Q_{4}^{\prime}}\left(x_{1}\right) D \bar{v}\right) & = & 0 & \text { in } & Q_{2}^{+} \\
\bar{v} & = & 0 & \text { on } & Q_{2} \cap\left\{x_{1}=0\right\},
\end{array}\right.
$$

then there holds and we have $D \bar{v} \in L^{\infty}\left(Q_{1}^{+}\right)$the estimate

$$
\|D \bar{v}\|_{L^{\infty}}\left(Q_{1}^{+}\right) \leq c f_{Q_{2}^{+}}|D \bar{v}|^{2} d z
$$

We end this section with the following comparison estimates.
Lemma 3.2.10. Under the assumptions and conclusions of Lemma 3.2.7, 3.2.8 and 3.2.9, we find

1. Interior case:

$$
\|D v\|_{L^{\infty}}\left(Q_{1}\right) \leq c \text { and } f_{Q_{1}}|D u-D v|^{2} d z \leq \epsilon
$$

2. Boundary case:

$$
\|D \bar{v}\|_{L^{\infty}}\left(K_{1}\right) \leq c \text { and } f_{K_{1}}|D u-D \bar{v}|^{2} d z \leq \epsilon
$$
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## Approximation.

In this subsection we will show that Theorem 3.2.4 is proved if we once obtain theorem 3.2.4 for any weak solutions of (3.2.1) with $D u \in L^{p(\cdot)}\left(\Omega_{T} ; \mathbb{R}^{n}\right)$. This can be done by an approximation procedure.

To do this, we first assume that we already have estimate (3.2.14) for any weak solution of (3.2.1) with $D u \in L^{p(\cdot)}\left(\Omega_{T} ; \mathbb{R}^{n}\right)$ under a sufficiently small $\delta_{1}>0$. Note that, from the previous result in [11], we know that there exists $\delta_{2}=\delta_{2}\left(n, \nu, \Lambda, \gamma_{2}\right)$ satisfying Theorem 3.2.4 for the particular case $p(\cdot)=\gamma_{2}$.

We next fix $\delta=\min \left\{\delta_{1}, \delta_{2}\right\}$, suppose $F \in L^{p(\cdot)}\left(\Omega_{T} ; \mathbb{R}^{n}\right),(\mathbf{A}, \Omega \times \mathbb{R})$ is $\left(\delta, R_{0}\right)$-vanishing codimension 1 and $u \in W_{*}^{1,2}\left(\Omega_{T}\right)$ is the weak solution of (3.2.1). Choose $F_{k} \in C^{\infty}\left(\Omega_{T} ; \mathbb{R}^{n}\right), k=1,2, \ldots$, such that

$$
F_{k} \longrightarrow F \text { as } k \rightarrow \infty \text { in } L^{p(\cdot)}\left(\Omega_{T} ; \mathbb{R}^{n}\right)
$$

Let $u_{k} \in C^{0}\left(0, T ; L^{2}(\Omega)\right) \cap L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)$ be the weak solution of

$$
\left\{\begin{array}{rlrc}
\left(u_{k}\right)_{t}-\operatorname{div}\left(\mathbf{A}(z) D u_{k}\right) & =\operatorname{div} F_{k} & & \text { in } \\
u_{k} & =0 & & \Omega_{T} \\
\text { on } & \partial_{p} \Omega_{T} .
\end{array}\right.
$$

Since $F_{k} \in C^{\infty}\left(\Omega_{T} ; \mathbb{R}^{n}\right) \subset L^{\gamma_{2}}\left(\Omega_{T} ; \mathbb{R}^{n}\right) \subset L^{p(\cdot)}\left(\Omega_{T} ; \mathbb{R}^{n}\right)$, it follows from [11] that $D u_{k} \in L^{\gamma_{2}}\left(\Omega_{T} ; \mathbb{R}^{n}\right) \subset L^{p(\cdot)}\left(\Omega_{T} ; \mathbb{R}^{n}\right)$. Therefore, by the a priori assumption, we know that

$$
\left\|D u_{k}\right\|_{L^{p(\cdot)}\left(\Omega_{T} ; \mathbb{R}^{n}\right)} \leq c\left\|F_{k}\right\|_{L^{p(\cdot)}\left(\Omega_{T} ; \mathbb{R}^{n}\right)},
$$

and so

$$
\left\|D u_{k}\right\|_{L^{p(\cdot)}\left(\Omega_{T} ; \mathbb{R}^{n}\right)} \leq c\left\|F_{k}\right\|_{L^{p(\cdot)}\left(\Omega_{T} ; \mathbb{R}^{n}\right)} \leq c\left(\|F\|_{L^{p(\cdot)}\left(\Omega_{T} ; \mathbb{R}^{n}\right)}+1\right)
$$

where $c$ is independent of $k$. In view of Remark 3.2.5, $\left\{u_{k}\right\}$ is uniformly bounded in $W_{*}^{1, p(\cdot)}\left(\Omega_{T}\right)$ therefore there exists $u_{0} \in W_{*}^{1, p(\cdot)}\left(\Omega_{T}\right)$ such that

$$
u \rightharpoonup u_{0} \text { weakly in } W_{*}^{1, p(\cdot)}\left(\Omega_{T}\right) \subset W_{*}^{1,2}\left(\Omega_{T}\right)
$$

as $k \rightarrow \infty$ up to a subsequence. In particular, $D u_{k}$ is weakly convergent to $D u_{0}$ in $L^{p(\cdot)}\left(\Omega_{T} ; \mathbb{R}^{n}\right)$. The weak convergence of $u_{k}$ in $W_{*}^{1,2}\left(\Omega_{T}\right)$ and the strong convergence of $F_{k}$ in $L^{2}\left(\Omega_{T}\right)$ imply that $u_{0}$ is the weak solution of
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(3.2.1), and so we conclude $u_{0}=u$ from the uniqueness of the weak solution to (3.2.1). On the other hand, it follows from the weak convergence of $D u_{k}$ in $L^{p(\cdot)}\left(\Omega_{T} ; \mathbb{R}^{n}\right)$ that

$$
\|D u\|_{L^{p(\cdot)}\left(\Omega_{T}\right)} \leq \liminf _{k \rightarrow \infty}\left\|D u_{k}\right\|_{L^{p(\cdot)}\left(\Omega_{T}\right)} \leq\|F\|_{L^{p(\cdot)}\left(\Omega_{T}\right)}
$$

## The a priori estimates.

We shall derive estimate (3.2.13) for the weak solution $u$ of (3.2.1) under the a priori assumption

$$
\begin{equation*}
\int_{\Omega_{T}}|D u|^{p(z)} d z<\infty . \tag{3.2.30}
\end{equation*}
$$

In particular, we treat only the case that

$$
\begin{equation*}
\|F\|_{L^{p(\cdot)}\left(\Omega_{T} ; \mathbb{R}^{n}\right)} \leq 1\left(\Longleftrightarrow \int_{\Omega_{T}} F^{p(z)} d z \leq 1\right) \tag{3.2.31}
\end{equation*}
$$

where the above equivalence relation comes from the Norm-modular unit ball property, see [25]. We then derive that

$$
\begin{equation*}
\int_{\Omega_{T}}|D u|^{p(z)} d z \leq c \tag{3.2.32}
\end{equation*}
$$

for some $c=c\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}, \omega(\cdot), \Omega, T, R_{0}\right)>1$ under a sufficiently small $\delta=\delta\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}, \omega(\cdot)\right)>0$. The general case for the estimate (3.2.13) directly comes from the normalization property of the problem (3.2.1). Then, we observe from (3.2.31) and (3.2.5) that

$$
\begin{equation*}
\int_{\Omega_{T}}|F|^{2} d z \leq 1+\left|\Omega_{T}\right| \text { and so } \int_{\Omega_{T}}|D u|^{2} d z \leq c_{0}\left(1+\left|\Omega_{T}\right|\right) \tag{3.2.33}
\end{equation*}
$$

We will obtain local estimates up to the lateral boundary. To do this, take $R>0$ such that

$$
\begin{equation*}
R=\min \left\{\frac{1}{4}, \frac{R_{0}}{4}, \frac{1}{1+\left|\Omega_{T}\right|}\right\} . \tag{3.2.34}
\end{equation*}
$$

Choose a point $\zeta^{0}=\left(y^{0}, s^{0}\right) \in \bar{\Omega} \times(0, T)$ satisfying $\left(s^{0},-(2 R)^{2}, s^{0}+(2 R)^{2}\right) \subset$ $(0, T)$ and consider the region $K_{2 R}\left(\zeta^{0}\right) \subset \Omega_{T}$.
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For the sake of simplicity, we omit the center point to write $K_{r}\left(\zeta^{0}\right)=K_{r}$. We consider

$$
p^{+}:=\sup _{z \in K_{2 R}} p(z), p^{-}:=\inf _{z \in K_{2 R}} p(z)
$$

and

$$
\begin{equation*}
\lambda_{0}:=f_{K_{2 R}}\left[|D u|^{\frac{p(z)}{p^{-}}}+\frac{1}{\delta}\left(|F|^{2 \frac{p(z)}{p^{-}}}+1\right)\right] d z \tag{3.2.35}
\end{equation*}
$$

which is well-defined from (3.2.30), where $\delta \in\left(0, \frac{1}{8}\right)$ is to be determined later in a universal way.

We next fix $s_{1}$ and $s_{2}$ with $1 \leq s_{1}<s_{2} \leq 2$ and consider $\lambda>1$ satisfying

$$
\begin{equation*}
\lambda>\left(\frac{2180}{s_{2}-s_{1}}\right)^{n+2}\left(\frac{16 \sqrt{2}}{7}\right)^{n} \lambda_{0}=: B \lambda_{0}, \quad B:=\left(\frac{2180}{s_{2}-s_{1}}\right)^{n+2}\left(\frac{16 \sqrt{2}}{7}\right)^{n} \tag{3.2.36}
\end{equation*}
$$

and the supper-level set

$$
E(\lambda):=\left\{z \in K_{s_{1} R}:|D u|^{2 \frac{p(z)}{p^{-}}}>\lambda\right\} .
$$

The following covering lemma is a primary technical tool in our approach.
Lemma 3.2.11. For each $\lambda>B \lambda_{0}$, there exist countable disjoint parabolic cylinders $\left\{Q_{r_{i}}\left(\zeta^{i}\right)\right\}_{i=1}^{\infty}$ with $\zeta^{i}=\left(y^{i}, s^{i}\right) \in E(\lambda)$ and $0<r_{i}<\frac{s_{2}-s_{1}}{1090} R$ such that

$$
E(\lambda) \subset \bigcup_{i=0}^{\infty} K_{5 r_{i}}\left(\zeta^{i}\right)
$$

(except a measure zero set),

$$
\begin{equation*}
f_{K_{r_{i}}\left(\zeta^{i}\right)}\left(|D u|^{\frac{2(z)}{p^{-}}}+\frac{1}{\delta}|F|^{2 \frac{p(z)}{p^{-}}}\right) d z=\lambda \tag{3.2.37}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{K_{r}\left(\zeta^{i}\right)}\left(|D u|^{2 \frac{p(z)}{p^{-}}}+\frac{1}{\delta}|F|^{2 \frac{p(z)}{p^{-}}}\right) d z<\lambda \text { for every } r \in\left(r_{i},\left(s_{2}-s_{1}\right) R\right] \tag{3.2.38}
\end{equation*}
$$
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Proof. We first observe that for almost every $\zeta \in E(\lambda)$

$$
\lim _{r \rightarrow 0+} f_{K_{r}(\zeta)}\left(|D u|^{2 \frac{p(z)}{p^{-}}}+\frac{1}{\delta}|F|^{2 \frac{p(z)}{p^{-}}}\right) d z \geq|D u(\zeta)|^{2 \frac{p(\zeta)}{p^{-}}}>\lambda
$$

Indeed, if $r$ is sufficiently small, then one can apply Lebesgue differentiation theorem. On the other hand, for every $\zeta \in E(\lambda)$ and $r \in\left[\frac{s_{2}-s_{1}}{1090} R,\left(s_{2}-s_{1}\right) R\right]$, we see that $K_{r}(\zeta) \subset K_{2 R}$. Then it follows from (3.2.9) and (3.2.36) that

$$
\begin{aligned}
f_{K_{r}(\zeta)}\left(|D u|^{\frac{p(z)}{p^{-}}}+\frac{1}{\delta}|F|^{2 \frac{p(z)}{p^{-}}}\right) d z & \leq \frac{\left|Q_{2 R}\right|}{\left|K_{r}(\zeta)\right|} f_{K_{2 R}}\left(|D u|^{\frac{2 p(z)}{p^{-}}}+\frac{1}{\delta}|F|^{2 \frac{p(z)}{p^{-}}}\right) d z \\
& \leq\left(\frac{2180}{s_{2}-s_{1}}\right)^{n+2} \frac{\left|Q_{r}(\zeta)\right|}{\left|K_{r}(\zeta)\right|} \lambda_{0} \\
& \leq\left(\frac{2180}{s_{2}-s_{1}}\right)^{n+2}\left(\frac{16 \sqrt{2}}{7}\right)^{n} \lambda_{0}<\lambda
\end{aligned}
$$

Consequently, we conclude that for almost every $\zeta \in E(\lambda)$, there exists $r_{\zeta}=$ $r(\zeta) \in\left(0, \frac{s_{2}-s_{1}}{1090} R\right)$ such that

$$
f_{K_{r_{\zeta}}(\zeta)}\left(|D u|^{\frac{p(z)}{p_{-}}}+\frac{1}{\delta}|F|^{\frac{2 p(z)}{p_{-}}}\right) d z=\lambda
$$

and

$$
f_{K_{r}(\zeta)}\left(|D u|^{2 \frac{p(z)}{p_{-}}}+\frac{1}{\delta}|F|^{2 \frac{p(z)}{p_{-}}}\right) d z,<\lambda \text { for every } r \in\left(r_{\zeta},\left(s_{2}-s_{1}\right) R\right]
$$

Applying the Vitali covering lemma to $\left\{Q_{r_{\zeta}}(\zeta)\right\}$, we finish the proof.
Remark 3.2.12. Owing to (3.2.37), we have

$$
f_{K_{r_{i}}\left(\zeta^{i}\right)}|D u|^{2 \frac{p(z)}{p^{-}}} d z \geq \frac{\lambda}{2} \quad \text { or } \frac{1}{\delta} f_{K_{r_{i}}\left(\zeta^{i}\right)}|F|^{2 \frac{p(z)}{p^{-}}} d z \geq \frac{\lambda}{2},
$$

and therefore

$$
\left.\begin{array}{rl}
\left|K_{r_{i}}\left(\zeta^{i}\right)\right| \leq \frac{4}{\lambda}\left(\int\left\{z \in K_{r_{i}}\left(\zeta^{i}\right):|D u|^{2 \frac{p(z)}{p_{-}}}>\frac{\lambda}{4}\right\}^{|D u|^{2 \frac{p(z)}{p-}} d z}\right. \\
& +\frac{1}{\delta} \int\left\{z \in K_{r_{i}}\left(\zeta^{i}\right):|F|^{\frac{2 p(z)}{p-}}>\frac{\lambda \delta}{4}\right\}
\end{array}|F|^{2 \frac{p(z)}{p_{-}}} d((3)) .2 .39\right)
$$
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In what follows, we continue to consider two cases, (1) Interior case $\mathrm{B}_{40 \mathrm{r}_{\mathrm{i}}}\left(\mathrm{y}^{\mathbf{i}}\right) \subset \Omega$ and (2) Boundary case $\mathrm{B}_{40 \mathrm{r}_{\mathrm{i}}}\left(\mathrm{y}^{\mathbf{i}}\right) \not \subset \Omega$.
(1) Interior case $\mathrm{B}_{40 \mathrm{r}_{\mathrm{i}}}\left(\mathrm{y}^{\mathrm{i}}\right) \subset \Omega$

We recall $(A, \Omega)$ is $\left(\delta, R_{0}\right)$-vanishing codimension 1 and $40 r_{i} \leq \frac{40\left(s_{2}-s_{1}\right)}{1090} R \leq$ $R_{0}$ to discover from Definition 3.2.2 (1) that there exists a new coordinate system, $\bar{z}=(\bar{x}, \bar{t})$, with the origin at $\zeta^{i}=\left(y^{i}, s^{i}\right)$, such that

$$
\begin{equation*}
f_{Q_{20 \sqrt{2} r_{i}}}\left|\mathbf{A}(\bar{z})-\overline{\mathbf{A}}_{Q_{20 \sqrt{2} r_{i}}^{\prime}}\left(\bar{x}_{1}\right)\right| d \bar{z} \leq \delta . \tag{3.2.40}
\end{equation*}
$$

In this coordinate system, we write

$$
Q_{i}^{1}:=Q_{5 \sqrt{2} r_{i}}, Q_{i}^{2}:=Q_{20 \sqrt{2} r_{i}}, p_{i}^{+}:=\sup _{\bar{z} \in Q_{i}^{2}} p(\bar{z}) \text { and } p_{i}^{-}:=\inf _{\bar{z} \in Q_{i}^{2}} p(\bar{z})
$$

and consider a localized equation of (3.2.1) in $Q_{i}^{2}$ like

$$
\begin{equation*}
u_{\bar{t}}(\bar{z})-\operatorname{div}_{\bar{x}}\left(\mathbf{A}(\bar{z}) D_{\bar{x}} u(\bar{z})\right)=\operatorname{div}_{\bar{x}} F(\bar{z}) \text { in } Q_{i}^{2}, \tag{3.2.41}
\end{equation*}
$$

Here, for simplicity, we abbreviate $\mathbf{A}(\Phi(\bar{z})), u(\Phi(\bar{z})), p(\Phi(\bar{z}))$ and $F(\Phi(\bar{z})) D \Phi(\bar{z})$ to $\mathbf{A}(\bar{z}), u(\bar{z}), p(\bar{z})$ and $F(\bar{z})$, respectively, where $\Phi$ is a mapping obtained by a proper translation and rotation from $\bar{z}$-coordinates to $z$-coordinates. We then point out that $\mathbf{A}(\bar{z})$ satisfies the addressed assumptions with replaced $z$ by $\bar{z}$. We also point out from (3.2.11) that

$$
p_{i}^{+}-p_{i}^{-} \leq \sup _{z \in Q_{40 r_{i}}\left(\zeta^{i}\right)} p(z)-\inf _{z \in Q_{40 r_{i}}\left(\zeta^{i}\right)} p(z) \leq \omega\left(2 \cdot 40 r_{i}\right) \text { and } 80 r_{i} \leq 2 R .
$$

Now according to (3.2.38) and the change of variable from $\bar{z}=(\bar{x}, \bar{t})$ to $z=(x, t)$, we find

$$
\begin{align*}
f_{Q_{i}^{2}}|D u(\bar{z})|^{2 \frac{p(\bar{z})}{p^{-}}} d \bar{z} & \left.=\frac{1}{\left|Q_{20 \sqrt{2} r_{i}}\right|} \int_{-\left(20 \sqrt{2} r_{i}\right)^{2}}^{\left(20 \sqrt{2} r_{i}\right)^{2}} \int_{C_{20 \sqrt{2} r_{i}}} \right\rvert\, D u(\bar{x}, \bar{t})^{\frac{p(\bar{x}, \bar{t}}{p^{-}}} d \bar{x} d \bar{t} \\
& \leq \frac{1}{\left|Q_{20 \sqrt{2} r_{i}}\right|} \int_{s^{i}-\left(40 r_{i}\right)^{2}}^{s^{i}+\left(40 r_{i}\right)^{2}} \int_{B_{40 r_{i}\left(y^{i}\right)}}|D u(x, t)|^{\frac{p(x, t)}{p^{-}}} d x d t \\
& \leq \frac{\left.\left|Q_{40 r_{i}\left(\zeta^{i}\right) \mid}^{\left|Q_{20 \sqrt{2} r_{i}}\right|} \int_{K_{40 r_{i}\left(\zeta^{i}\right)}}\right| D u\right|^{\frac{p(z)}{p^{-}}} d z \leq \sqrt{2}^{n+2} \lambda}{} \quad 13.2 .42 \tag{3.2.42}
\end{align*}
$$
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and, likewise, we have

$$
\begin{equation*}
f_{Q_{i}^{2}}|F|^{\frac{p(\bar{z})}{p_{-}}} d \bar{z}<\sqrt{2}^{n+2} \delta \lambda \tag{3.2.43}
\end{equation*}
$$

Then next claim that

$$
\begin{equation*}
f_{Q_{i}^{2}}|D u|^{2} d \bar{z} \leq c_{1} \lambda^{\frac{p^{-}}{p_{i}^{+}}} \text {and } f_{Q_{i}^{2}}|F|^{2} d \bar{z} \leq c_{1} \delta^{\frac{\gamma_{1}}{\gamma_{2}}} \lambda^{\frac{p^{-}}{p_{i}^{+}}} \tag{3.2.44}
\end{equation*}
$$

for some positive constant $c_{1}>1$ depending only $n, \nu, \Lambda, \gamma_{1}, \gamma_{2}$ and $\omega(\cdot)$. Indeed, we note that

$$
\begin{aligned}
& \left(f_{Q_{i}^{2}}|D u|^{2} d \bar{z}\right)^{p_{i}^{+}-p_{i}^{-}} \leq\left(\frac{1}{\left|Q_{i}^{2}\right|} \int_{\Omega_{T}}|D u|^{2} d z\right)^{p_{i}^{+}-p_{i}^{-}} \\
& \stackrel{(3.2 .33)}{\leq} c\left(\frac{1+\left|\Omega_{T}\right|}{\left(20 \sqrt{2} r_{i}\right)^{n+2}}\right)^{\omega\left(80 r_{i}\right)} \stackrel{(3.2 .34)}{\leq} c\left(\frac{1}{R} \frac{1}{\left(20 \sqrt{2} r_{i}\right)^{n+2}}\right)^{\omega\left(80 r_{i}\right)} \\
& \quad \leq c\left(\frac{1}{80 r_{i}}\right)^{(n+3) \omega\left(80 r_{i}\right)} \stackrel{(3.2 .12)}{\leq} c e^{(n+3) \alpha_{p}} \leq c .
\end{aligned}
$$

Here, we emphasize that constant $c$ is independent of the index $i$. By the same reason, we have

$$
\left(f_{Q_{i}^{2}}|F|^{2} d \bar{z}\right)^{p_{i}^{+}-p_{i}^{-}} \leq c\left(\frac{1+\left|\Omega_{T}\right|}{\left(20 \sqrt{2} r_{i}\right)^{n+2}}\right)^{\omega\left(80 r_{i}\right)} \leq c .
$$

In light of Jensen inequality and (3.2.42), we thus deduce

$$
\begin{aligned}
f_{Q_{i}^{2}}|D u|^{2} d \bar{z} & =\left(f_{Q_{i}^{2}}|D u|^{2} d \bar{z}\right)^{\frac{p_{i}^{+}-p_{i}^{-}}{p_{i}^{+}}}\left(f_{Q_{i}^{2}}|D u|^{2} d \bar{z}\right)^{\frac{p_{i}^{-}}{p_{i}^{+}}} \\
& \leq c\left(f_{Q_{i}^{2}}|D u|^{2 \frac{p_{i}^{-}}{p^{-}}} d \bar{z}\right)^{\frac{p^{-}}{p_{i}^{+}}} \leq c\left(f_{Q_{i}^{2}}|D u|^{2 \frac{p \bar{z})}{p_{-}}} d \bar{z}+1\right)^{\frac{p_{-}}{p_{2}}} \\
& \leq c \lambda^{\frac{p_{i}^{-}}{p_{i}^{+}}}
\end{aligned}
$$
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Similarly, we find that

$$
f_{Q_{i}^{2}}|F|^{2} d \bar{z} \leq\left(f_{Q_{i}^{2}}|F|^{2 \frac{p(\bar{z})}{p^{-}}} d \bar{z}+1\right)^{\frac{p^{-}}{p_{i}^{+}}} \leq c(\delta \lambda)^{\frac{p^{-}}{p_{i}^{+}}} \leq c \delta^{\frac{\gamma_{1}}{\gamma_{2}}} \lambda^{\frac{p^{-}}{p_{i}^{+}}}
$$

where, we used the face $\delta \lambda>\delta \lambda_{0}>1$ from (3.2.35). This establishes (3.2.44).
Lemma 3.2.13. For any $\epsilon>0$, one can find a small $\delta=\delta\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}, \omega(\cdot), \epsilon\right)>$ 0 and a function $v_{i}$ with $D v_{i} \in L^{\infty}\left(Q_{i}^{1}\right)$ such that

$$
\begin{equation*}
f_{Q_{i}^{1}}\left|D u-D v_{i}\right|^{2} d \bar{z} \leq \epsilon \lambda^{\frac{p^{-}}{p_{i}^{+}}} \tag{3.2.45}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|D v_{i}\right\|_{L^{\infty}\left(Q_{i}^{1}\right)}^{2} \leq c_{2} \lambda^{\frac{p^{-}}{p_{i}^{+}}} \tag{3.2.46}
\end{equation*}
$$

for some $c_{2}>1$ depending only on $n, \nu, \Lambda, \gamma_{1}, \gamma_{2}$ and $\omega(\cdot)$.
Proof. Let $\bar{x}:=5 \sqrt{2} r_{i} \tilde{x}, \bar{t}:=\left(5 \sqrt{2} r_{i}\right)^{2} \tilde{t}$ and $\tilde{z}:=(\tilde{x}, \tilde{t})$. Define

$$
\mathbf{A}_{i, \lambda}(\tilde{x}, \tilde{t})=\mathbf{A}\left(5 \sqrt{2} r_{i} \tilde{x},\left(5 \sqrt{2} r_{i}\right)^{2} \tilde{t}\right) \text { and } F_{i, \lambda}(\tilde{x}, \tilde{t})=\frac{F\left(5 \sqrt{2} r_{i} \tilde{x},\left(5 \sqrt{2} r_{i}\right)^{2} \tilde{t}\right)}{\sqrt{c_{1} \lambda^{\frac{p^{-}}{p_{i}^{+}}}}}
$$

Then from (3.2.41) we see that

$$
u_{i, \lambda}(\tilde{x}, \tilde{t})=\frac{u\left(5 \sqrt{2} r_{i} \tilde{x},\left(5 \sqrt{2} r_{i}\right)^{2} \tilde{t}\right)}{5 \sqrt{2} r_{i} \sqrt{c_{1} \lambda^{\frac{p_{i}^{-}}{p_{i}^{+}}}}} \in C^{0}\left(-4^{2}, 4^{2} ; L^{2}\left(C_{4}\right)\right) \cap L^{2}\left(-4^{2}, 4^{2} ; H^{1}\left(C_{4}\right)\right)
$$

is a weak solution of

$$
\left(u_{i, \lambda}\right)_{\tilde{t}}-\operatorname{div}_{\tilde{x}}\left(\mathbf{A}_{i, \lambda}(\tilde{z}) D u_{i, \lambda}\right)=\operatorname{div}_{\tilde{x}} F_{i, \lambda} \text { in } Q_{4} .
$$

We also check from (3.2.40) and (3.2.44) that

$$
f_{Q_{4}}\left|\mathbf{A}_{i, \lambda}(\tilde{z})-\overline{\mathbf{A}_{i, \lambda}}\left(\tilde{x}_{1}\right)\right| d \tilde{z} \leq \delta, f_{Q_{4}}\left|D u_{i, \lambda}\right|^{2} d \tilde{z} \leq 1 \text { and } f_{Q_{4}}\left|F_{i, \lambda}\right|^{2} d \tilde{z} \leq \delta^{\frac{\gamma_{1}}{\gamma_{2}}}
$$
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We thus find by applying Lemma 3.2.10 (1) that there exists a small $\delta=$ $\delta\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}, \epsilon\right)$ and a function $v_{i, \lambda} \in C^{0}\left(-2^{2}, 2^{2} ; L^{2}\left(C_{2}\right)\right) \cap L^{2}\left(-2^{2}, 2^{2} ; H^{1}\left(C_{2}\right)\right)$ such that

$$
f_{Q_{2}}\left|D u_{i, \lambda}-D v_{i, \lambda}\right|^{2} d \tilde{z} \leq \epsilon \text { and }\left\|D v_{i, \lambda}\right\|_{L^{\infty}\left(Q_{1}\right)}^{2} \leq c .
$$

Consequently, we get the conclusions after scaling reversely like

$$
v_{i}(\bar{x}, \bar{t})=5 \sqrt{2} r_{i} \sqrt{c_{1} \lambda^{\frac{p^{-}}{p_{i}^{+}}}} v_{i, \lambda}\left(\frac{\bar{x}}{5 \sqrt{2} r_{i}}, \frac{\bar{t}}{\left(5 \sqrt{2} r_{i}\right)^{2}}\right)
$$

This completes the proof.

## (2) boundary case $\mathrm{B}_{40 \mathrm{r}_{\mathrm{i}}}\left(\mathrm{y}^{\mathrm{i}}\right) \not \subset \Omega$

In this case, we recall Definition 3.2.2 (2) to find that there exists a new coordinate system, $\bar{z}=(\bar{x}, \bar{t})$, with the origin at somewhere on $\partial B_{480 \delta \sqrt{2} r_{i}}\left(y^{i, 1}\right) \times$ $\left\{s^{i}\right\}$, where $y^{i, 1}$ is a point on $\partial \Omega \cap B_{40 r_{i}}\left(y^{i}\right)$ satisfying $\left|y^{i, 1}-y^{i}\right|=\operatorname{dist}\left(y^{i}, \partial \Omega\right)$, so that

$$
\begin{equation*}
C_{480 \sqrt{2} r_{i}}^{+} \subset C_{480 \sqrt{2} r_{i}} \cap \Omega \subset C_{480 \sqrt{2} r_{i}} \cap\left\{\bar{x}_{1}>-960 \sqrt{2} \delta r_{i}\right\} \tag{3.2.47}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{Q_{480 \sqrt{2} r_{i}}^{+}}\left|\mathbf{A}(\bar{z})-\overline{\mathbf{A}}_{Q_{480 \sqrt{2} r_{i}}^{\prime}}\left(\bar{x}_{1}\right)\right| d \bar{z} \leq \delta . \tag{3.2.48}
\end{equation*}
$$

Like the interior case, we write

$$
K_{i}^{1}:=K_{120 \sqrt{2} r_{i}}, K_{i}^{2}=K_{480 \sqrt{2} r_{i}}, p_{i}^{+}=\sup _{z \in K_{i}^{2}} p(\bar{z}) \text { and } p_{i}^{-}=\inf _{z \in K_{i}^{2}} p(\bar{z})
$$

and consider a localized problem of (3.2.1) near the lateral boundary

$$
\left\{\begin{array}{rlrc}
u_{\bar{t}}-\operatorname{div}_{\bar{x}}\left(\mathbf{A}(\bar{z}) D_{\bar{x}} u(\bar{z})\right) & =\operatorname{div}_{\bar{x}} F(\bar{z}) & & \text { in } \quad K_{i}^{2} \\
u & =0 & & \text { on } \quad \partial_{w} K_{i}^{2} .
\end{array}\right.
$$

Let $\bar{y}^{i}$ be the changed point of $y^{i}$ by the coordinate transformation and $\bar{\zeta}^{i}=\left(\bar{y}^{i}, 0\right)$. Then $\left|\bar{y}^{i}\right| \leq 40 r_{i}+480 \sqrt{2} \delta r_{i} \leq(40+60 \sqrt{2}) r_{i}$, and so
$B_{40 r_{i}}\left(\bar{y}^{i}\right) \subset B_{120 \sqrt{2} r_{i}}(0) \subset C_{120 \sqrt{2} r_{i}}(0)$ and $C_{480 \sqrt{2} r_{i}}(0) \subset B_{960 r_{i}}(0) \subset B_{1090 r_{i}}\left(\bar{y}^{i}\right)$.
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Consequently, $p_{i}^{+}-p_{i}^{-} \leq \omega\left(2 \cdot 1090 r_{i}\right)$ with $1090 r_{i} \leq R$. By (3.2.38), (3.2.47) and the change of variables, we discover

$$
\begin{aligned}
f_{K_{i}^{2}}|D u|^{2 \frac{p(\bar{z})}{p^{-}}} d \bar{z} & \leq \frac{1}{\left|K_{480 \sqrt{2} r_{i}}\right|} \int_{-\left(480 \sqrt{2} r_{i}\right)^{2}}^{\left(480 \sqrt{2} r_{i}\right)^{2}} \int_{B_{1090 r_{i}\left(y^{i}\right) \cap \Omega}}|D u|^{\frac{p \frac{(\bar{x}, t)}{p^{-}}}{} d \bar{x} d \bar{t}} \\
& \leq \frac{1}{\left|Q_{480 \sqrt{2} r_{i}}^{+}\right|} \int_{s^{i}-\left(480 \sqrt{2} r_{i}\right)^{2}}^{s^{i}+\left(480 \sqrt{2} r_{i}\right)^{2}} \int_{B_{1090 r_{i}\left(y^{i}\right) \cap \Omega}|D u|^{\frac{2 \underline{p}(x, t)}{p^{-}}} d x d t} \\
& \leq 2 \frac{\left|Q_{1090 r_{i}}\left(\zeta^{i}\right)\right|}{\left|Q_{480 \sqrt{2} r_{i}}\right|} \int_{K_{1090 r_{i}\left(\zeta^{i}\right)}}|D u|^{2 \frac{p(z)}{p^{-}}} d z \leq 2\left(\frac{109}{48 \sqrt{2}}\right)^{n+2} \lambda .
\end{aligned}
$$

Similarly, we have

$$
f_{K_{i}^{2}}|F|^{\frac{2(\bar{z})}{p^{-}}} d \bar{z} \leq 2\left(\frac{109}{48 \sqrt{2}}\right)^{n+2} \delta \lambda .
$$

We then in a similar way as in the interior case, we find after additionally using (3.2.47) that

$$
\begin{equation*}
f_{K_{i}^{2}}|D u|^{2} d \bar{z} \leq c_{3} \lambda^{\frac{p^{-}}{p_{i}^{+}}} \text {and } f_{K_{i}^{2}}|F|^{2} d \bar{z} \leq c_{3} \delta^{\frac{\gamma_{1}}{\gamma_{2}}} \lambda^{\frac{p^{-}}{p_{i}^{+}}} \tag{3.2.49}
\end{equation*}
$$

where the constant $c_{3}>1$ depends only on $n, \nu, \Lambda, \gamma_{1}, \gamma_{2}$ and $\omega(\cdot)$.
We now recall Lemma 3.2.10 (2) and use (3.2.49) via a proper scaling argument in the proof Lemma 3.2.13, to derive the following estimate.

Lemma 3.2.14. For any $\epsilon>0$, there exists $\delta=\delta\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}, \omega(\cdot), \epsilon\right)>0$ and a function $\bar{v}_{i}$ with $D v \in L^{\infty}\left(Q_{i}^{1+}\right)$ and

$$
\bar{v}_{i}=0 \text { on } T_{480 r_{i}}=Q_{240 \sqrt{2} r_{i}} \cap\left\{\bar{x}_{1}=0\right\},
$$

in the trace sense, such that

$$
\begin{equation*}
f_{K_{i}^{1}}\left|D u-D \bar{v}_{i}\right|^{2} d \bar{z} \leq \epsilon \lambda^{\frac{p^{-}}{p_{i}^{+}}} \tag{3.2.50}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|D \bar{v}_{i}\right\|_{L^{\infty}\left(K_{i}^{1}\right)}=\left\|D \bar{v}_{i}\right\|_{L^{\infty}\left(Q_{i}^{1+}\right)} \leq c_{4} \lambda^{\frac{p^{-}}{p_{i}^{+}}}, \tag{3.2.51}
\end{equation*}
$$

where $\bar{v}_{i}$ is extended by zero from $Q_{480 r_{i}}^{+}$to $K_{480 r_{i}}=K_{i}^{2}$ and the constant $c_{4}>1$ depends only on $n, \nu, \Lambda, \gamma_{1}, \gamma_{2}$ and $\omega(\cdot)$.
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At the end, from the above Lemmas we derive the following estimate for the measure of the supper-level set $E(A \lambda)$, for some $A>1$.

Lemma 3.2.15. Let

$$
\begin{equation*}
A:=\left(4 \max \left\{c_{2}, c_{4}\right\}\right)^{\frac{\gamma_{2}}{\gamma_{1}}} . \tag{3.2.52}
\end{equation*}
$$

Under the same assumptions and conclusions of Lemma 3.2.11, Lemma 3.2.13 and Lemma 3.2.14, we have that for any $\lambda$ satisfying (3.2.36)

$$
\begin{aligned}
& |E(A \lambda)|:=\left|\left\{z \in K_{s_{1} R}:|D u|^{2 \frac{p(z)}{p^{-}}}>A \lambda\right\}\right| \\
& \leq \frac{c \epsilon}{\lambda}\left(\int \left\{z \in K_{\left.s_{2} R:|D u|^{2 \frac{p(z)}{p^{-}}}>\frac{\lambda}{4}\right\}}|D u|^{2 \frac{p(z)}{p^{-}}} d z\right.\right. \\
& \left.+\frac{1}{\delta} \int\left\{z \in K_{s_{2} R}:|F|^{2 \frac{p(z)}{p^{-}}}>\frac{\lambda \delta}{4}\right\}|F|^{2 \frac{p(z)}{p^{-}}} d z\right),
\end{aligned}
$$

for some $c=c\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}, \omega(\cdot)\right)>1$.
Proof. From Lemma 3.2.11, we see that $E(A \lambda) \subset E(\lambda) \subset \bigcup_{i=1}^{\infty} K_{5 r_{i}}\left(\zeta^{i}\right)$, and so follows that

$$
\begin{equation*}
|E(A \lambda)| \leq \sum_{i=1}^{\infty}\left|\left\{z \in K_{5 r_{i}}\left(\zeta^{i}\right):|D u(z)|^{2}>(A \lambda)^{\frac{p^{-}}{p(z)}}\right\}\right| . \tag{3.2.53}
\end{equation*}
$$

We first consider the case $B_{40 r_{i}}\left(\zeta^{i}\right) \subset \Omega$ and recall the new coordinate system treated in case (1). We write $\widetilde{Q}_{i}^{1}$ as the transformed one of $Q_{5 r_{i}}\left(\zeta^{i}\right)=$ $K_{5 r_{i}}\left(\zeta^{i}\right)$. Then we observe that $\widetilde{Q}_{i}^{1} \subset Q_{i}^{1}$ and $\sqrt{2}^{n+2}\left|\widetilde{Q}_{i}^{1}\right|=\left|Q_{i}^{1}\right|$. In the new coordinate system, by using (3.2.52) and the inequality that $|D u|^{2} \leq$ $2\left|D u-D v_{i}\right|^{2}+2\left|D v_{i}\right|^{2}$, we estimate that

$$
\begin{aligned}
\left|\left\{\bar{z} \in Q_{i}^{1}:|D u(\bar{z})|^{2}>(A \lambda)^{\frac{p^{-}}{p(\bar{z}}}\right\}\right| & \leq\left|\left\{\bar{z} \in Q_{i}^{1}:|D u(\bar{z})|^{2}>(A \lambda)^{\frac{p^{-}}{p_{i}^{+}}}\right\}\right| \\
\leq & \left|\left\{\bar{z} \in Q_{i}^{1}:\left|D u(\bar{z})-D v_{i}(\bar{z})\right|^{2}>c_{2} \lambda^{\frac{p^{-}}{p_{i}^{+}}}\right\}\right| \\
& +\left|\left\{\bar{z} \in Q_{i}^{1}:\left|D v_{i}\right|^{2}>c_{2} \lambda^{\frac{p^{-}}{p_{i}^{+}}}\right\}\right|
\end{aligned}
$$
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According to (3.2.45) in Lemma 3.2.13, the second term on the right hand side of the previous inequality vanishes. So (3.2.46) in Lemma 3.2.13 imply that

$$
\begin{aligned}
\left|\left\{\bar{z} \in \widetilde{Q}_{i}^{1}:|D u(\bar{z})|^{2}>(A \lambda)^{\frac{p^{-}}{p(\bar{z})}}\right\}\right| & \leq \frac{c}{\lambda^{\frac{p^{-}}{p_{i}^{+}}}} \int_{Q_{i}^{+}}\left|D u-D v_{i}\right|^{2} d \bar{z} \leq c \epsilon\left|Q_{i}^{1}\right| \\
& \leq c \epsilon\left|\widetilde{Q}_{i}^{1}\right| .
\end{aligned}
$$

Therefore, in the original coordinate system, we discover

$$
\begin{equation*}
\left|\left\{z \in Q_{5 r_{i}}\left(\zeta^{i}\right):|D u(z)|^{2}>(A \lambda)^{\frac{p^{-}}{p(z)}}\right\}\right| \leq c \epsilon\left|Q_{5 r_{i}}\left(\zeta^{i}\right)\right| \leq c \epsilon\left|Q_{r_{i}}\left(\zeta^{i}\right)\right| . \tag{3.2.54}
\end{equation*}
$$

On the other hand, if $B_{40 r_{i}} \not \subset \Omega$, we apply (3.2.50) and (3.2.51), to find that

$$
\left|\left\{\bar{z} \in \widetilde{K}_{i}^{1}:|D u(\bar{z})|^{2}>(A \lambda)^{\frac{p-\bar{p}}{p(\bar{z})}}\right\}\right| \leq c \epsilon\left|K_{i}^{1}\right| \leq c \epsilon\left|\widetilde{K}_{i}^{1}\right|
$$

in the new coordinate system considered in case (2), where $\widetilde{K}_{i}^{1}$ is the transformed one of $K_{5 r_{i}}\left(\zeta^{i}\right)$ and we used the facts that $\widetilde{K}_{i}^{1} \subset K_{i}^{1}$ and $\left|K_{i}^{1}\right| \leq c(n)\left|\widetilde{K}_{i}^{1}\right|$. Hence, in the original coordinate system, we have

$$
\begin{equation*}
\left|\left\{z \in K_{5 r_{i}}\left(\zeta^{i}\right):|D u|^{2}>(A \lambda)^{\frac{p^{-}}{p(z)}}\right\}\right| \leq c \epsilon\left|K_{5 r_{i}}\left(\zeta^{i}\right)\right| \leq c \epsilon\left|K_{r_{i}}\left(\zeta^{i}\right)\right| . \tag{3.2.55}
\end{equation*}
$$

We now combine(3.2.53), (3.2.54) and (3.2.55) and recall (3.2.39), to derive

$$
\begin{aligned}
|E(A \lambda)| \leq & c \epsilon \sum_{i=1}^{\infty}\left|K_{r_{i}}\left(\zeta^{i}\right)\right| \\
\leq & \frac{c \epsilon}{\lambda} \sum_{i=1}^{\infty}\left(\int_{K_{r_{i}}\left(\zeta^{i}\right) \cap\left\{|D u|^{\frac{2 p(z)}{p^{-}}}>\frac{\lambda}{4}\right\}}|D u|^{\frac{2 p(z)}{p^{-}}} d z\right. \\
& \left.+\frac{1}{\delta} \int_{\Omega_{r_{i}}\left(\zeta^{i}\right) \cap\left\{|F|^{\frac{2 p(z)}{p^{-}}}>\frac{\lambda \delta}{4}\right\}}|F|^{\frac{2 p(z)}{p^{-}}} d z\right) .
\end{aligned}
$$

The conclusion follows from the fact that $\left\{K_{r_{i}}\left(\zeta^{i}\right)\right\}_{i \geq 1}$ are disjoint.
We are ready to obtain the desired estimate (3.2.32).
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Proof of (3.2.32). We first start with a local region $K_{s_{1} R}=K_{s_{!} R}\left(\zeta^{0}\right)$. Apply (2.3.1) to $f=|D u|^{2 \frac{p(z)}{p^{-}}}, q=\frac{p^{-}}{2}$ and $U=K_{s_{1} R}$, to calculate as follows:

$$
\begin{align*}
\int_{K_{s_{1} R}}|D u|^{p(z)} d z & =\int_{0}^{\infty} \frac{p^{-}}{2}(A \lambda)^{\frac{p^{-}}{2}-1}\left|\left\{z \in K_{s_{1} R}:|D u|^{\frac{2 p(z)}{p^{-}}}>A \lambda\right\}\right| d(A \lambda) \\
& \leq\left(A \cdot B \lambda_{0}\right)^{\frac{p^{-}}{2}}\left|K_{s_{1} R}\right|+\int_{B \lambda_{0}}^{\infty} \frac{p^{-}}{2} A^{\frac{p^{-}}{2}} \lambda^{\frac{p^{-}}{2}-1}|E(A \lambda)| d \lambda \\
& =: I_{2}\left|K_{s_{1} R}\right|+I_{3} \tag{3.2.56}
\end{align*}
$$

We recall (3.2.35), (3.2.36) and (3.2.52) to calculate

$$
\begin{aligned}
I_{2} & \leq \frac{c}{\left(s_{2}-s_{1}\right)^{\frac{p^{-}-n}{2}}}\left\{f_{K_{2 R}}\left[|D u|^{\frac{2 p(z)}{p^{-}}}+\frac{1}{\delta}\left(|F|^{\frac{2 p(z)}{p^{-}}}+1\right)\right] d z\right\}^{\frac{p^{-}}{2}} \\
& \leq \frac{c}{\left(s_{2}-s_{1}\right)^{\frac{\gamma_{2} n}{2}}}\left\{\left(f_{K_{2 R}}|D u|^{\frac{2 p^{+}}{p^{-}}} d z\right)^{\frac{p^{-}}{2}}+\frac{1}{\delta^{\frac{p^{-}}{2}}} \int_{K_{2 R}}\left(|F|^{p(z)}+1\right) d z\right\} .
\end{aligned}
$$

We now impose $R$ to satisfy

$$
\begin{equation*}
\omega(4 \sqrt{2} R) \leq \sigma_{0} \gamma_{1} \tag{3.2.57}
\end{equation*}
$$

and so $\frac{p^{+}}{p^{-}} \leq 1+\frac{p^{+}-p^{-}}{\gamma_{1}} \leq 1+\sigma_{0}$. We then apply Lemma 3.2.6 for $\sigma=\frac{p^{+}}{p^{-}}-1$, to discover

$$
\left(f_{K_{2 R}}|D u|^{\frac{2 p^{+}}{p^{-}}} d z\right)^{\frac{p^{-}}{2}} \leq c\left\{\left(f_{K_{4 R}}|D u|^{2} d z\right)^{\frac{p^{+}}{2}}+\left(f_{K_{4 R}}|F|^{\frac{2 p^{+}}{p^{-}}} d z\right)^{\frac{p^{-}}{2}}\right\}
$$

Since $\frac{2 p^{+}}{p^{-}} \leq 2\left(1+\sigma_{0}\right) \leq \gamma_{1} \leq p^{-}$, we apply Jensen inequality to the last term on the above inequality to find

$$
\left(f_{K_{2 R}}|D u|^{\frac{2 p_{+}}{p_{-}}} d z\right)^{\frac{p_{-}}{2}} \leq c\left\{\left(f_{K_{4 R}}|D u|^{2} d z\right)^{\frac{p_{+}}{2}}+\left(f_{K_{4 R}}|F|^{p(z)} d z+1\right)^{\frac{p_{+}}{p_{-}}}\right\}
$$

From (3.2.9) we know that $\frac{\left|K_{4 R}\right|}{\left|K_{2 R}\right|} \leq \frac{2^{n+2}\left|Q_{2 R}\right|}{\left|K_{2 R}\right|} \leq c$. This and (3.2.33) imply
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that

$$
\begin{align*}
I_{2} & \leq \frac{c}{\left(s_{2}-s_{1}\right)^{\frac{\gamma_{1} n}{2}}}\left\{\left(f_{K_{4 R}}|D u|^{2} d z\right)^{\frac{p^{+}}{2}}+c(\delta)\left(f_{K_{4 R}}|F|^{p(z)} d z+1\right)^{\frac{p^{+}}{p^{-}}}\right\} \\
& \leq \frac{c(\delta)}{\left(s_{2}-s_{1}\right)^{\frac{\gamma_{1} n}{2}}}\left\{\left(\frac{1+\left|\Omega_{T}\right|}{R^{n+2}}\right)^{\frac{p^{+}}{2}}+\left(\frac{1+\left|\Omega_{T}\right|}{R^{n+2}}\right)^{\frac{p^{+}}{p^{-}}}\right\} \\
& \leq \frac{c(\delta)}{\left(s_{2}-s_{1}\right)^{\frac{\gamma_{1} n}{2}}}\left(\frac{1+\left|\Omega_{T}\right|}{R^{n+2}}\right)^{\frac{p^{+}}{2}}, \tag{3.2.58}
\end{align*}
$$

for some constant $c(\delta)$ depending only on $n, \nu, \Lambda, \gamma_{1}, \gamma_{2}, \omega(\cdot)$ and $\delta$.
On the other hand, using Lemma 3.2.15, it follows that

$$
\begin{aligned}
I_{3}= & \int_{B \lambda_{0}}^{\infty} \frac{p_{-}}{2} A^{\frac{p_{-}}{2}} \lambda^{\frac{p_{-}}{2}-1}|E(A \lambda)| d \lambda \\
\leq & \frac{p_{-}}{2} A^{\frac{p_{-}}{2}} \int_{0}^{\infty} \lambda^{\frac{p_{-}}{2}-1} \frac{c \epsilon}{\lambda}\left(\int \left\{z \in K_{s_{2} R:|D u|^{\frac{2 p(z)}{p_{-}}}>\frac{\lambda}{4}}|D u|^{\frac{2 p(z)}{p_{-}}} d z\right.\right. \\
& +\frac{1}{\delta} \int\left\{z \in K_{\left.s_{2} R:|F|^{\frac{2 p(z)}{p-}}>\frac{\lambda \delta}{4}\right\}}|F|^{\frac{2 p(z)}{p_{-}}} d z\right) d \lambda \\
\leq & c \epsilon A^{\frac{p_{-}}{2}}\left[\int _ { 0 } ^ { \infty } ( \frac { \lambda } { 4 } ) ^ { \frac { p _ { - } } { 2 } - 2 } \int \left\{z \in K_{\left.s_{2} R:|D u|^{\frac{2 p(z)}{p-}}>\frac{\lambda}{4}\right\}}|D u|^{\frac{2 p(z)}{p_{-}}} d z d\left(\frac{\lambda}{4}\right)\right.\right. \\
& \left.+\frac{1}{\delta^{\frac{p_{-}}{2}}} \int_{0}^{\infty}\left(\frac{\lambda \delta}{4}\right)^{\frac{p_{-}}{2}-2} \int\left\{z \in K_{s_{2} R:|F|^{\frac{2 p(z)}{p_{-}}}>\frac{\lambda \delta}{4}}\right\}^{|F|^{\frac{2 p(z)}{p_{-}}}} d z d\left(\frac{\lambda \delta}{4}\right)\right] .
\end{aligned}
$$

Note that by (3.2.30) we know that $|D u| \in L^{2 \frac{p(z)}{p_{-}}} \in L^{\frac{p_{-}}{2}}\left(K_{s_{2} R}\right)$. Then from (2.3.2) and (3.2.33), it follows that

$$
\begin{align*}
I_{3} & \leq c \epsilon A^{\frac{\gamma_{2}}{2}}\left(\int_{K_{s_{2} R}}|D u|^{p(z)} d z+\frac{1}{\delta^{\frac{\gamma_{2}}{2}}} \int_{K_{s_{2} R}}|F|^{p(z)} d z\right) \\
& \leq c_{5} \epsilon\left(\int_{K_{s_{2} R}}|D u|^{p(z)} d z+\frac{1}{\delta^{\frac{\gamma_{2}}{2}}}\left(1+\left|\Omega_{T}\right|\right)\right), \tag{3.2.59}
\end{align*}
$$
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for some positive constant $c_{5}=c_{5}\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}, \omega(\cdot)\right)$.
We now select $\epsilon=\epsilon\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}, \omega(\cdot)\right)$ such that $c_{5} \epsilon \leq \frac{1}{2}$, and so find a corresponding $\delta=\delta\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}, \omega(\cdot)\right)$ from Lemma 3.2.15. We then combine (3.2.56), (3.2.58) and (3.2.59), to derive that

$$
\begin{aligned}
\int_{K_{s_{1} R}}|D u|^{p(z)} d z \leq & \frac{1}{2} \int_{K_{s_{2} R}}|D u|^{p(z)} d z+\frac{c}{\left(s_{2}-s_{1}\right)^{\frac{\gamma_{1} n}{2}}}\left(\frac{1+\left|\Omega_{T}\right|}{R^{n+2}}\right)^{\frac{p^{+}}{2}} \\
& +c\left(1+\left|\Omega_{T}\right|\right)
\end{aligned}
$$

for any $s_{1}$ and $s_{2}$ with $1 \leq s_{1}<s_{2} \leq 2$. We therefore apply Lemma 5.2.9 to $\phi(s)=\int_{\Omega_{s R}}|D u|^{p(z)} d z, r_{1}=1$ and $r_{2}=2$, to discover that

$$
\int_{K_{R}}|D u|^{p(z)} d z \leq c\left(\frac{1+\left|\Omega_{T}\right|}{R^{n+2}}\right)^{\frac{\gamma_{2}}{2}}
$$

where $R$ is determined from the restrictions (3.2.34) and (3.2.57). The final estimate (3.2.32) follows from standard covering argument and the following remark.

Remark 3.2.16. Since we have assumed that $K_{2 R}\left(\zeta^{0}\right) \subset \Omega \times(0, T)$, the estimate can be obtained only in $\Omega \times(R, T-R)$. We therefore need to extend the equation (3.2.1) with respect to $t$-variable, in order to obtain the estimate in the hole region $\Omega_{T}$. Indeed, we first let $F^{*} \in L^{p(\cdot)}\left(\Omega \times(-\infty, \infty) ; \mathbb{R}^{n}\right)$ be the vector valued function such that $F^{*} \equiv F$ in $\Omega_{T}$ and $F^{*} \equiv 0$ otherwise. We then consider a weak solution $u^{*}$ of

$$
\left\{\begin{array}{rlrc}
u_{t}^{*}-\operatorname{div}\left(\mathbf{A}(x, t) D u^{*}\right) & =\operatorname{div} F^{*} & & \text { in } \\
u^{*} & =0 & & \text { in } \\
& \Omega \times(0, \infty), \\
u^{*} & =0 & & \text { on } \\
\partial \Omega \times(-\infty, \infty),
\end{array}\right.
$$

Then by the uniqueness of weak solutions, we have that $u^{*} \equiv u$ in $\Omega_{T}$. Applying the derived estimate to the above problem in $\Omega \times(-R, T+R)$, we conclude that

$$
\|D u\|_{L^{p(\cdot)}\left(\Omega_{T} ; \mathbb{R}^{n}\right)}=\left\|D u^{*}\right\|_{L^{p(\cdot)}\left(\Omega_{T} ; \mathbb{R}^{n}\right)} \leq c\left\|F^{*}\right\|_{L^{p(\cdot)}\left(\Omega \times(-R, T+R) ; \mathbb{R}^{n}\right)}
$$

Since $\left\|F^{*}\right\|_{L^{p(\cdot)}\left(\Omega \times(-R, T+R) ; \mathbb{R}^{n}\right)}=\|F\|_{L^{p(\cdot)}\left(\Omega_{T} ; \mathbb{R}^{n}\right)}$, we finally derive the required estimate (3.2.14).

## Chapter 4

## Nonlinear elliptic equations with variable exponent growth in nonsmooth domains

Let $p(\cdot)=p(x): \mathbb{R}^{n} \rightarrow(1, \infty), n \geq 2$, be a given function satisfying

$$
\begin{equation*}
1<\gamma_{1} \leq p(x) \leq \gamma_{2}<\infty \tag{4.0.1}
\end{equation*}
$$

for some constants $\gamma_{1}, \gamma_{2}$. The problem under consideration in this chapter is the following divergence type nonlinear elliptic equation with the zero boundary condition:

$$
\left\{\begin{align*}
\operatorname{div} \mathbf{a}(D u, x) & =\operatorname{div}\left(|F|^{p(x)-2} F\right) & & \text { in } \quad \Omega  \tag{4.0.2}\\
u & =0 & & \text { on } \quad \partial \Omega
\end{align*}\right.
$$

where $\Omega$ is a bounded open domain in $\mathbb{R}^{n}, \mathbf{a}=\mathbf{a}(\xi, x): \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a given function and $F=F(x): \Omega \rightarrow \mathbb{R}^{n}$ is the nonhomogeneous term. We assume that a is differentiable with respect to $\xi$, measurable with respect to $x$ and satisfies the following nonstandard growth and ellipticity conditions: there exist $0<\nu \leq \Lambda<+\infty$ and $0 \leq \mu \leq 1$ such that

$$
\begin{equation*}
\left(\mu^{2}+|\xi|^{2}\right)^{\frac{1}{2}}\left|D_{\xi} \mathbf{a}(\xi, x)\right|+|\mathbf{a}(\xi, x)| \leq \Lambda\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p(x)-1}{2}} \tag{4.0.3}
\end{equation*}
$$
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$$
\begin{equation*}
\nu\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p(x)-2}{2}}|\eta|^{2} \leq\left\langle D_{\xi} \mathbf{a}(\xi, x) \eta, \eta\right\rangle \tag{4.0.4}
\end{equation*}
$$

whenever $x, \xi, \eta \in \mathbb{R}^{n}$ (if $\mu=0, \xi$ is selected in $\mathbb{R}^{n} \backslash\{0\}$ ). Here $D_{\xi} \mathbf{a}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n^{2}}$ is the gradient matrix of a with respect to $\xi$ and $\langle\cdot, \cdot\rangle$ is the standard inner product in $\mathbb{R}^{n}$. A typical example is $p(x)$-Laplace equation

$$
\begin{equation*}
\Delta_{p(\cdot)} u:=\operatorname{div}\left(|D u|^{p(x)-2} D u\right)=0 \tag{4.0.5}
\end{equation*}
$$

for the case that $\mathbf{a}(\xi, x)=|\xi|^{p(x)-2} \xi$.
The objective of this chpter is to obtain a global Calderón-Zygmund type estimate for the problem (4.0.2) in the setting of variable exponent Lebesgue spaces. More precisely, we will prove that the following relation

$$
\begin{equation*}
|F|^{p(\cdot)} \in L^{q(\cdot)}(\Omega) \Longrightarrow|D u|^{p(\cdot)} \in L^{q(\cdot)}(\Omega) \tag{4.0.6}
\end{equation*}
$$

holds true for $q(\cdot)=q(x): \Omega \rightarrow(1, \infty)$ satisfying

$$
\begin{equation*}
1<\gamma_{3} \leq q(x) \leq \gamma_{4}<\infty \tag{4.0.7}
\end{equation*}
$$

for some constants $\gamma_{3}$ and $\gamma_{4}$, by essentially deriving the related estimate, see also Remark 4.1.9. We also present a reasonable answer as to what might be should regularity assumptions on $p(\cdot), \mathbf{a}(\xi, \cdot)$ and the boundary of $\Omega$ for the relation (4.0.6) to be valid. As far as we are concerned, our regularity result reported here is the first one regarding Calderón-Zygmund type estimates for nonlinear problems with a variable growth in the frame of variable exponent Lebesgue spaces.

## 4.1 $W^{1, q(\cdot)}$-estimates for elliptic equations of $p(x)$-Laplacian type.

### 4.1.1 Main Result.

Definition 4.1.1. We say $u \in W_{0}^{1, p(\cdot)}(\Omega)$ is a weak solution of (4.0.4) if

$$
\left.\int_{\Omega}\langle\mathbf{a}(D u, x), D \varphi\rangle d x=\left.\int_{\Omega}\langle | F\right|^{p(x)-2} F, D \varphi\right\rangle d x, \text { for all } \varphi \in W_{0}^{1, p(\cdot)}(\Omega) .
$$
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We point out that from (4.0.4) one can derive the following monotonicity of $\mathbf{a}$ :

$$
\begin{equation*}
\nu_{1}\left(\mu^{2}+|\xi|^{2}+|\eta|^{2}\right)^{\frac{p(x)-2}{2}}|\xi-\eta|^{2} \leq\langle\mathbf{a}(\xi, x)-\mathbf{a}(\eta, x), \xi-\eta\rangle, \tag{4.1.1}
\end{equation*}
$$

for any $x, \xi, \eta \in \mathbb{R}^{n}$ and for some $\nu_{1}=\nu_{1}\left(\nu, n, \gamma_{1}, \gamma_{2}\right)$. In particular, for the case $p(x) \geq 2$, it can be reduced to

$$
\begin{equation*}
2^{-\frac{\gamma_{2}-1}{2}} \nu_{1}|\xi-\eta|^{p(x)} \leq\langle\mathbf{a}(\xi, x)-\mathbf{a}(\eta, x), \xi-\eta\rangle . \tag{4.1.2}
\end{equation*}
$$

By inserting 0 into $\eta$ in (4.1.1) and using (4.0.3), we also have the following coercivity of $\mathbf{a}$ :

$$
\begin{equation*}
\nu_{2}|\xi|^{p(x)} \leq\langle\mathbf{a}(\xi, x), \xi\rangle+\Lambda_{1}, \tag{4.1.3}
\end{equation*}
$$

for any $x, \xi \in \mathbb{R}^{n}$ and for some $\nu_{2}$ and $\Lambda_{1}$ depending only on $\Lambda, \nu, \gamma_{1}, \gamma_{2}$ and $n$.

By existence theory for nonlinear elliptic problems, see [56], it is well known that if a satisfies (4.1.1) and (4.1.3), $p(\cdot)$ is log-Hölder continuous and $F \in L^{p(\cdot)}(\Omega)$, then the problem (4.0.2) has a unique weak solution. Moreover, we have the estimate

$$
\begin{equation*}
\int_{\Omega}|D u|^{p(x)} d x \leq c_{0} \int_{\Omega}\left[|F|^{p(x)}+1\right] d x \tag{4.1.4}
\end{equation*}
$$

for some constant $c_{0}=c_{0}\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}\right)>1$.
We additionally present our main assumptions on $p(\cdot), \mathbf{a}(\xi, \cdot), \Omega$ and $q(\cdot)$, under which the relation (4.0.6) holds.

Definition 4.1.2. Let $R>0$ and $\delta \in\left(0, \frac{1}{8}\right)$. We say $(p(\cdot), \mathbf{a}, \Omega)$ is $(\delta, R)$ vanishing if the following holds:
(1) Assumption on $p(\cdot)$.
$p(\cdot)$ has a modulus continuity $\omega:[0, \infty) \rightarrow[0, \infty)$, so that $\omega$ is nondecreasing, $\lim _{r \rightarrow 0} \omega(r)=0$ and $|p(x)-p(y)| \leq \omega(|x-y|)$, and it satisfies that

$$
\begin{equation*}
\sup _{0<r \leq R} \omega(r) \log \left(\frac{1}{r}\right) \leq \delta \tag{4.1.5}
\end{equation*}
$$
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For $U \subset \mathbb{R}^{n}$, write

$$
\theta(\mathbf{a}, U)(x)=\sup _{\xi \in \mathbb{R}^{n}} \left\lvert\, \frac{\mathbf{a}(\xi, x)}{\left(\mu^{2}+\xi^{2}\right)^{\frac{p(x)-1}{2}}}-\overline{\left(\frac{\mathbf{a}(\xi, \cdot)}{\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p(\cdot)-1}{2}}}\right)_{B_{r}(y)}|.| | ~}\right.
$$

(if $\mu=0$, the above supremum runs over all $\xi \in \mathbb{R}^{n} \backslash\{0\}$ ). Then, a satisfies

$$
\begin{equation*}
\sup _{0<r \leq R} \sup _{y \in \mathbb{R}^{n}} f_{B_{r}(y)} \theta\left(\mathbf{a}, B_{r}(y)\right)(x) d x \leq \delta \tag{4.1.6}
\end{equation*}
$$

(3) Assumption on $\partial \Omega$.
$\Omega$ is $(\delta, R)$-Reinfenberg flat, that is, for each $y \in \partial \Omega$ and for each $r \in(0, R)$, there exists a coordinate system $\tilde{x}=\left\{\tilde{x}_{1}, \cdots, \tilde{x}_{n}\right\}$ with the origin at $y$ such that

$$
B_{r}(0) \cap\left\{\tilde{x}_{n}>\delta r\right\} \subset B_{r}(0) \cap \Omega \subset B_{r}(0) \cap\left\{\tilde{x}_{n}>-\delta r\right\} .
$$

Remark 4.1.3. $R>0$ is arbitrary given while $\delta \in\left(0, \frac{1}{8}\right)$ will be selected in a universal way so that it can be independent of the solution $u$ and $F$.

Remark 4.1.4. From (4.0.3), we see that $\theta \leq 2 \Lambda$. The condition (4.1.6) means that for each $\xi \in \mathbb{R}^{n}$ the mapping $x \mapsto \frac{\mathbf{a}(\xi, \cdot)}{\left(\mu^{2}+\left.\xi\right|^{2}\right)^{\frac{p(\cdot)-1}{2}}}$ belongs to locally $B M O$ and its seminorm is less than or equal to $\delta$. We clearly point out that the condition (4.1.6) is invariant under translations and rotations of the coordinate system. Furthermore, one can readily check that in a new coordinate system obtained by a translation and a rotation from the old coordinate system, say $\tilde{x}=\left\{\tilde{x}_{1}, \ldots, \tilde{x}_{n}\right\}$,

$$
\begin{equation*}
\sup _{0<r \leq R} f_{B_{r}^{+}} \theta\left(\mathbf{a}, B_{r}^{+}\right)(\tilde{x}) d \tilde{x} \leq 4 \delta \tag{4.1.7}
\end{equation*}
$$

Remark 4.1.5. If $\Omega$ is a $(\delta, R)$-Reifenberg flat, we have

$$
\begin{equation*}
\sup _{0<r \leq R} \sup _{y \in \Omega} \frac{\left|B_{r}(y)\right|}{\left|\Omega \cap B_{r}(y)\right|} \leq\left(\frac{2}{1-\delta}\right)^{n} \leq\left(\frac{16}{7}\right)^{n} \tag{4.1.8}
\end{equation*}
$$
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and

$$
\begin{equation*}
\inf _{0<r \leq R} \inf _{y \in \partial \Omega} \frac{\left|B_{r}(y) \cap \Omega^{c}\right|}{\left|B_{r}(y)\right|} \geq\left(\frac{1-\delta}{2}\right)^{n} \geq\left(\frac{7}{16}\right)^{n} \tag{4.1.9}
\end{equation*}
$$

see [13]. We also refer to [13, 52, 58] and references therein for general concepts and properties of Reifenberg flat domains.

In addition to (4.0.7), we assume that $q(\cdot)$ is $\log$-Hölder continuous in $\Omega$, namely, there exist a nondecreasing continuous function $\rho:[0, \infty) \rightarrow[0, \infty)$ satisfying $\lim _{r \rightarrow 0+} \rho(r)=0$ and $\rho(|x-y|) \leq|q(x)-q(y)|$, for $x, y \in \Omega$, and a constant $L_{q(\cdot)}>0$ such that

$$
\begin{equation*}
\rho(r) \log \left(\frac{1}{r}\right) \leq L_{q(\cdot)}, \quad \text { for all } r \leq \frac{1}{2} \tag{4.1.10}
\end{equation*}
$$

For the sake of simplicity, we denote by "data" to mean all structure constants $n, \nu, \Lambda, \gamma_{1}, \gamma_{2}, \gamma_{3}, \gamma_{4}$ and $L_{q(\cdot)}$, and write

$$
\begin{equation*}
M=\int_{\Omega}\left[|F|^{p(x)}+1\right] d x+1, \quad \text { then by (4.1.4) } \quad \int_{\Omega}|D u|^{p(x)} d x \leq c_{0} M \tag{4.1.11}
\end{equation*}
$$

Theorem 4.1.6. Let $R>0$ and $q(\cdot)$ satisfy (4.0.7) and (4.1.10). There exists $\delta=\delta($ data $) \in\left(0, \frac{1}{8}\right)$ such that if $(p(\cdot), \mathbf{a}, \Omega)$ is $(\delta, R)$-vanishing, $|F| \in$ $L^{p(\cdot)}(\Omega)$ and $u \in W_{0}^{1, p(\cdot)}(\Omega)$ is the unique weak solution of (4.0.2), then we have the relation (4.0.6) with the following estimates: there exists $c_{1}=$ $c_{1}($ data, $\omega(\cdot), \rho(\cdot), R)>1$ such that, for any $x_{0} \in \Omega$ and any $R_{1} \in\left(0, \frac{1}{c_{1} M}\right]$, we have

$$
\begin{align*}
& f_{\Omega_{R_{1}}\left(x_{0}\right)}|D u|^{p(x) q(x)} d x \\
& \quad \leq c\left\{\left(f_{\Omega_{4 R_{1}\left(x_{0}\right)}}|D u|^{p(x)} d x\right)^{q_{-}}+f_{\Omega_{4 R_{1}\left(x_{0}\right)}}|F|^{p(x) q(x)} d x+1\right\}, \tag{4.1.12}
\end{align*}
$$

for some $c=c($ data $)>0$, where $q_{-}=\inf \left\{q(x): x \in \Omega_{4 R_{1}}\left(x_{0}\right)\right\}$. Moreover, it holds

$$
\begin{equation*}
\int_{\Omega}|D u|^{p(x) q(x)} d x \leq c_{2}\left(\int_{\Omega}|F|^{p(x) q(x)} d x+1\right)^{\frac{n\left(\gamma_{4}-1\right)+\gamma_{4}}{\gamma_{3}}}, \tag{4.1.13}
\end{equation*}
$$

for some $c_{2}=c_{2}($ data $, \omega(\cdot), \rho(\cdot), R, \Omega)>0$.
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Remark 4.1.7. The local estimate (4.1.12) can be obtained only for a sufficiently small $R_{1}$ which depends on $M$. Here we present a relation between $R_{1}$ and $M$ that $R_{1}$ is inverse proportional to $M$, see (4.1.91). Thanks to this relation, we can derive the global estimate (4.1.13) with the constant $c_{2}$ independent of $M$.
Remark 4.1.8. In the global estimate (4.1.13), the exponent $\frac{n\left(\gamma_{4}-1\right)+\gamma_{4}}{\gamma_{3}}>1$ comes from a lack of normalization property of the equation (4.0.2) in the presence of variable exponent $p(\cdot)$, namely, a constant multiplication of a solution of even $p(x)$-Laplace equation (4.0.5) is not a solution of (4.0.5) anymore. A similar phenomenon occurs for parabolic equations with p-growth, $p \neq 2$, see [2]. We will show in Remark 4.1.19 that if the equation (4.0.2) has a normalization property, for instance $p(\cdot) \equiv p$, then we can obtain more natural estimates than (4.1.13).

Remark 4.1.9. Suppose $q(\cdot)=q(x): \Omega \rightarrow(1, \infty)$ satisfies

$$
1<\gamma_{3}<s(x):=\frac{q(x)}{p(x)} \leq \gamma_{4}<\infty
$$

for some $\gamma_{3}$ and $\gamma_{4}$. If $q(\cdot)$ is log-Hölder continuous in $\Omega$, then we deduce from Theorem 4.1.6 that

$$
\begin{equation*}
F \in L^{q(\cdot)}\left(\Omega, \mathbb{R}^{n}\right) \quad \Longrightarrow \quad D u \in L^{q(\cdot)}\left(\Omega, \mathbb{R}^{n}\right) \tag{4.1.14}
\end{equation*}
$$

Indeed, since $q(\cdot)$ is log-Hölder continuous there exist a modulus continuity function of $q(\cdot), \rho:[0, \infty) \rightarrow[0, \infty)$, and $L_{q(\cdot)}>0$ satisfying (4.1.10). Then we easily check that

$$
|s(x)-s(y)| \leq \frac{\gamma_{2} \rho(|x-y|)+\gamma_{2} \gamma_{4} \omega(|x-y|)}{\gamma_{1}^{2}}=: \tilde{\rho}(|x-y|)
$$

for all $x, y \in \Omega$. It follows that $\tilde{\rho}:[0 . \infty) \rightarrow[0, \infty)$ is the modulus continuity of $s(\cdot)$ and satisfies (4.1.10) with $\rho$ and $L_{q(\cdot)}$ replaced by $\tilde{\rho}$ and $L_{s(\cdot)}:=$ $\frac{\gamma_{2} L_{q(\cdot)}+\gamma_{2} \gamma_{4} L_{p(\cdot)}}{\gamma_{1}^{2}}$, respectively, hence $s(\cdot)$ is log-Hölder continuous in $\Omega$. Therefore by Theorem 4.1.6 the relation (4.1.14) follows from the relation (4.0.6) with $q(\cdot)$ replaced by $s(\cdot)$.

Hereafter, we will denote by $c>1$ any universal constant depending only on data, hence $c$ may be different in any occurrence.
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### 4.1.2 Auxiliary lemmas.

## Higher Integrability.

Lemma 4.1.10. Let $M_{1}>1$ and $|F|^{p(\cdot)} \in L^{\gamma_{3}}(\Omega)$, where $\gamma_{3}$ is given by (4.0.7). Suppose that $p(\cdot)$ and $\Omega$ satisfy the assumptions (1) and (3) in Definition 4.1.2, respectively, and that $R_{0}>0$ satisfies

$$
\begin{equation*}
R_{0} \leq \min \left\{\frac{R}{2}, \frac{1}{4}, \frac{1}{2 M_{1}}\right\} \quad \text { and } \omega\left(2 R_{0}\right) \leq \sqrt{\frac{n+1}{n}}-1<1 \tag{4.1.15}
\end{equation*}
$$

Then there exists a positive constant $\sigma_{0}=\sigma_{0}\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}, \gamma_{3}\right) \leq \gamma_{3}-1$ such that the following holds: for any $0<r \leq R_{0}$ and any $y \in \Omega$, if $u \in$ $W^{1, p(\cdot)}\left(\Omega_{r}(y)\right)$ is a weak solution of

$$
\operatorname{div} \mathbf{a}(D u, x)=\operatorname{div}\left(|F|^{p(x)-2} F\right) \quad \text { in } \quad B_{r}(y), \quad \text { if } \Omega_{r}(y)=B_{r}(y) \subset \Omega
$$

or

$$
\left\{\begin{array}{rlrc}
\operatorname{div} \mathbf{a}(D u, x) & =\operatorname{div}\left(|F|^{p(x)-2} F\right) & & \text { in } \quad \Omega_{r}(y),  \tag{4.1.16}\\
u & =0 & & \text { on } \quad \partial_{w} \Omega_{r}(y),
\end{array} \quad \text { if } B_{r}(y) \not \subset \Omega,\right.
$$

satisfying

$$
\int_{\Omega_{r}(y)}\left[|D u|^{p(x)}+1\right] d x+1 \leq M_{1}
$$

then for any $\sigma \in\left(0, \sigma_{0}\right]$ and any $\Omega_{2 \tilde{r}}(\tilde{y}) \subset \Omega_{r}(y)$ with $\tilde{r} \leq \frac{r}{2}$ we have

$$
\begin{aligned}
& f_{\Omega_{\tilde{r}}(\tilde{y})}|D u|^{p(x)(1+\sigma)} d x \\
& \quad \leq c\left\{\left(f_{\Omega_{2 \tilde{r}}(\tilde{y})}|D u|^{p(x)} d x\right)^{(1+\sigma)}+f_{\Omega_{2 \tilde{r}}(\tilde{y})}|F|^{p(x)(1+\sigma)} d x+1\right\}
\end{aligned}
$$

for some $c=c\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}\right)>0$.
Proof. It suffices to prove for the case that $B_{r}(y) \not \subset \Omega$. Fix $B_{2 \tilde{r}}(\tilde{y}) \subset B_{r}(y)$, $\tilde{y} \in \Omega$. For simplicity, we omit the center $\tilde{y}$ in our notation and write $p_{1}=$ $\inf _{x \in B_{2 \tilde{r}}} p(x)$ and $p_{2}=\sup _{x \in B_{2 \tilde{r}}} p(x)$. We then have $p_{2}-p_{1} \leq \omega(4 \tilde{r})$.
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If $B_{2 \tilde{r}} \subset \Omega$, by taking $\eta^{p_{2}}\left(u-\bar{u}_{B_{2 \tilde{r}}}\right)$ as a test function in (4.1.16), where $\eta \in C_{0}^{\infty}\left(B_{2 \tilde{r}}\right)$ is a cut-off function with $0 \leq \eta \leq 1, \eta \equiv 1$ on $B_{\tilde{r}}$ and $|D \eta| \leq \frac{2}{\tilde{r}}$, we derive the following Caccioppoli type inequality

$$
f_{B_{\tilde{r}}}|D u|^{p(x)} d x \leq c\left(f_{B_{2 \tilde{r}}}\left|\frac{u-\bar{u}_{B_{2 \tilde{r}}}}{2 \tilde{r}}\right|^{p_{2}} d x+f_{B_{2 \tilde{r}}}|F|^{p(x)} d x+1\right)
$$

see the proof of Theorem 5 in [1] for details. We note from (4.1.15) that $\frac{p_{2}}{p_{1}} \leq \sqrt{\frac{n+1}{n}}=: s$, hence $\frac{p_{1}}{s} \geq \frac{n p_{2}}{n+1} \geq \frac{n p_{2}}{n+p_{2}}$ and $\left(\frac{p_{1}}{s}\right)^{*} \geq\left(\frac{n p_{2}}{n+p_{2}}\right)^{*}=p_{2}$. Applying Sobolev-Poincaré's inequality, see [48], we find that

$$
\begin{aligned}
f_{B_{r}}|D u|^{p(x)} d x \leq & c\left(f_{B_{2 r}}|D u|^{\frac{p_{1}}{s}} d x\right)^{\frac{s p_{2}}{p_{1}}}+c\left(f_{B_{2 r}}|F|^{p(x)} d x+1\right) \\
\leq & c\left(f_{B_{2 r}}\left[|D u|^{p(x)}+1\right] d x\right)^{\frac{s\left(p_{2}-p_{1}\right)}{\gamma_{1}}}\left(f_{B_{2 r}}|D u|^{\frac{p(x)}{s}} d x\right)^{s} \\
& +c\left(f_{B_{2 r}}|F|^{p(x)} d x+1\right) .
\end{aligned}
$$

We next show that

$$
\begin{equation*}
\left(f_{B_{2 \bar{r}}}\left[|D u|^{p(x)}+1\right] d x\right)^{p_{2}-p_{1}} \leq\left(f_{B_{2 \bar{r}}}\left[|D u|^{p(x)}+1\right] d x\right)^{\omega(4 \tilde{r})} \leq c \tag{4.1.17}
\end{equation*}
$$

Indeed, since $4 \tilde{r} \leq 2 r \leq 2 R_{0} \leq \min \left\{R, \frac{1}{M_{1}}\right\}$ and $\omega(4 \tilde{r}) \leq \omega\left(2 r_{0}\right) \leq 1$ by (4.1.15), we have from (4.1.5) that

$$
\left(\frac{1}{\left|B_{2 \tilde{r}}\right|}\right)^{\omega(4 \tilde{r})}=\left(\frac{1}{\left|B_{1}\right|} \frac{1}{(2 \tilde{r})^{n}}\right)^{\omega(4 \tilde{r})} \leq c\left(\frac{1}{4 \tilde{r}}\right)^{\omega(4 \tilde{r}) n} \leq c e^{\delta n} \leq c
$$

and

$$
\left(\int_{B_{2 \tilde{r}}}\left[|D u|^{p(x)}+1\right] d x\right)^{\omega(4 \tilde{r})} \leq M_{1}^{\omega(4 \tilde{r})} \leq\left(\frac{1}{4 \tilde{r}}\right)^{\omega(4 \tilde{r})} \leq e^{\delta} \leq e .
$$

Therefore, we obtain

$$
\begin{equation*}
f_{B_{\tilde{r}}}|D u|^{p(x)} d x \leq c\left(f_{B_{2 \tilde{r}}}|D u|^{\frac{p(x)}{s}} d x\right)^{s}+c f_{B_{2 \tilde{r}}}\left[|F|^{p(x)}+1\right] d x . \tag{4.1.18}
\end{equation*}
$$
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If $B_{2 \tilde{r}} \not \subset \Omega$ (without loss of generality we assume that $\tilde{y} \in \partial \Omega$ ), by taking $\eta^{p_{2}} u$ as a test function in (4.1.16) and using Sobolev-Poincaré's inequality with the measure density condition of $\Omega$ (4.1.9), we have

$$
\begin{aligned}
f_{\Omega_{\tilde{r}}}|D u|^{p(x)} d x \leq & c\left(f_{\Omega_{2 \bar{r}}}\left[|D u|^{p(x)}+1\right] d x\right)^{\frac{s \omega(4 \bar{r})}{\gamma_{1}}}\left(f_{\Omega_{2 \bar{r}}}|D u|^{\frac{p(x)}{s}} d x\right)^{s} \\
& +c\left(f_{\Omega_{2 \bar{r}}}|F|^{p(x)} d x+1\right)
\end{aligned}
$$

In a similar way we have estimated (4.1.17), we have from (4.1.5), (4.1.8) and (4.1.15) that

$$
\begin{aligned}
\left(f_{\Omega_{2 \tilde{r}}}\left[|D u|^{p(x)}+1\right] d x\right)^{\omega(4 \tilde{r})} & \leq\left(\frac{1}{\mid \Omega_{2 \tilde{r} \mid}} M_{1}\right)^{\omega(4 \tilde{r})} \leq c\left(\frac{1}{4 \tilde{r}}\right)^{(1+n) \omega(4 \tilde{r})} \\
& \leq c e^{(1+n) \delta} \leq c
\end{aligned}
$$

Consequently, we obtain

$$
\begin{equation*}
f_{\Omega_{\tilde{r}}}|D u|^{p(x)} d x \leq c\left(f_{\Omega_{2 \bar{r}}}|D u|^{\frac{p(x)}{s}} d x\right)^{s}+c f_{\Omega_{2 \tilde{r}}}\left[|F|^{p(x)}+1\right] d x . \tag{4.1.19}
\end{equation*}
$$

From (4.1.18) and (4.1.19), using Gehring's lemma, see Theorem 4 in [1] and references therein, we get the conclusion.

Without loss of generality, $\sigma_{0}$ given in the previous lemma is supposed to

$$
\begin{equation*}
\sigma_{0} \leq 4\left(\gamma_{1}-1\right) \tag{4.1.20}
\end{equation*}
$$

where $\gamma_{1}$ is denoted by the lower bound of $p(\cdot)$ in (4.0.7).
Remark 4.1.11. Note that in Lemma 4.1.10 the constant $\sigma_{0}$ related to higher integrability is determined in a universal way, that is, independent of $M_{1}$, but $R_{0}$ depends on $M_{1}$, which is the difference from Theorem 5 in [1]. Also, Lemma 4.1.10 still holds even $p(\cdot)$ satisfies the log-Hölder continuity, instead of the assumption $\mathbf{A}_{p(\cdot)}$. At that time, $\sigma_{0}$ depends on $L_{p(\cdot)}$ denoted in (2.2.5).
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## Boundary Comparison Estimates.

We will drive local comparison estimates near the boundary by comparing the weak solution $u$ with a solution of an associated limiting equation which can be obtained by $\delta \rightarrow+0$ in our main assumption on $(p(\cdot), \mathbf{a}, \Omega)$ in Definition 4.1.2.

Suppose that $\Omega$ is $(\delta, R)$-Reifenberg flat. Let $R_{0}>0$ be a small number which will be determined in Lemma 4.1.12. We fix any $r \in\left(0, \frac{R_{0}}{4}\right]$, and then assume that a local region $\Omega_{4 r}(0)=B_{4 r}(0) \cap \Omega$ satisfies

$$
\begin{equation*}
B_{4 r}^{+} \subset \Omega_{4 r}(0) \subset B_{4 r} \cap\left\{x_{n}>-8 \delta r\right\} \tag{4.1.21}
\end{equation*}
$$

In this subsection, for the sake of simplicity, we omit the center point 0 in our notation and write

$$
p_{2}=\sup _{x \in \Omega_{4 r}} p(x) \text { and } p_{1}=\inf _{x \in \Omega_{4 r}} p(x) .
$$

We now introduce reference problems. Let $w \in W^{1, p(\cdot)}\left(\Omega_{4 r}\right)$ be the weak solution of

$$
\left\{\begin{align*}
\operatorname{div} \mathbf{a}(D w, x) & =0 \tag{4.1.22}
\end{align*} \quad \text { in } \quad \Omega_{4 r},\right.
$$

where $u \in W_{0}^{1, p(\cdot)}(\Omega)$ is the weak solution of (4.0.2). Using $w-u \in W_{0}^{1, p(\cdot)}\left(\Omega_{4 r}\right)$ as a test function in (4.1.22), we find

$$
\begin{equation*}
\int_{\Omega_{4 r}}|D w|^{p(x)} d x \leq c_{3} \int_{\Omega_{4 r}}\left[|D u|^{p(x)}+1\right] d x \tag{4.1.23}
\end{equation*}
$$

for some $c_{3}=c_{3}\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}\right)>1$. Then we have from (4.1.11) that

$$
\begin{equation*}
\int_{\Omega_{4 r}}\left[|D w|^{p(x)}+1\right] d x \leq c_{3}\left(\int_{\Omega}\left[|D u|^{p(x)}+1\right] d x+1\right) \leq c_{0} c_{3} M \tag{4.1.24}
\end{equation*}
$$

From now on, we let

$$
\begin{equation*}
M_{1}=c_{0} c_{3} M \tag{4.1.25}
\end{equation*}
$$

and suppose that $R_{0}>0$ satisfies (4.1.15) with (4.1.25).
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Then, applying Lemma 4.1.10 to $u=w$ and $F=0$, it follows that $|D w|^{p(\cdot)} \in L^{\left(1+\sigma_{0}\right)}\left(\Omega_{3 r}\right)$ with the estimate

$$
\begin{equation*}
f_{\Omega_{3 r}}|D w|^{p(x)(1+\sigma)} d x \leq c\left\{\left(f_{\Omega_{4 r}}|D w|^{p(x)} d x\right)^{(1+\sigma)}+1\right\} \tag{4.1.26}
\end{equation*}
$$

for all $\sigma \leq \sigma_{0}$. We further assume that $R_{0}$ satisfies

$$
\begin{equation*}
p_{2}-p_{1} \leq \omega(8 r) \leq \omega\left(2 R_{0}\right) \leq \frac{\sigma_{0}}{4} \tag{4.1.27}
\end{equation*}
$$

Then for $x \in \Omega_{4 r}$ we see that

$$
\begin{equation*}
p_{2} \leq p(x)\left(1+\frac{p_{2}-p_{1}}{\gamma_{1}}\right) \leq p(x)(1+\omega(8 r)) \leq p(x)\left(1+\frac{\sigma_{0}}{4}\right) \tag{4.1.28}
\end{equation*}
$$

and that, from (4.1.20),

$$
\begin{align*}
p_{2}\left(1+\frac{\sigma_{0}}{4}\right) & \leq\left(p(x)+p_{2}-p_{1}\right)\left(1+\frac{\sigma_{0}}{4}\right) \leq p(x)\left(1+\frac{\sigma_{0}}{4}\right)+\left(p_{2}-p_{1}\right) \gamma_{1} \\
& \leq p(x)\left(1+\frac{\sigma_{0}}{4}+\left(p_{2}-p_{1}\right)\right) \leq p(x)\left(1+\frac{\sigma_{0}}{4}+\omega(8 r)\right) \\
& \leq p(x)\left(1+\frac{\sigma_{0}}{2}\right) \tag{4.1.29}
\end{align*}
$$

Therefore, it follows from (4.1.26) and (4.1.28) that $w \in W^{1, p_{2}}\left(\Omega_{3 r}\right)$ with the estimate

$$
\begin{aligned}
f_{\Omega_{3 r}}|D w|^{p^{2}} d x & \leq f_{\Omega_{3 r}}|D w|^{p(x)(1+\omega(8 r))} d x+1 \\
& \leq c\left\{\left(f_{\Omega_{4 r}}|D w|^{p(x)} d x\right)^{1+\omega(8 r)}+1\right\}
\end{aligned}
$$

We note from (4.1.15) that $8 r \leq 2 R_{0} \leq R$ and $M_{1} \leq \frac{1}{8 r}$. Then (4.1.5), (4.1.21) and (4.1.24) imply that

$$
\begin{align*}
\left(f_{\Omega_{4 r}}|D w|^{p(x)} d x\right)^{\omega(8 r)} & \leq\left(\frac{1}{\left|B_{4+}^{+}\right|} M_{1}\right)^{\omega(8 r)} \leq c\left(\frac{1}{8 r}\right)^{(n+1) \omega(8 r)} \\
& \leq c e^{(n+1) \delta} \leq c \tag{4.1.30}
\end{align*}
$$
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which yields

$$
\begin{equation*}
f_{\Omega_{3 r}}|D w|^{p_{2}} d x \leq c\left(f_{\Omega_{4 r}}|D w|^{p(x)} d x+1\right) \tag{4.1.31}
\end{equation*}
$$

Additionally, we also have from (4.1.26), (4.1.29) and (4.1.30) that

$$
\begin{align*}
f_{\Omega_{3 r}}|D w|^{p_{2}\left(1+\frac{\sigma_{0}}{4}\right)} d x & \leq f_{\Omega_{3 r}}|D w|^{p(x)\left(1+\frac{\sigma_{0}}{4}+\omega(8 r)\right)} d x+1 \\
& \leq c\left\{\left(f_{\Omega_{4 r}}|D w|^{p(x)} d x\right)^{1+\frac{\sigma_{0}}{4}+\omega(8 r)}+1\right\} \\
& \leq c\left\{\left(f_{\Omega_{4 r}}|D w|^{p(x)} d x\right)^{1+\frac{\sigma_{0}}{4}}+1\right\} \tag{4.1.32}
\end{align*}
$$

We next define $\mathbf{b}=\mathbf{b}(\xi, x): \mathbb{R}^{n} \times \Omega_{4 r} \rightarrow \mathbb{R}^{n}$ by

$$
\begin{equation*}
\mathbf{b}(\xi, x)=\mathbf{a}(\xi, x)\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p_{2}-p(x)}{2}} . \tag{4.1.33}
\end{equation*}
$$

Then one can check that $\mathbf{b}$ satisfies

$$
\left\{\begin{align*}
\left(\mu^{2}+|\xi|^{2}\right)^{\frac{1}{2}}\left|D_{\xi} \mathbf{b}(\xi, x)\right|+|\mathbf{b}(\xi, x)| & \leq 3 \Lambda\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p_{2}-1}{2}}  \tag{4.1.34}\\
\left\langle D_{\xi} \mathbf{b}(\xi, x) \eta, \eta\right\rangle & \geq \frac{\nu}{2}\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p_{2}-2}{2}}|\eta|^{2}
\end{align*}\right.
$$

for all $\xi, \eta \in \mathbb{R}^{n}$ and all $x \in \Omega_{4 r}$, provided that

$$
\begin{equation*}
p_{2}-p_{1} \leq \omega(8 r) \leq \omega\left(2 R_{0}\right) \leq \min \left\{1, \frac{\nu}{2 \Lambda}\right\} . \tag{4.1.35}
\end{equation*}
$$

Indeed, it follows from (4.0.3) and (4.1.47) that

$$
\begin{equation*}
|\mathbf{b}(\xi, x)| \leq \Lambda\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p_{2}-1}{2}} . \tag{4.1.36}
\end{equation*}
$$

A direct computation yields

$$
\begin{align*}
D_{\xi}(\mathbf{b}(\xi, x))= & \left(p_{2}-p(x)\right)\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p_{2}-p(x)}{2}-1} \xi \otimes \mathbf{a}(\xi, x) \\
& +\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p_{2}-p(x)}{2}} D_{\xi}(\mathbf{a}(\xi, x)) . \tag{4.1.37}
\end{align*}
$$

Then it follows from (4.0.3), (4.1.37) and (4.1.35) that

$$
\begin{aligned}
&\left|D_{\xi}(\mathbf{b}(\xi, x))\right| \leq\left(p_{2}-p_{1}\right)\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p_{2}-p(x)}{2}}-1 \\
& \mathbf{a}(\xi, x)||\xi| \\
&+\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p_{2}-p(x)}{2}}\left|D_{\xi}(\mathbf{a}(\xi, x))\right| \\
& \leq \Lambda\left(p_{2}-p_{1}+1\right)\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p_{2}-2}{2}} \leq 2 \Lambda\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p_{2}-2}{2}}
\end{aligned}
$$
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$$
\left.\left.\begin{array}{rl}
\left\langle D_{\xi} \mathbf{b}(\xi, x) \eta, \eta\right\rangle= & \left(p_{2}-p(x)\right)\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p_{2}-p(x)}{2}}-1
\end{array} \xi \otimes \mathbf{a}(\xi, x) \eta, \eta\right\rangle\right)=\begin{aligned}
& +\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p_{2}-p(x)}{2}}\left\langle D_{\xi}(\mathbf{a}(\xi, x)) \eta, \eta\right\rangle \\
\geq & -\left(p_{2}-p_{1}\right)\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p_{2}-p(x)}{2}}-1|\mathbf{a}(\xi, x)\|\xi\| \eta|^{2} \\
& +\nu\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p_{2}-p(x)}{2}}\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p(x)-2}{2}}|\eta|^{2} \\
\geq & {\left[\nu-\left(p_{2}-p_{1}\right) \Lambda\right]\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p_{2}-2}{2}}|\eta|^{2} } \\
\geq & \frac{\nu}{2}\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p_{2}-2}{2}}|\eta|^{2} .
\end{aligned}
$$

We next denote $\overline{\mathbf{b}}=\overline{\mathbf{b}}(\xi): \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ by the integral average of $\mathbf{b}(\cdot, \xi)$ on $B_{4 r}^{+}$such that

$$
\overline{\mathbf{b}}(\xi)=f_{B_{4 r}^{+}} \mathbf{b}(\xi, x) d x
$$

Then $\overline{\mathbf{b}}$ also satisfies the growth and elliptic conditions (4.1.34) with $\mathbf{b}(\xi, x)$ replaced by $\overline{\mathbf{b}}(\xi)$. Moreover, from a direct calculation we deduce that

$$
\begin{equation*}
\sup _{\xi \in \mathbb{R}^{n}} \frac{|\mathbf{b}(\xi, x)-\overline{\mathbf{b}}(\xi)|}{\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p_{2}-1}{2}}}=\theta\left(\mathbf{a}, B_{4 r}^{+}\right)(x), \tag{4.1.38}
\end{equation*}
$$

where $\theta$ is defined in Definition 4.1.2.
Let $v \in W^{1, p(\cdot)}\left(\Omega_{3 r}\right)$ be the weak solution of

$$
\left\{\begin{array}{rll}
\operatorname{div} \overline{\mathbf{b}}(D v) & =0 & \text { in } \quad \Omega_{3 r}  \tag{4.1.39}\\
v & =w \quad \text { on } \quad \partial \Omega_{3 r}
\end{array}\right.
$$

where $w$ is the weak solution of (4.1.22) which belongs to $W^{1, p_{2}}\left(\Omega_{3 r}\right)$, see (4.1.26). Then it follows from the standard energy estimate that

$$
\begin{equation*}
f_{\Omega_{3 r}}|D v|^{p_{2}} d x \leq c\left(f_{\Omega_{3 r}}|D w|^{p_{2}} d x+1\right) . \tag{4.1.40}
\end{equation*}
$$

Lemma 4.1.12. Let $R_{0}>0$ satisfy (4.1.15), (4.1.27), (4.1.35) with (4.1.25). Fix any $\lambda>1$ and any $r \leq \frac{R_{0}}{4}$. Suppose that $\Omega_{4 r}$ satisfies (4.1.21). Then, for any $0<\epsilon<1$, there exists $\delta=\delta\left(n, \Lambda, \nu, \gamma_{1}, \gamma_{2}, \epsilon\right)>0$ such that if $(p(\cdot), \mathbf{a}, \Omega)$ is $(\delta, R)$-vanishing, $u \in W_{0}^{1, p(\cdot)}(\Omega), w \in W^{1, p(\cdot)}\left(\Omega_{4 r}\right) \cap W^{1, p_{2}}\left(\Omega_{3 r}\right)$
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and $v \in W^{1, p_{2}}\left(\Omega_{3 r}\right)$ are the weak solutions of (4.0.2), (4.1.22) and (4.1.39), respectively, with

$$
\begin{equation*}
f_{\Omega_{4 r}}|D u|^{p(x)} d x \leq \lambda \quad \text { and } \quad f_{\Omega_{4 r}}|F|^{p(x)} d x \leq \delta \lambda \tag{4.1.41}
\end{equation*}
$$

then we have

$$
\begin{equation*}
f_{\Omega_{4 r}}|D w|^{p(x)} d x+f_{\Omega_{3 r}}|D v|^{p_{2}} d x+f_{\Omega_{3 r}}|D w|^{p_{2}} d x \leq c \lambda, \tag{4.1.42}
\end{equation*}
$$

for some $c=c\left(n, \Lambda, \nu, \gamma_{1}, \gamma_{2}\right)>0$,

$$
\begin{equation*}
f_{\Omega_{4 r}}|D u-D w|^{p(x)} d x \leq \epsilon \lambda \quad \text { and } \quad \int_{\Omega_{3 r}}|D w-D v|^{p_{2}} d x \leq \epsilon \lambda . \tag{4.1.43}
\end{equation*}
$$

Proof. In what follows, we will write $\kappa_{i}, i=1,2,3,4,5$, as any number in $(0,1)$ and $c\left(\kappa_{i}\right)$ as any constant depending only on $n, \nu, \Lambda, \gamma_{1}, \gamma_{2}$ and $\kappa_{i}$. Note that since $8 r \leq 2 R_{0} \leq R$, we know from (4.1.5) and (4.1.7) that

$$
\begin{equation*}
\omega(8 r) \log \left(\frac{1}{8 r}\right) \leq \delta \text { and } f_{B_{4 r}^{+}} \theta\left(\mathbf{a}, B_{4 r}^{+}\right)(x) d x \leq 4 \delta . \tag{4.1.44}
\end{equation*}
$$

The estimate (4.1.42) directly follows from (4.1.23), (4.1.31), (4.1.40) and (4.1.41). We first derive the first inequality in (4.1.43). Since $u-w \in$ $W_{0}^{1, p(\cdot)}\left(\Omega_{4 r}\right)$, we have from the equations (4.0.2) and (4.1.22) that

$$
\begin{equation*}
\left.f_{\Omega_{4 r}}\langle\mathbf{a}(D u, x)-\mathbf{a}(D w, x), D u-D w\rangle d x=\left.f_{\Omega_{4 r}}\langle | F\right|^{p(x)-2} F, D u-D w\right\rangle d x . \tag{4.1.45}
\end{equation*}
$$

By Young's inequality, the right hand side of (4.1.45) is estimated by

$$
\left.\left.f_{\Omega_{4 r}}\langle | F\right|^{p(x)-2} F, D u-D w\right\rangle d x \leq \kappa_{1} f_{\Omega_{4 r}}|D u-D w|^{p(x)} d x+c\left(\kappa_{1}\right) f_{\Omega_{4 r}}|F|^{p(x)} d x
$$

Note that if $p(x) \geq 2$, then by (4.1.2) we have

$$
|D u-D w|^{p(x)} \leq c\langle\mathbf{a}(D u, x)-\mathbf{a}(D w, x), D u-D w\rangle,
$$
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$$
\begin{aligned}
|D u-D w|^{p(x)}= & \left(\mu^{2}+|D u|^{2}+|D w|^{2}\right)^{\frac{p(x)(2-p(x))}{4}} \\
& \quad \times\left(\mu^{2}+|D u|^{2}+|D w|^{2}\right)^{\frac{p(x)(p(x)-2)}{4}}|D u-D w|^{p(x)} \\
\leq & \kappa_{2}\left(\mu^{2}+|D u|^{2}+|D w|^{2}\right)^{\frac{p(x)}{2}} \\
& \quad+c\left(\kappa_{2}\right)\left(\mu^{2}+|D u|^{2}+|D w|^{2}\right)^{\frac{p(x)-2}{2}}|D u-D w|^{2} \\
\leq & \kappa_{2}\left(1+|D u|^{p(x)}+|D w|^{p(x)}\right) \\
& \quad c\left(\kappa_{2}\right)\langle\mathbf{a}(D u, x)-\mathbf{a}(D w, x), D u-D w\rangle .
\end{aligned}
$$

Hence, it follows that

$$
\begin{align*}
& f_{\Omega_{4 r}}|D u-D w|^{p(x)} d x \leq \kappa_{2} f_{\Omega_{4 r}}\left[1+|D u|^{p(x)}+|D w|^{p(x)}\right] d x \\
&+ c\left(\kappa_{2}\right) f_{\Omega_{4 r}}\langle\mathbf{a}(D u, x)-\mathbf{a}(D w, x), D u-D w\rangle d x \\
& \leq \kappa_{2} f_{\Omega_{4 r}}\left[1+|D u|^{p(x)}+|D w|^{p(x)}\right] d x \\
&+c\left(\kappa_{2}\right)\left(\kappa_{1} f_{\Omega_{4 r}}|D u-D w|^{p(x)} d x+c\left(\kappa_{1}\right) f_{\Omega_{4 r}}|F|^{p(x)} d x\right) . \tag{4.1.46}
\end{align*}
$$

Thus, (4.1.41) and (4.1.42) imply that
$f_{\Omega_{4 r}}|D u-D w|^{p(x)} d x \leq \kappa_{2} c_{4} \lambda+c\left(\kappa_{2}\right) \kappa_{1} f_{\Omega_{4 r}}|D u-D w|^{p(x)} d x+c\left(\kappa_{2}\right) c\left(\kappa_{1}\right) \delta \lambda$.
for some $c_{4}=c_{4}\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}\right)>0$. By choosing

$$
\kappa_{2}=\frac{\epsilon}{4 c_{4}}, \quad \kappa_{1}=\frac{1}{2 c\left(\kappa_{2}\right)} \quad \text { and } \quad \delta=\frac{\epsilon}{4 c\left(\kappa_{1}\right) c\left(\kappa_{2}\right)},
$$

we obtain the first inequality in (4.1.43).
We next derive the second inequality in (4.1.43). Since $w-v \in W_{0}^{1, p_{2}}\left(\Omega_{3 r}\right)$, in a similar way we have estimated (4.1.46), it follows from (4.1.22) and
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(4.1.39) that

$$
\begin{aligned}
& f_{\Omega_{3 r}}\langle\overline{\mathbf{b}}(D w)-\overline{\mathbf{b}}(D v), D w-D v\rangle d x \\
&= f_{\Omega_{3 r}}\langle\overline{\mathbf{b}}(D w)-\mathbf{b}(D w, x), D w-D v\rangle d x \\
&+\int_{\Omega_{3 r}}\langle\mathbf{b}(D w, x)-\mathbf{a}(D w, x), D w-D v\rangle d x \\
&= I_{1}+I_{2}
\end{aligned}
$$

and then

$$
\begin{align*}
f_{\Omega_{3 r}}|D w-D v|^{p_{2}} d x & \leq c_{5} \kappa_{3} \lambda+c\left(\kappa_{3}\right) f_{\Omega_{3 r}}\langle\overline{\mathbf{b}}(D w)-\overline{\mathbf{b}}(D v), D w-D v\rangle d x \\
& =c_{5} \kappa_{3} \lambda+c\left(\kappa_{3}\right)\left(I_{1}+I_{2}\right) \tag{4.1.47}
\end{align*}
$$

for some $c_{5}=c_{5}\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}\right)>0$.
We now estimate $I_{1}$ and $I_{2}$. By Young's inequality and (4.1.38),

$$
\begin{aligned}
\left|I_{1}\right| & \leq f_{\Omega_{3 r}}|\mathbf{b}(D w, x)-\overline{\mathbf{b}}(D w)||D w-D v| d x \\
& \leq f_{\Omega_{3 r}} \theta\left(\mathbf{a}, B_{4 r}^{+}\right)\left(\mu^{2}+|D w|^{2}\right)^{\frac{p_{2}-1}{2}}|D w-D v| d x \\
& \leq \kappa_{4} \int_{\Omega_{3 r}}|D w-D v|^{p_{2}} d x+c\left(\kappa_{4}\right) f_{\Omega_{3 r}} \theta^{\frac{p_{2}}{p_{2}-1}}(1+|D w|)^{p_{2}} d x .
\end{aligned}
$$

Using Hölder's inequality, (4.1.21), (4.1.32), (4.1.42) and (4.1.44),

$$
\begin{aligned}
& f_{\Omega_{3 r}} \theta^{\frac{p_{2}}{p_{2}-1}}(1+|D w|)^{p_{2}} d x \\
& \leq\left(f_{\Omega_{3 r}} \theta^{\frac{p_{2}}{p_{2}-1} \frac{1+\sigma_{0} / 4}{\sigma_{0} / 4}} d x\right)^{\frac{\sigma_{0} / 4}{1+\sigma_{0} / 4}}\left(f_{\Omega_{3 r}}(1+|D w|)^{p_{2}\left(1+\sigma_{0} / 4\right)} d x\right)^{\frac{1}{1+\sigma_{0} / 4}} \\
& \leq c\left(f_{B_{3 r}^{+}} \theta^{\frac{p_{2}}{p_{2}-1} \frac{1+\sigma_{0} / 4}{\sigma_{0} / 4}} d x+(2 \Lambda)^{\frac{p_{2}}{p_{2}-1} \frac{1+\sigma_{0} / 4}{\sigma_{0} / 4}} \frac{\left|\Omega_{3 r} \backslash B_{3 r}^{+}\right|}{\left|B_{3 r}^{+}\right|}\right)^{\frac{\sigma_{0} / 4}{1+\sigma_{0} / 4}} \lambda \\
& \leq c\left\{\left(\frac{4}{3}\right)^{n}(2 \Lambda)^{\frac{\gamma_{1}}{\gamma_{1}-1} \frac{1+\sigma_{0} / 4}{\sigma_{0} / 4}-1} f_{B_{4 r}^{+}} \theta d x+\delta\right\}^{\frac{\sigma_{0} / 4}{1+\sigma_{0} / 4}} \lambda \leq c \delta^{\frac{\sigma_{0}}{4+\sigma_{0}}} \lambda .
\end{aligned}
$$
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Thus, we obtain

$$
\begin{equation*}
\left|I_{1}\right| \leq \kappa_{4} f_{\Omega_{3 r}}|D w-D v|^{p_{2}} d x+c\left(\kappa_{4}\right) \delta^{\frac{\sigma_{0}}{4+\sigma_{0}}} \lambda . \tag{4.1.48}
\end{equation*}
$$

We next estimate $I_{2}$. We note from (4.0.3) and (4.1.38) that if $\mu^{2}+$ $|D w(x)|^{2}=0, \mu=|D w(x)|=0$, then $\mathbf{a}(D w(x), x)=\mathbf{b}(D w(x), x)=0$. Set $\tilde{\Omega}_{3 r}=\left\{x \in \Omega_{3 r}: \mu^{2}+|D w(x)|^{2}>0\right\}$. Then, by Young's inequality, we have

$$
\begin{aligned}
&\left|I_{2}\right| \leq \frac{1}{\left|\Omega_{3 r}\right|} \int_{\tilde{\Omega}_{3 r}}\left|\left(\mu^{2}+|D w|^{2}\right)^{\frac{p_{2}-p(x)}{2}}-1\right||\mathbf{a}(D w, x)||D w-D v| d x \\
& \leq \frac{1}{\left|\Omega_{3 r}\right|}\left(\kappa_{5} \int_{\tilde{\Omega}_{3 r}}|D w-D v|^{p_{2}} d x\right. \\
&\left.\quad+c\left(\kappa_{5}\right) \int_{\tilde{\Omega}_{3 r}}\left[\left|\left(\mu^{2}+|D w|^{2}\right)^{\frac{p_{2}-p(x)}{2}}-1\right||\mathbf{a}(D w, x)|\right]^{\frac{p_{2}}{p_{2}-1}} d x\right)
\end{aligned}
$$

For each $x \in \tilde{\Omega}_{3 r}$, in view of the Mean Value Theorem to $\left(\mu^{2}+|D w|^{2}\right)^{\frac{p_{2}-p(x)}{2} t}$, $t \in[0,1]$, we have

$$
\left(\mu^{2}+|D w|^{2}\right)^{\frac{p_{2}-p(x)}{2}}-1=\frac{p_{2}-p(x)}{2}\left(\mu^{2}+|D w|^{2}\right)^{t_{x} \frac{p_{2}-p(x)}{2}} \log \left(\mu^{2}+|D w|^{2}\right)
$$

for some $t_{x} \in(0,1)$, and so

$$
\begin{aligned}
& \left|\left(\mu^{2}+|D w|^{2}\right)^{\frac{p_{2}-p(x)}{2}}-1\right||\mathbf{a}(D w, x)| \\
& \quad \leq \frac{\omega(8 r)}{2} \Lambda\left(\mu^{2}+|D w|^{2}\right)^{\frac{t_{x}\left(p_{2}-p(x)\right)+p(x)-1}{2}}\left|\log \left(\mu^{2}+|D w|^{2}\right)\right|
\end{aligned}
$$

From a direct calculation, we know that $t^{\beta}|\log t| \leq \max \left\{\frac{1}{e \beta}, 2^{\beta} \log 2\right\}$ for all $t \in(0,2]$, where $\beta>0$. Hence, for $x \in \tilde{\Omega}_{3 r}$ with $|D w(x)| \leq 1$, we obtain

$$
\left|\left(\mu^{2}+|D w|^{2}\right)^{\frac{p_{2}-p(x)}{2}}-1\right||\mathbf{a}(D w, x)| \leq \frac{\omega(8 r) \Lambda}{2} \max \left\{\frac{2}{e\left(\gamma_{1}-1\right)}, 2^{\frac{\gamma_{2}-1}{2}} \log 2\right\} .
$$
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Thus,

$$
\begin{aligned}
\left|I_{2}\right| \leq & \kappa_{5} \int_{\Omega_{3 r}}|D w-D v|^{p_{2}} d x+c\left(\kappa_{5}\right) \frac{\omega(8 r)^{\frac{p_{2}}{p_{2}-1}}}{\left|\Omega_{3 r}\right|} \times \\
& \left(\left|\tilde{\Omega}_{3 r} \cap\{|D w| \leq 1\}\right|+\int_{\tilde{\Omega}_{3 r} \cap\{|D w|>1\}}|D w|^{p_{2}}[\log (e+|D w|)]^{\frac{p_{2}}{p_{2}-1}} d x\right) \\
\leq & \kappa_{5} f_{\Omega_{3 r}}|D w-D v|^{p_{2}} d x \\
& +c\left(\kappa_{5}\right) \omega(8 r)^{\frac{p_{2}}{p_{2}-1}}(\underbrace{\int_{\Omega_{3 r}}|D w|^{p_{2}}\left[\log \left(e+|D w|^{p_{2}}\right)\right]^{\frac{p_{2}}{p_{2}-1}} d x}_{I_{3}}+1) .
\end{aligned}
$$

To estimate $I_{3}$, we first apply the inequality $\log (e+a b) \leq \log (e+a)+\log (e+b)$, $a, b>0$, in order to get

$$
\begin{aligned}
& I_{3} \leq c\{ \\
& f_{\Omega_{3 r}}|D w|^{p_{2}}\left[\log \left(e+\frac{|D w|^{p_{2}}}{\left(|D w|^{p_{2}}\right)_{\Omega_{3 r}}}\right)\right]^{\frac{p_{2}}{p_{2}-1}} d x \\
&\left.+\int_{\Omega_{3 r}}|D w|^{p_{2}}\left[\log \left(e+\overline{\left(|D w|^{p_{2}}\right)_{\Omega_{3 r}}}\right)\right]^{\frac{p_{2}}{p_{2}-1}} d x\right\} \\
&= c\left(I_{4}+I_{5}\right) .
\end{aligned}
$$

Applying Lemma 2.3.6 to $f=|D w|^{p_{2}}, \beta=\frac{p_{2}}{p_{2}-1} \in\left[\frac{\gamma_{2}}{\gamma_{2}-1}, \frac{\gamma_{1}}{\gamma_{1}-1}\right]$ and $\sigma=1+\frac{\sigma_{0}}{4}$, and using (4.1.32) and (4.1.42), we find that

$$
I_{4} \leq c\left(f_{\Omega_{3 r}}|D w|^{p_{2}\left(1+\frac{\sigma_{0}}{4}\right)} d x\right)^{\frac{1}{1+\frac{\sigma_{0}}{4}}} \leq c \lambda .
$$

On the other hand, since $\frac{1}{8 r} \geq \frac{1}{2 R_{0}} \geq\left\{M_{1}, 2\right\}$ by (4.1.15), we obtain from (4.1.24) and (4.1.31) that

$$
\begin{aligned}
& \log \left(e+{\left.\left.\overline{\left(|D w|^{p_{2}}\right.}\right)_{\Omega_{3 r}}\right) \leq \log \left\{e+c\left(f_{\Omega_{3 r}}|D w|^{p(x)} d x+1\right)\right\}} \leq c\left\{\log \frac{1}{\left|\Omega_{3 r}\right|}+\log \left(1+\int_{\Omega_{3 r}}\left[|D w|^{p(x)}+1\right] d x\right)+1\right\}\right. \\
& \quad \leq c\left(\log \frac{1}{8 r}+\log \left(M_{1}\right)+1\right) \leq c \log \frac{1}{8 r}
\end{aligned}
$$
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which, together with (4.1.42), implies

$$
I_{5} \leq c\left(\log \frac{1}{8 r}\right)^{\frac{p_{2}}{p_{2}-1}} \lambda
$$

Consequently, from (4.1.44) we have the following estimate for $I_{2}$ :

$$
\begin{align*}
\left|I_{2}\right| & \leq \kappa_{5} f_{\Omega_{3 r}}|D w-D v|^{p_{2}} d x+c\left(\kappa_{5}\right)\left(\omega(8 r) \log \frac{1}{8 r}\right)^{\frac{p_{2}}{p_{2}-1}} \lambda \\
& \leq \kappa_{5} \int_{\Omega_{3 r}}|D w-D v|^{p_{2}} d x+c\left(\kappa_{5}\right) \delta^{\frac{\gamma_{2}}{\gamma_{2}-1}} \lambda . \tag{4.1.49}
\end{align*}
$$

Inserting (4.1.48) and (4.1.49) into (4.1.47), we have

$$
\begin{aligned}
f_{\Omega_{3 r}}|D w-D v|^{p_{2}} d x \leq c_{5} \kappa_{3} \lambda+c\left(\kappa_{3}\right) & \left(\kappa_{4} f_{\Omega_{3 r}}|D w-D v|^{p_{2}} d x+c\left(\kappa_{4}\right) \delta^{\frac{\sigma_{0}}{4+\sigma_{0}}} \lambda\right. \\
+ & \left.\kappa_{5} f_{\Omega_{3 r}}|D w-D v|^{p_{2}} d x+c\left(\kappa_{5}\right) \delta^{\frac{\gamma_{2}}{\gamma_{2}-1}} \lambda\right)
\end{aligned}
$$

Finally, choosing $\kappa_{3}=\frac{\epsilon}{9 c_{5}}, \kappa_{4}=\kappa_{5}=\frac{1}{3 c\left(\kappa_{3}\right)}$ and

$$
\delta \leq \min \left\{\left(\frac{\epsilon}{9 c\left(\kappa_{3}\right) c\left(\kappa_{4}\right)}\right)^{\frac{4+\sigma_{0}}{\sigma_{0}}},\left(\frac{\epsilon}{9 c\left(\kappa_{3}\right) c\left(\kappa_{5}\right)}\right)^{\frac{\gamma_{2}-1}{\gamma_{2}}}\right\}
$$

we get the second inequality in (4.1.43). This completes the proof.
Remark 4.1.13. In Lemma 4.1.12, the selection of $\delta$ is independent of $R_{0}$, the choices of $r \leq \frac{R_{0}}{4}$ and $\lambda>1$.

Lemma 4.1.14. For any $0<\epsilon<1$, there exists $\delta=\delta\left(\epsilon, n, \Lambda, \nu, p_{2}\right)$ such that if $\Omega_{4 r}$ satisfies (4.1.21) and if $v \in W^{1, p_{2}}\left(\Omega_{3 r}\right)$ is a weak solution of

$$
\left\{\begin{array}{rccc}
\operatorname{div} \overline{\mathbf{b}}(D v) & =0 \quad \text { in } \quad \Omega_{3 r} \\
v & =0 \quad \text { on } \quad \partial_{w} \Omega_{3 r}
\end{array}\right.
$$

with

$$
f_{\Omega_{3 r}}|D v|^{p_{2}} d x \leq \lambda,
$$
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then there exists a weak solution $\bar{v} \in W^{1, p_{2}}\left(B_{3 r}^{+}\right)$of

$$
\left\{\begin{array}{rcccc}
\operatorname{div} \overline{\mathbf{b}}(D \bar{v}) & =0 & \text { in } & B_{3 r}^{+},  \tag{4.1.50}\\
\bar{v} & = & 0 & \text { on } & T_{3 r},
\end{array}\right.
$$

with

$$
\begin{equation*}
f_{B_{3 r}^{+}}|D \bar{v}|^{p_{2}} d x \leq \lambda \tag{4.1.51}
\end{equation*}
$$

such that

$$
f_{\Omega_{2 r}}|D v-D \bar{v}|^{p_{2}} d x \leq \epsilon \lambda
$$

where $\bar{v}$ is extended by zero from $B_{2 r}^{+}$to $\Omega_{2 r}$ and $c=c\left(\epsilon, n, \Lambda, \nu, p_{2}\right)>0$.
Proof. We argue by contradiction. Suppose that there exists $\epsilon_{0}>0$ the following hold: for each $k=8,9,10, \ldots$ there exist $\Omega^{k}, v_{k} \in W^{1, p_{2}}\left(\Omega_{3 r}\right)$ such that

$$
B_{4 r}^{+} \subset \Omega_{4 r}^{k}(0) \subset B_{4 r} \cap\left\{x_{n}>-\frac{8}{k}\right\}
$$

$v_{k}$ is a weak solution to
with

$$
f_{\Omega_{3 r}^{k}}\left|D v_{k}\right|^{p_{2}} d x \leq 2 \lambda
$$

but

$$
\begin{equation*}
f_{B_{2 r}}\left|D v_{k}-D \bar{v}\right|^{p_{2}} d x>\epsilon_{0} \lambda, \tag{4.1.53}
\end{equation*}
$$

for every weak solution $\bar{v} \in W^{1, p_{2}}\left(B_{3 r}^{+}\right)$to (4.1.50) with (4.1.51). Here we extend $v_{k}($ resp. $\bar{v})$ by zero from $\Omega_{3 r}^{k}($ resp. $\bar{v})$ to $B_{3 r}$.

Since

$$
f_{B_{3 r}}\left|D v_{k}\right|^{p_{2}} d x \leq f_{\Omega_{3 r}^{k}}\left|D v_{k}\right|^{p_{2}} d x \leq \lambda,
$$

Poincaré's inequality implies that $\left\{v_{k}\right\}$ is bounded in $W^{1, p_{2}}\left(B_{3 r}\right)$ hence there exists $v_{0} \in W^{1, p_{2}}\left(B_{3 r}\right)$ such that

$$
\left\{\begin{array}{ccccc}
v_{k} & \rightarrow & v_{0} & \text { strongly in } & L^{p_{2}}\left(B_{3 r}\right) \\
D v_{k} & \rightharpoonup & D v_{0} & \text { weakly in } & L^{p_{2}}\left(B_{3 r}\right)
\end{array}\right\} \text { as } k \rightarrow \infty .
$$
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Note that since $v_{k} \equiv 0$ in $B_{3 r} \backslash \Omega_{3 r}^{k}$, we have $v_{0} \equiv 0$ in $B_{3 r} \cap\left\{x_{n}<0\right\}$, which implies that $v_{0}=0$ on $T_{3 r}$ in the trace sense and

$$
f_{B_{3 r}^{+}}\left|D v_{0}\right|^{p_{2}} d x \leq 2 f_{B_{3 r}}\left|D v_{0}\right|^{p_{2}} d x \leq 2 \liminf _{k \rightarrow \infty} f_{B_{3 r}}\left|D v_{k}\right|^{p_{2}} d x \leq 2 \lambda
$$

From the above result we see that $v_{0}$ is a weak solution to (4.1.50) with $\bar{v}$ replaced by $v_{0}$, see [50]. We next show that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} f_{B_{2 r}}\left(\mu^{2}+\left|D v_{k}\right|^{2}+\left|D v_{0}\right|^{2}\right)^{\frac{p_{2}-2}{2}}\left|D v_{k}-D v_{0}\right|^{2} d x=0 \tag{4.1.54}
\end{equation*}
$$

which implies

$$
\lim _{k \rightarrow \infty} \int_{B_{2 r}}\left|D v_{k}-D v_{0}\right|^{p_{2}} d x=0
$$

hence is a contradiction to (4.1.64). Let $\phi \in C_{0}^{\infty}\left(B_{3 r}\right)$ be a cut off function such that $\phi \equiv 1$ in $B_{2 r}$. Then, by the monotonicity of $\overline{\mathbf{b}}$ we have

$$
\begin{aligned}
& f_{B_{2 r}}\left(\mu^{2}+\left|D v_{k}\right|^{2}+\left|D v_{0}\right|^{2}\right)^{\frac{p_{2}-2}{2}}\left|D v_{k}-D v_{0}\right|^{2} d x \\
& \leq f_{B_{3 r}} \phi\left(\mu^{2}+\left|D v_{k}\right|^{2}+\left|D v_{0}\right|^{2}\right)^{\frac{p_{2}-2}{2}}\left|D v_{k}-D v_{0}\right|^{2} d x \\
& \leq c f_{B_{3 r}} \phi\left\langle\overline{\mathbf{b}}\left(D v_{k}\right)-\overline{\mathbf{b}}\left(D v_{0}\right), D\left(v_{k}-v_{0}\right)\right\rangle d x \\
& \leq c f_{\Omega_{3 r}^{k}}\left\langle\overline{\mathbf{b}}\left(D v_{k}\right), D\left(\phi\left(v_{k}-v_{0}\right)\right)\right\rangle d x+c f_{B_{3 r}}\left\langle\overline{\mathbf{b}}\left(D v_{0}\right), D\left(\phi\left(v_{k}-v_{0}\right)\right)\right\rangle d x \\
& \quad+c f_{B_{3 r}}\left|\overline{\mathbf{b}}\left(D v_{k}\right)-\overline{\mathbf{b}}\left(D v_{0}\right)\right||D \phi|\left|v_{k}-v_{0}\right| d x
\end{aligned}
$$

The first term on the right hand side is zero since $v_{k}$ is a weak solution to (4.1.52) and $\phi\left(v_{k}-v_{0}\right) \in W_{0}^{1, p_{2}}\left(\Omega_{3 r}^{k}\right)$. The second and third term on the right hand side go to zero as $k \rightarrow \infty$ since $D\left(\phi\left(v_{k}-v_{0}\right)\right)$ is weakly converge to zero in $L^{p_{2}}\left(B_{3 r}\right), \overline{\mathbf{b}}\left(v_{k}\right)$ and $\overline{\mathbf{b}}\left(v_{0}\right)$ are bounded in $L^{\frac{p_{2}}{p_{2}-1}}\left(B_{3 r}\right)$, and $v_{k}$ is strongly converge to $v_{k}$ in $L^{p_{2}}\left(B_{3 r}\right)$. Hence we obtain (4.1.54).

Furthermore, in view of $[45,46]$, we see that $D \bar{v} \in L^{\infty}\left(B_{r}^{+}\right)$with the following estimate

$$
\begin{equation*}
\|D \bar{v}\|_{L^{\infty}\left(\Omega_{r}\right)}^{p_{2}}=\|D \bar{v}\|_{L^{\infty}\left(B_{r}^{+}\right)}^{p_{2}} \leq c\left(f_{B_{2 r}^{+}}|D \bar{v}|^{p_{2}} d x+1\right) \leq c \lambda . \tag{4.1.55}
\end{equation*}
$$
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## Interior Comparison Estimates.

We derive similar comparison estimates on a interior region in the same way. Suppose that $R_{0}>0$ satisfies (4.1.15), (4.1.27) and (4.1.35) and fix any $r \leq \frac{R_{0}}{4}$ with $B_{4 r}(y)=\Omega_{4 r}(y) \subset \Omega$. Write

$$
p_{1}=\inf _{x \in B_{4 r}(y)} p(x) \text { and } p_{2}=\sup _{x \in B_{4 r}(y)} p(x)
$$

For the weak solution $u \in W_{0}^{1, p(\cdot)}(\Omega)$ of (4.0.2), let $w \in W^{1, p(\cdot)}\left(B_{4 r}(y)\right)$ be the weak solution of

$$
\left\{\begin{array}{rcccc}
\operatorname{div} \mathbf{a}(D w, x) & =0 & \text { in } & B_{4 r}(y)  \tag{4.1.56}\\
w & =u & \text { on } & \partial B_{4 r}(y) .
\end{array}\right.
$$

Then in a similar argument as in the boundary case, we have

$$
\int_{B_{4 r}(y)}\left[|D w|^{p(x)}+1\right] d x \leq M_{1}
$$

where $M_{1}$ is given by (4.1.25), and then $w \in W^{1, p_{2}}\left(B_{3 r}(y)\right)$. Let $v \in W^{1, p_{2}}\left(B_{3 r}(y)\right)$ be the weak solution of

$$
\left\{\begin{array}{rllc}
\operatorname{div} \overline{\mathbf{b}}(D v) & =0 & \text { in } & B_{3 r}(y)  \tag{4.1.57}\\
v & =w & \text { on } \quad \partial B_{3 r}(y) .
\end{array}\right.
$$

In the interior case, $\overline{\mathbf{b}}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is denoted by

$$
\overline{\mathbf{b}}(\xi)=f_{B_{4}(y)} \mathbf{b}(\xi, x) d x=f_{B_{4}(y)} \mathbf{a}(\xi, x)\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p_{2}-p(x)}{2}} d x
$$

Lemma 4.1.15. Let $R_{0}>0$ satisfy (4.1.15), (4.1.27), (4.1.35) with (4.1.25). Fix any $\lambda>1$ and any $r \leq \frac{R_{0}}{4}$ with $B_{4 r}(y) \subset \Omega$. Then, for any $0<\epsilon<$ 1, there exists $\delta=\delta\left(n, \Lambda, \nu, \gamma_{1}, \gamma_{2}, \epsilon\right)>0$ such that if $p(\cdot)$ and a satisfy the assumptions (1) and (2) in Definition 4.1.2, respectively, and if $u \in$ $W_{0}^{1, p(\cdot)}(\Omega), w \in W^{1, p(\cdot)}\left(B_{4 r}(y)\right) \cap W^{1, p_{2}}\left(B_{3 r}(y)\right)$ and $v \in W^{1, p_{2}}\left(B_{3 r}(y)\right)$ are the weak solutions of (4.0.2), (4.1.56) and (4.1.57), respectively, with

$$
f_{B_{4 r}(y)}|D u|^{p(x)} d x \leq \lambda, \quad f_{B_{4 r}(y)}|F|^{p(x)} d x \leq \delta \lambda
$$
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$$
f_{B_{4 r}(y)}|D w|^{p(x)} d x+f_{B_{3 r}(y)}|D w|^{p_{2}} d x+f_{B_{3 r}(y)}|D v|^{p_{2}} d x \leq c \lambda
$$

for some $c=c\left(n, \Lambda, \nu, \gamma_{1}, \gamma_{2}\right)>0$,

$$
\begin{equation*}
f_{B_{4 r}(y)}|D u-D w|^{p(x)} d x \leq \epsilon \lambda \quad \text { and } \quad f_{\Omega_{3 r}(y)}|D w-D v|^{p_{2}} d x \leq \epsilon \lambda . \tag{4.1.58}
\end{equation*}
$$

Proof. It is exactly same to the proof of Lemma 4.1.12.
Also, in view of $[45,46], D v \in L^{\infty}\left(B_{r}(y)\right)$ and we have

$$
\begin{equation*}
\|D v\|_{L^{\infty}\left(B_{r}(y)\right)}^{p_{2}} \leq c\left(f_{B_{3 r}(y)}|D v|^{p_{2}} d x+1\right) \leq c \lambda \tag{4.1.59}
\end{equation*}
$$

### 4.1.3 Proof of Theorem 4.1.6.

Suppose that $(p(\cdot), \mathbf{a}, \Omega)$ is $(\delta, R)$-vanishing. We first select $R_{0}>0$ to satisfy

$$
\left\{\begin{array}{l}
R_{0} \leq \min \left\{\frac{R}{2}, \frac{1}{4}, \frac{1}{2 M_{1}}\right\}  \tag{4.1.60}\\
\omega\left(2 R_{0}\right) \leq \min \left\{\sqrt{\frac{n+1}{n}}-1, \frac{\sigma_{0}}{4}, \frac{\nu}{2 \Lambda}, 1\right\}, \\
\rho\left(2 R_{0}\right) \leq \min \left\{\frac{\sigma_{0} \gamma_{3}}{8}, \frac{\sigma_{1} \gamma_{3}}{2}, \frac{\gamma_{3}^{2}}{4 \gamma_{4}}, \frac{\sigma_{1}}{2}, \frac{1}{2}\right\}
\end{array}\right.
$$

where $\sigma_{0}$ and $M_{1}$ are given by Lemma 4.1.10 with (4.1.20) and (4.1.25), respectively, and

$$
\begin{equation*}
\sigma_{1}:=\min \left\{\frac{\gamma_{3}-1}{2}, 1\right\} \tag{4.1.61}
\end{equation*}
$$

Note that $R_{0}$ satisfies that (4.1.15), (4.1.27) and (4.1.35). Fix any $x_{0} \in \Omega$ and any $R_{1} \leq \frac{R_{0}}{4}$ and consider $\Omega_{4 R_{1}}\left(x_{0}\right)$. For the sake of simplicity, we omit the center $x_{0}$ in our notations and write

$$
\begin{gathered}
q_{+}:=\sup _{x \in \Omega_{4 R_{1}}} q(x), \quad q_{-}:=\inf _{x \in \Omega_{4 R_{1}}} q(x), \\
\mathcal{M}[D u](x):=\mathcal{M}\left(|D u|^{p(\cdot) \frac{q(\cdot)}{q_{-}}} \chi_{\Omega_{2 R_{1}}}\right)(x)
\end{gathered}
$$
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and

$$
\mathcal{M}_{1+\sigma_{1}}[F](x):=\mathcal{M}_{1+\sigma_{1}}\left(\left[|F|^{p(\cdot) \frac{q(\cdot)}{q_{-}}}+1\right] \chi_{\Omega_{2 R_{1}}}\right)(x)
$$

where $\mathcal{M}, \mathcal{M}_{1+\sigma_{1}}$ are the Hardy-Littlewood maximal operators and $\chi_{\Omega_{2 R_{1}}}$ is the characteristic function on $\Omega_{2 R_{1}}$, namely, $\chi_{\Omega_{2 R_{1}}} \equiv 1$ on $\Omega_{2 R_{1}}$ and $\chi_{\Omega_{2 R_{1}}} \equiv 0$ otherwise. For $\epsilon \in(0,1)$ and $A>1$, we define

$$
\begin{equation*}
\lambda_{0}:=\frac{1}{\epsilon}\left\{f_{\Omega_{4 R_{1}}}|D u|^{p(x)} d x+\left(f_{\Omega_{4 R_{1}}}|F|^{p(x)\left(1+\sigma_{1}\right)} d x\right)^{\frac{1}{1+\sigma_{1}}}+1\right\} \tag{4.1.62}
\end{equation*}
$$

and supper-level sets : for $k=0,1,2, \ldots$

$$
\begin{gathered}
C_{k}:=\left\{x \in \Omega_{R_{1}}: \mathcal{M}[D u](x)>A^{k+1} \lambda_{0}\right\}, \\
D_{k}:=\left\{x \in \Omega_{R_{1}}: \mathcal{M}[D u](x)>A^{k} \lambda_{0}\right\} \cup\left\{x \in \Omega_{R_{1}}: \mathcal{M}_{1+\sigma_{1}}[F](x)>\delta A^{k} \lambda_{0}\right\} .
\end{gathered}
$$

Note that $\epsilon$ and $A$ will be determined later as universal constants depending only on data.

Lemma 4.1.16. There exists $A=A($ data $)>1$ such that

$$
\left|C_{k}\right| \leq \frac{\epsilon}{(63)^{n}}\left|\Omega_{R_{1}}\right|,
$$

for all $k=0,1,2, \ldots$.
Proof. Since $C_{k} \subset C_{0}$ for all $k=0,1,2, \ldots$, it suffices to show for the case $k=0$. By the weak type (1,1)-estimate, Proposition 2.3.3 (1), and (4.1.8),

$$
\left|C_{0}\right| \leq \frac{c}{A \lambda_{0}} \int_{\Omega_{2 R_{1}}}|D u|^{p(x)^{\frac{q(x)}{q}}} d x \leq \frac{c\left|\Omega_{R_{1}}\right|}{A \lambda_{0}}\left(f_{\Omega_{2 R_{1}}}|D u|^{p(x)\left(1+\rho\left(8 R_{1}\right)\right)} d x+1\right)
$$

Since $\rho\left(8 R_{1}\right) \leq \rho\left(2 R_{0}\right) \leq \sigma_{0}$ by (4.1.60), Lemma 4.1.10 with $2 \tilde{r}=r=4 R_{1} \leq$ $R_{0}$ implies

$$
\left|C_{0}\right| \leq \frac{c\left|\Omega_{R_{1}}\right|}{A \lambda_{0}}\left\{\left(f_{\Omega_{4 R_{1}}}|D u|^{p(x)} d x\right)^{1+\rho\left(8 R_{1}\right)}+f_{\Omega_{4 R_{1}}}|F|^{p(x)\left(1+\rho\left(8 R_{1}\right)\right)} d x+1\right\}
$$
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We note from (4.1.24) and (4.1.60) that $M \leq c_{0} M \leq M_{1}$ and $8 R_{1} \leq 2 R_{0} \leq$ $\min \left\{\frac{1}{2}, \frac{1}{M_{1}}\right\}$, then we see from (4.1.4), (4.1.8) and (4.1.10) that

$$
\begin{equation*}
\left(f_{\Omega_{4 R_{1}}}|D u|^{p(x)} d x\right)^{\rho\left(8 R_{1}\right)} \leq c \text { and }\left(f_{\Omega_{4 R_{1}}}|F|^{p(x)} d x\right)^{\rho\left(8 R_{1}\right)} \leq c \tag{4.1.63}
\end{equation*}
$$

Indeed,

$$
\begin{aligned}
\left(f_{\Omega_{4 R_{1}}}|D u|^{p(x)} d x\right)^{\rho\left(8 R_{1}\right)} & \leq c\left(\frac{1}{\left|\Omega_{4 R_{1}}\right|} c_{0} M\right)^{\rho\left(8 R_{1}\right)} \leq c\left(\frac{1}{8 R_{1}}\right)^{(n+1) \rho\left(8 R_{1}\right)} \\
& \leq c e^{(n+1) L_{q(\cdot)}} \leq c
\end{aligned}
$$

and the second estimate in (4.1.63) can be obtained in the same way.
Furthermore, since $\rho\left(8 R_{1}\right) \leq \rho\left(2 R_{0}\right) \leq \frac{\sigma_{1}}{2}$ by (4.1.60), Hölder's inequality and (4.1.63) imply that

$$
\begin{aligned}
& f_{\Omega_{4 R_{1}}}|F|^{p(x)\left(1+\rho\left(8 R_{1}\right)\right)} d x \leq f_{\Omega_{4 R_{1}}}|F|^{\frac{p(x)}{2}}|F|^{\frac{p(x)}{2}\left(1+2 \rho\left(8 R_{1}\right)\right)} d x \\
& \leq\left(f_{\Omega_{4 R_{1}}}|F|^{p(x)} d x\right)^{\frac{1}{2}}\left(f_{\Omega_{4 R_{1}}}|F|^{p(x)\left(1+2 \rho\left(8 R_{1}\right)\right)} d x\right)^{\frac{1}{2}} \\
& \leq c\left(f_{\Omega_{4 R_{1}}}|F|^{p(x)} d x\right)^{\frac{1-2 \rho\left(8 R_{1}\right)}{2}}\left(f_{\Omega_{4 R_{1}}}|F|^{p(x)\left(1+\sigma_{1}\right)} d x\right)^{\frac{1+2 \rho\left(8 R_{1}\right)}{2\left(1+\sigma_{1}\right)}} \\
& \leq c\left(f_{\Omega_{4 R_{1}}}|F|^{p(x)\left(1+\sigma_{1}\right)} d x\right)^{\frac{1}{1+\sigma_{1}}} .
\end{aligned}
$$

Consequently, we have

$$
\left|C_{0}\right| \leq \frac{c_{6}\left|\Omega_{R_{1}}\right|}{A \lambda_{0}}\left\{f_{\Omega_{4 R_{1}}}|D u|^{p(x)} d x+\left(f_{\Omega_{4 R_{1}}}|F|^{p(x)\left(1+\sigma_{1}\right)} d x\right)^{\frac{1}{1+\sigma_{1}}}+1\right\}
$$

for some $c_{6}=c_{6}($ data $)>0$. Applying (4.1.62), we finally obtain

$$
\left|C_{0}\right| \leq \frac{c_{6}}{A} \epsilon\left|\Omega_{R_{1}}\right| \leq \frac{\epsilon}{(63)^{n}}\left|\Omega_{R_{1}}\right|
$$

by taking large $A=A($ data $)>1$.
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 EXPONENT GROWTH IN NONSMOOTH DOMAINSLemma 4.1.17. There exist $A=A($ data $)>1$ and $\delta=\delta($ data, $\epsilon) \in\left(0, \frac{1}{8}\right)$ such that for any $y_{0} \in C_{k}$ and $r_{0} \leq \frac{R_{1}}{63}$ if

$$
\begin{equation*}
\left|C_{k} \cap B_{r_{0}}\left(y_{0}\right)\right|>\epsilon\left|B_{r_{0}}\left(y_{0}\right)\right|, \tag{4.1.64}
\end{equation*}
$$

then $B_{r_{0}}\left(y_{0}\right) \subset D_{k}$.
Proof. Since the proof is rather long, we divide it into four steps.
Step 1. We argue by contradiction. Suppose there exist $y_{0} \in C_{k}$ and $r_{0} \leq \frac{R_{1}}{63}$ such that (4.1.64) holds but

$$
\begin{equation*}
B_{r_{0}}\left(y_{0}\right) \not \subset D_{k} . \tag{4.1.65}
\end{equation*}
$$

We simply write

$$
\lambda_{k}=A^{k} \lambda_{0}
$$

From (4.1.65) we can find $y_{1} \in B_{r_{0}}\left(y_{0}\right)$ such that $y_{1} \notin D_{k}$, thus

$$
\begin{equation*}
f_{B_{r}\left(y_{1}\right)}|D u|^{p(x) \frac{q(x)}{q-}} \chi_{\Omega_{2 R_{1}}} d x \leq \lambda_{k} \tag{4.1.66}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(f_{B_{r}\left(y_{1}\right)}\left[|F|^{p(x) \frac{q(x)}{q_{-}}}+1\right]^{1+\sigma_{1}} \chi_{\Omega_{2 R_{1}}} d x\right)^{\frac{1}{1+\sigma_{1}}} \leq \delta \lambda_{k} \tag{4.1.67}
\end{equation*}
$$

for all $r>0$. We consider the two cases, the interior case $B_{9 r_{0}}\left(y_{1}\right) \subset \Omega$ and the boundary case $B_{9 r_{0}}\left(y_{1}\right) \not \subset \Omega$, separately.

Step 2. Let $B_{9 r_{0}}\left(y_{1}\right) \subset \Omega$. Since $9 r_{0} \leq 63 r_{0} \leq R_{1}$, we see that $B_{8 r_{0}}\left(y_{0}\right) \subset$ $B_{9 r_{0}}\left(y_{1}\right) \subset \Omega_{2 R_{1}}$. Set

$$
\begin{gathered}
p_{1}:=\inf _{x \in B_{8 r_{0}}\left(y_{0}\right)} p(x), \quad p_{2}:=\sup _{x \in B_{8 r_{0}}\left(y_{0}\right)} p(x) \\
q_{1}:=\inf _{x \in B_{8 r_{0}}\left(y_{0}\right)} q(x) \text { and } q_{2}:=\sup _{x \in B_{8 r_{0}}\left(y_{0}\right)} q(x) .
\end{gathered}
$$

We claim that

$$
\begin{equation*}
f_{B_{8 r_{0}}\left(y_{0}\right)}|D u|^{p(x)} d x \leq c_{a} \lambda_{k}^{\frac{q_{-}}{q_{2}}} \text { and } f_{B_{8 r_{0}}\left(y_{0}\right)}|F|^{p(x)} d x \leq c_{a} \delta^{\frac{\gamma_{3}}{\gamma_{4}}} \lambda_{k}^{\frac{q_{-}}{q_{2}}}, \tag{4.1.68}
\end{equation*}
$$
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 EXPONENT GROWTH IN NONSMOOTH DOMAINSfor some $c_{a}=c_{a}($ data $)>1$. Indeed, since $16 r_{0} \leq 2 R_{1} \leq 2 R_{0} \leq \min \left\{\frac{1}{2}, \frac{1}{M_{1}}\right\}$ by (4.1.60), in the same way we have estimated (4.1.63), we see that

$$
\left(f_{B_{8 r_{0}}\left(y_{0}\right)}|D u|^{p(x)} d x\right)^{\rho\left(16 r_{0}\right)} \leq c, \quad\left(f_{B_{8 r_{0}}\left(y_{0}\right)}|F|^{p(x)} d x\right)^{\rho\left(16 r_{0}\right)} \leq c
$$

Then Jensen's inequality, (4.1.66) and (4.1.67) imply that

$$
\begin{aligned}
& f_{B_{8 r_{0}}\left(y_{0}\right)}|D u|^{p(x)} d x=\left(f_{B_{8 r_{0}}\left(y_{0}\right)}|D u|^{p(x)} d x\right)^{\frac{q_{2}-q_{1}}{q_{2}}}\left(f_{B_{8 r_{0}}\left(y_{0}\right)}|D u|^{p(x)} d x\right)^{\frac{q_{1}}{q_{2}}} \\
& \leq\left(f_{B_{8 r_{0}}\left(y_{0}\right)}|D u|^{p(x)} d x+1\right)^{\frac{\rho\left(16 r_{0}\right)}{\gamma_{3}}}\left(f_{B_{8 r_{0}\left(y_{0}\right)}}|D u|^{p(x) \frac{q_{1}}{q_{-}}} d x\right)^{\frac{q_{-}}{q_{2}}} \\
& \leq c\left(f_{B_{9_{r_{0}}\left(y_{1}\right)}}|D u|^{p(x) \frac{q(x)}{q_{-}}} d x+1\right)^{\frac{q_{-}}{q_{2}}} \leq c \lambda_{k}^{\frac{q_{-}}{q_{2}}}
\end{aligned}
$$

and

$$
\begin{aligned}
f_{B_{8 r_{0}}\left(y_{0}\right)}|F|^{p(x)} d x & \leq c\left(f_{B_{9_{0}}\left(y_{1}\right)}\left[|F|^{p(x) \frac{q(x)}{q_{-}}}+1\right] d x\right)^{\frac{q_{-}}{q_{2}}} \\
& \leq c\left(f_{B_{9 r_{0}}\left(y_{1}\right)}\left[|F|^{p(x) \frac{q(x)}{q_{-}}}+1\right]^{1+\sigma_{1}} d x\right)^{\frac{1}{1+\sigma_{1}} \frac{q_{-}}{q_{2}}} \leq c \delta^{\frac{\gamma_{3}}{\gamma_{4}}} \lambda_{k}^{\frac{q_{-}}{q_{2}}}
\end{aligned}
$$

Applying Lemma 4.1.15 and (4.1.59) with $\lambda, r, \epsilon$ and $\delta$ replaced by $c_{a} \lambda_{k}^{\frac{q_{-}}{q_{2}}}, 2 r_{0}, \eta$ and $\delta^{\frac{\gamma_{3}}{\gamma_{4}}}$, respectively, we can find $\delta=\delta($ data, $\eta)$ such that

$$
\begin{gathered}
f_{B_{4 r_{0}}\left(y_{0}\right)}|D w|^{p(x)} d x \leq c \lambda_{k}^{\frac{q_{-}}{q_{2}}} \\
f_{B_{2 r_{0}}\left(y_{0}\right)}|D u-D w|^{p(x)} d x \leq \eta \lambda_{k}^{\frac{q_{-}}{q_{2}}}, \quad \int_{B_{2 r_{0}\left(y_{0}\right)}}|D w-D v|^{p_{2}} d x \leq \eta \lambda_{k}^{\frac{q_{-}}{q_{2}}}
\end{gathered}
$$

and

$$
\|D v\|_{L^{\infty}\left(B_{2 r_{0}}\left(y_{0}\right)\right)} \leq c \lambda_{k}^{\frac{q-}{q_{2}} \frac{1}{p_{2}}}
$$

## CHAPTER 4. NONLINEAR ELLIPTIC EQUATIONS WITH VARIABLE EXPONENT GROWTH IN NONSMOOTH DOMAINS

for some $c=c($ data $)>0$, where $w$ and $v$ are the weak solutions of (4.1.56) and (4.1.57) with $r=2 r_{0}$, respectively. Using the above results we can derive that

$$
\begin{equation*}
f_{B_{2 r_{0}}\left(y_{0}\right)}|D u-D v|^{p(x) \frac{q(x)}{q_{-}}} d x \leq \tilde{c}_{a} \eta^{\frac{1}{4}} \lambda_{k} \tag{4.1.69}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\||D v|^{p(\cdot) \frac{q(\cdot)}{q-}}\right\|_{L^{\infty}\left(B_{2 r_{0}}\left(y_{0}\right)\right)} \leq \tilde{c}_{a} \lambda_{k} \tag{4.1.70}
\end{equation*}
$$

for some $\tilde{c}_{a}=\tilde{c}_{a}($ data $)>1$. Since we need some technical computations to derive (4.1.69) and (4.1.70), we will show it later in Step 4.

We now estimate $\left|C_{k} \cap B_{r_{0}}\left(y_{0}\right)\right|$. We assert that if

$$
\begin{equation*}
A \geq \max \left\{2^{\frac{\gamma_{2} \gamma_{4}}{\gamma_{3}}-1}\left(1+\tilde{c}_{a}\right), 3^{n}\right\} \tag{4.1.71}
\end{equation*}
$$

then

$$
\begin{equation*}
C_{k} \cap B_{r_{0}}\left(y_{0}\right) \subset\left\{x \in B_{r_{0}}\left(y_{0}\right): \mathcal{M}^{*}[D u-D v](x)>\lambda_{k}\right\} . \tag{4.1.72}
\end{equation*}
$$

Indeed, let $y \in C_{k} \cap B_{r_{0}}\left(y_{0}\right)$. If $r<r_{0}$ we know that $B_{r}(y) \subset B_{2 r_{0}}\left(y_{0}\right)$. From the elementary inequality $(a+b)^{p} \leq 2^{p-1}\left(a^{p}+b^{p}\right), a, b>0$ and $p>1$, we have

$$
|D u(x)|^{p(x) \frac{q(x)}{q_{-}}} \leq 2^{p(x) \frac{q(x)}{q_{-}}-1}\left(|D u(x)-D v(x)|^{p(x) \frac{q(x)}{q_{-}}}+|D v(x)|^{p(x) \frac{q(x)}{q_{-}}}\right),
$$

for almost every $x \in B_{r}(y)$. Integrating both sides on $B_{r}(y)$ and using (4.1.70), we obtain

$$
\begin{equation*}
f_{B_{r}(y)}|D u|^{p(x) \frac{q(x)}{q_{-}}} d x \leq 2^{\frac{\gamma_{2} \gamma_{4}}{\gamma_{3}}-1}\left(\mathcal{M}^{*}[u-v](y)+\tilde{c}_{a} \lambda_{k}\right), \tag{4.1.73}
\end{equation*}
$$

where

$$
\mathcal{M}^{*}[D u-D v](y):=\mathcal{M}\left(|D u-D v|^{p(\cdot) \frac{q(\cdot)}{q_{-}}} \chi_{B_{2 r_{0}}\left(y_{0}\right)}\right)(y) .
$$

On the other hand, if $r \geq r_{0}$ we know that $B_{r}(y) \subset B_{2 r}\left(y_{0}\right) \subset B_{3 r}\left(y_{1}\right)$. Then, we have from (4.1.66) that

$$
\begin{equation*}
f_{B_{r}(y)}|D u|^{p(x) \frac{q(x)}{q_{-}}} d x \leq 3^{n} f_{B_{3 r}\left(y_{1}\right)}|D u|^{p(x) \frac{q(x)}{q_{-}}} d x \leq 3^{n} \lambda_{k} . \tag{4.1.74}
\end{equation*}
$$
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Therefore (4.1.73) and (4.1.74) imply that

$$
\mathcal{M}[D u](y) \leq \max \left\{2^{\frac{\gamma_{4}}{\gamma_{3}} \gamma_{2}-1}\left(\mathcal{M}^{*}[D u-D v](y)+\tilde{c}_{a} \lambda_{k}\right), 3^{n} \lambda_{k}\right\}
$$

Since $A \lambda_{k}=\lambda_{k+1}$ and $C_{k}=\left\{x \in \Omega_{R_{1}}: \mathcal{M}[D u](x)>\lambda_{k+1}\right\}$, we easily check that (4.1.71) implies (4.1.72).

In view of the weak type $(1,1)$ estimate, Proposition 2.3.3 (1), and (4.1.69), we finally obtain from (4.1.72) that

$$
\left|C_{k} \cap B_{r_{0}}\left(y_{0}\right)\right| \leq \frac{c}{\lambda_{k}} \int_{B_{2 r_{0}}\left(y_{0}\right)}|D u-D v|^{p(x) \frac{q(x)}{q_{-}}} d x \leq c_{7} \eta^{\frac{1}{4}}\left|B_{r_{0}}\left(y_{0}\right)\right|
$$

for some $c_{7}=c_{7}($ data $)>0$. By taking sufficiently small $\eta=\eta($ data,$\epsilon)>0$, hence $\delta=\delta($ data,$\epsilon)>0$ is also determined, we have

$$
\left|C_{k} \cap B_{r_{0}}\left(y_{0}\right)\right| \leq \epsilon\left|B_{r_{0}}\left(y_{0}\right)\right|,
$$

which is the contradiction to (4.1.64).
Step 3. Let $B_{9 r_{0}}\left(y_{1}\right) \not \subset \Omega$. Since $63 r_{0} \leq R_{1} \leq \frac{R_{0}}{4} \leq \frac{R}{8}$, from the assumption (3) in Definition 4.1.2, one can find coordinate system, denoted by still $x=$ $\left(x_{1}, \ldots, x_{n}\right)$ variables, such that

$$
\begin{equation*}
B_{52 r_{0}}^{+} \subset \Omega_{52 r_{0}}(0) \subset B_{52 r_{0}}(0) \cap\left\{x_{n}>-104 \delta R_{0}\right\} \tag{4.1.75}
\end{equation*}
$$

Then, in this new coordinate system, we have $\left|y_{1}\right| \leq 10 r_{0}$ and so

$$
\begin{equation*}
\Omega_{2 r_{0}}\left(y_{0}\right) \subset \Omega_{3 r_{0}}\left(y_{1}\right) \subset \Omega_{13 r_{0}}(0), \quad \Omega_{52 r_{0}}(0) \subset \Omega_{62 r_{0}}\left(y_{1}\right) \subset \Omega_{R_{1}}\left(y_{0}\right) \subset \Omega_{2 R_{1}} \tag{4.1.76}
\end{equation*}
$$

Set

$$
\begin{gathered}
p_{1}:=\inf _{x \in B_{52 r_{0}}(0)} q(x), \quad p_{2}:=\sup _{x \in B_{52 r_{0}}(0)} p(x), \\
q_{1}:=\inf _{x \in B_{52 r_{0}}(0)} q(x) \text { and } q_{2}:=\sup _{x \in B_{52 r_{0}}(0)} q(x) .
\end{gathered}
$$

In a similar way we have estimated (4.1.68), we infer from (4.1.10), (4.1.66), (4.1.67), (4.1.75) and (4.1.76) that

$$
f_{\Omega_{52 r_{0}}(0)}|D u|^{p(x)} d x \leq c_{b} \lambda_{k}^{\frac{q_{-}}{q_{2}}} \text { and } f_{\Omega_{52 r_{0}}(0)}|F|^{p(x)} d x \leq c_{b} \delta^{\frac{3}{4}} \lambda_{k}^{\frac{q_{-}}{q_{2}}},
$$
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for some $c_{b}=c_{b}($ data $)>1$. Therefore, Applying Lemma 4.1.12, Lemma 4.1.14 and (4.1.55) with $\lambda, r, \epsilon$ and $\delta$ replaced by $c_{b} \lambda_{k}^{\frac{q_{-}}{q_{2}}}, 13 r_{0}, \eta$ and $\delta^{\frac{\gamma_{3}}{\gamma_{4}}}$, we can find $\delta=\delta($ data, $\eta)$ and $\bar{v} \in W^{1, \infty}\left(\Omega_{13 r_{0}}\right)$ such that

$$
\begin{gather*}
f_{\Omega_{52 r_{0}}(0)}|D w|^{p(x)} d x \leq c \lambda_{k}^{\frac{q_{-}}{q_{2}}}  \tag{4.1.77}\\
f_{\Omega_{13 r_{0}}(0)}|D u-D w|^{p(x)} d x \leq \eta \lambda_{k}^{\frac{q_{-}}{q_{2}}}, f_{\Omega_{13 r_{0}}(0)}|D w-D \bar{v}|^{p_{2}} d x \leq \eta \lambda_{k}^{\frac{q_{-}}{q_{2}}} \tag{4.1.78}
\end{gather*}
$$

and

$$
\begin{equation*}
\|D \bar{v}\|_{L^{\infty}\left(\Omega_{13 r_{0}}(0)\right)} \leq c \lambda_{k}^{\frac{q_{-}}{q_{2}} \frac{1}{p_{2}}} \tag{4.1.79}
\end{equation*}
$$

for some $c=c($ data $)>0$, where $w$ is the weak solutions of (4.1.22) with $r=13 r_{0}$. Using the above results we can derive that

$$
\begin{equation*}
f_{\Omega_{13 r_{0}}(0)}|D u-D v|^{p(x) \frac{q(x)}{q_{-}}} d x \leq \tilde{c}_{b} \eta^{\frac{1}{4}} \lambda_{k} \tag{4.1.80}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\||D v|^{p(\cdot) \frac{q(\cdot)}{q_{-}}}\right\|_{L^{\infty}\left(\Omega_{13 r_{0}}(0)\right)} \leq \tilde{c}_{b} \lambda_{k} \tag{4.1.81}
\end{equation*}
$$

for some $\tilde{c}_{b}=\tilde{c}_{b}($ data $)>1$. We will also show (4.1.80) and (4.1.81) in Step 4.

Proceeding as in Step 2, it follows from (4.1.66) and (4.1.81) that

$$
C_{k} \cap \Omega_{r_{0}}\left(y_{0}\right) \subset\left\{y \in \Omega_{r_{0}}\left(y_{0}\right): \mathcal{M}^{*}[D u-D \bar{v}](y)>\lambda_{k}\right\},
$$

by selecting sufficiently large $A=A(d a t a)>1$. Here we write

$$
\mathcal{M}^{*}[D u-D \bar{v}](y):=\mathcal{M}\left(|D u-D \bar{v}|^{p(\cdot) \frac{q(\cdot)}{q_{-}}} \chi_{\Omega_{2 r_{0}}\left(y_{0}\right)}\right)(y) .
$$

Therefore, in view of the weak type $(1,1)$ estimate, Proposition 2.3.3 (1), (4.1.75) and (4.1.80) we obtain

$$
\begin{aligned}
\left|C_{k} \cap B_{r_{0}}\left(y_{0}\right)\right| & =\left|\left\{y \in \Omega_{r_{0}}\left(y_{0}\right): \mathcal{M}^{*}[D u-D \bar{v}](y)>\lambda_{k}\right\}\right| \\
& \leq \frac{c}{\lambda_{k}} \int_{\Omega_{2 r_{0}}\left(y_{0}\right)}|D u-D \bar{v}|^{p(x) \frac{q(x)}{(x-}} d x \\
& \leq \frac{c\left|B_{r_{0}}\right|}{\lambda_{k}} \int_{\Omega_{13 r_{0}}(0)}|D u-D \bar{v}|^{p(x) \frac{q(x)}{q_{-}}} d x \leq c_{8} \eta^{\frac{1}{4}}\left|B_{r_{0}}\left(y_{0}\right)\right|
\end{aligned}
$$
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for some $c_{8}=c_{8}($ data $)>0$. By choosing $\eta=\eta($ data,$\epsilon)>0$ sufficiently small, hence $\delta=\delta($ data, $\epsilon)>0$ is also determined, we have

$$
\left|C_{k} \cap B_{r_{0}}\left(y_{0}\right)\right| \leq \epsilon\left|B_{r_{0}}\left(y_{0}\right)\right|,
$$

which is the contradiction to (4.1.64).
Step 4. It remains to derive the estimates (4.1.69) and (4.1.70) in Step 2 and (4.1.80) and (4.1.81) in Step 3. We only prove the estimates (4.1.80) and (4.1.81). The estimates (4.1.69) and (4.1.70) can be obtained in the same way. In this step, for the sake of simplicity, we write $\Omega_{13 j r_{0}}=\Omega_{13 j r_{0}}(0), j=1,2$.

Note that the estimate (4.1.81) directly follows from (4.1.79). We now derive (4.1.80). Since $104 r_{0} \leq 2 R_{0} \leq \min \left\{\frac{1}{2}, \frac{1}{M_{1}}\right\}$ by (4.1.60), in a similar way we have estimated (4.1.30) and (4.1.63), one can find that

$$
\begin{equation*}
\left(f_{\Omega_{52 r_{0}}}\left[|D u|^{p(x)}+|D w|^{p(x)}\right] d x\right)^{\rho\left(104 r_{0}\right)} \leq c \tag{4.1.82}
\end{equation*}
$$

By Hölder's inequality, we have

$$
\begin{align*}
& f_{\Omega_{13 r_{0}}}|D u-D w|^{p(x) \frac{q(x)}{q-}} d x=f_{\Omega_{13 r_{0}}}|D u-D w|^{\frac{p(x)}{2}+p(x)\left(\frac{q(x)}{q-}-\frac{1}{2}\right)} d x \\
\leq & \left(f_{\Omega_{13 r_{0}}}|D u-D w|^{p(x)} d x\right)^{\frac{1}{2}}\left(f_{\Omega_{13 r_{0}}}|D u-D w|^{p(x)\left(2 \frac{q(x)}{q-}-1\right)} d x\right)^{\frac{1}{2}} \tag{4.1.83}
\end{align*}
$$

Applying (4.1.78) and (4.1.82), the first term on the right-hand side of (4.1.83) is estimated by

$$
\begin{aligned}
& \left(f_{\Omega_{13 r_{0}}}|D u-D w|^{p(x)} d x\right)^{\frac{1}{2}} \\
& =\left(f_{\Omega_{13 r_{0}}}|D u-D w|^{p(x)} d x\right)^{\frac{1}{2}-\frac{q_{2}}{q_{-}-\frac{q_{2}-q_{1}}{q_{1}}}}\left(f_{\Omega_{13 r_{0}}}|D u-D w|^{p(x)} d x\right)^{\frac{q_{2}}{q_{-}-\frac{q_{2}-q_{1}}{q_{1}}}} \\
& \leq c\left(\eta \lambda_{k}^{\frac{q_{-}}{q_{2}}}\right)^{\frac{1}{2}-\frac{q_{2}}{q_{-}-\frac{q_{2}-q_{1}}{q_{1}}}}\left(f_{\Omega_{52 r_{0}}}\left[|D u|^{p(x)}+|D w|^{p(x)}\right] d x+1\right)^{\frac{\gamma_{4} \rho}{\gamma_{3}} \rho\left(104 r_{0}\right)} \\
& \leq c \eta^{\frac{1}{2}-\frac{q_{2}}{q_{-}} \frac{q_{2}-q_{1}}{q_{1}}} \lambda_{k}^{\frac{1}{2} \frac{q_{-}-q_{2}-q_{1}}{q_{2}}-\frac{q_{1}}{q_{1}}} \leq c \eta^{\frac{1}{4}} \lambda_{k}^{\frac{1}{2} \frac{q_{-}-q_{2}-q_{1}}{q_{2}}-\frac{q_{1}}{q_{1}}} .
\end{aligned}
$$
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 EXPONENT GROWTH IN NONSMOOTH DOMAINSFor the last inequality, we have used the fact $\frac{q_{2}}{q_{-}} \frac{q_{2}-q_{1}}{q_{1}} \leq \frac{\gamma_{4}}{\gamma_{3}^{2}} \rho\left(104 r_{0}\right) \leq$ $\frac{\gamma_{4}}{\gamma_{3}^{2}} \rho\left(2 R_{0}\right) \leq \frac{1}{4}$ which is obtained by (4.1.60).

We next estimate the second term on the right-hand side of (4.1.83). We note from (4.1.60) that $\rho\left(8 R_{1}\right) \leq \rho\left(2 R_{0}\right) \leq \min \left\{\frac{\gamma_{3}}{2} \sigma_{0}, \frac{\gamma_{3}}{8} \sigma_{1}\right\}$, and so

$$
2 \frac{q_{2}}{q_{-}}-1 \leq 1+2 \frac{q_{+}-q_{-}}{q_{-}} \leq 1+2 \frac{\rho\left(8 R_{1}\right)}{\gamma_{3}} \leq \min \left\{1+\frac{\sigma_{0}}{4}, 1+\sigma_{1}\right\}
$$

Then, applying Lemma 4.1.10 to $u$ and $w$ and Hölder's inequality, we obtain from (4.1.67), (4.1.68), (4.1.75) and (4.1.77) that

$$
\begin{aligned}
& f_{\Omega_{13 r_{0}}}|D u-D w|^{p(x)\left(2 \frac{q(x)}{q_{-}}-1\right)} d x \\
& \leq c\left(f_{\Omega_{13 r_{0}}}\left[|D u|^{p(x)\left(2 \frac{q_{2}}{q_{-}}-1\right)}+|D w|^{p(x)\left(2 \frac{q_{2}}{q_{-}}-1\right)}\right] d x+1\right) \\
& \leq c\left\{\left(f_{\Omega_{26 r_{0}}}|D u|^{p(x)}+|D w|^{p(x)} d x\right)^{2 \frac{q_{2}}{q_{-}}-1}+f_{\Omega_{26 r_{0}}}|F|^{p(x)\left(2 \frac{q_{2}}{q_{-}}-1\right)} d x+1\right\} \\
& \leq c\left\{\lambda_{k}^{2-\frac{q_{-}}{q_{2}}}+\left(f_{\Omega_{36 r_{0}}\left(y_{1}\right)}|F|^{p(x) \frac{q_{1}}{q_{-}}\left(1+\sigma_{1}\right)} d x\right)^{\left.\frac{1}{1+\sigma_{1} \frac{q_{-}}{q_{1}}\left(2 \frac{q_{2}}{q_{-}}-1\right)}+1\right\}}\right. \\
& \leq c\left(\lambda_{k}^{2-\frac{q_{-}}{q_{2}}}+\lambda_{k}^{2 \frac{q_{2}}{q_{1}}-\frac{q_{-}}{q_{1}}}+1\right) .
\end{aligned}
$$

Therefore, we conclude

$$
\begin{align*}
f_{\Omega_{13 r_{0}}}|D u-D w|^{p(x) \frac{q(x)}{q_{-}}} d x & \leq c \epsilon^{\frac{1}{4}} \lambda_{k}^{\frac{1}{2} \frac{q_{-}-\frac{q_{2}-q_{1}}{q_{1}}}{q_{1}}}\left(\lambda_{k}^{1-\frac{1}{2} \frac{q_{-}}{q_{2}}}+\lambda_{k}^{\frac{q_{2}}{q_{1}}-\frac{1}{2} \frac{q_{-}}{q_{1}}}+1\right) \\
& =c \epsilon^{\frac{1}{4}}\left(\lambda_{k}^{1-\frac{q_{2}-q_{1}}{q_{1}}}+\lambda_{k}^{1-\frac{1}{2} \frac{q_{-}}{q_{1}}+\frac{1}{2} \frac{q_{-}}{q_{2}}}+\lambda_{k}^{\frac{1}{2} \frac{q_{-}-\frac{q_{2}-q_{1}}{q_{2}}}{q_{1}}}\right) \\
& \leq c \epsilon^{\frac{1}{4}} \lambda_{k} . \tag{4.1.84}
\end{align*}
$$
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On the other hand, we obtain from Hölder's inequality and (4.1.78) that

$$
\begin{align*}
& f_{\Omega_{13 r_{0}}}|D w-D \bar{v}|^{p(x) \frac{q(x)}{q_{-}}} d x \\
& \leq\left(f_{\Omega_{13 r_{0}}}|D w-D \bar{v}|^{p_{2}} d x\right)^{\frac{1}{2}}\left(f_{\Omega_{13 r_{0}}}|D w-D \bar{v}|^{p_{2}\left(2 \frac{p(x)}{p_{2}} \frac{q(x)}{q_{-}}-1\right)} d x\right)^{\frac{1}{2}} \\
& \leq c\left(\eta \lambda^{\frac{q_{-}}{q_{2}}}\right)^{\frac{1}{2}}\left(f_{\Omega_{13 r_{0}}}\left[|D w|^{p_{2}\left(2 \frac{q_{2}}{q_{-}}-1\right)}+|D \bar{v}|^{p_{2}\left(2 \frac{q_{2}}{q_{-}}-1\right)}\right] d x+1\right)^{\frac{1}{2}} . \tag{4.1.85}
\end{align*}
$$

We know from (4.1.20) and (4.1.60) that $\rho\left(8 R_{1}\right) \leq \rho\left(2 R_{0}\right) \leq \frac{\gamma_{3} \sigma_{0}}{8} \leq \frac{\gamma_{3}\left(\gamma_{1}-1\right)}{2}$ and $\omega\left(104 r_{0}\right) \leq \omega\left(2 R_{0}\right) \leq \frac{\sigma_{0}}{4}$, so that we find that

$$
\begin{aligned}
p_{2}\left(2 \frac{q_{2}}{q_{-}}-1\right) & \leq p(x)\left(2 \frac{q_{2}}{q_{-}}-1\right)+\left(p_{2}-p_{1}\right)\left(1+2 \frac{\rho\left(8 R_{1}\right)}{\gamma_{3}}\right) \\
& \leq p(x)\left(2 \frac{q_{2}}{q_{-}}-1\right)+\omega\left(104 r_{0}\right) \gamma_{1} \\
& \leq p(x)\left(2 \frac{q_{2}}{q_{-}}-1+\omega\left(104 r_{0}\right)\right) \leq p(x)\left(1+\frac{\sigma_{0}}{2}\right)
\end{aligned}
$$

Thus (4.1.26), (4.1.30), (4.1.75) and (4.1.77) imply that

$$
\begin{align*}
& f_{\Omega_{13 r_{0}}}|D w|^{p_{2}\left(2 \frac{q_{2}}{q_{-}}-1\right)} d x \leq f_{\Omega_{39 r_{0}}}|D w|^{p(x)\left(2 \frac{q_{2}}{q_{-}}-1+\omega\left(104 r_{0}\right)\right)} d x+1 \\
& \leq c\left\{\left(f_{\Omega_{52 r_{0}}}|D w|^{p(x)} d x\right)^{2 \frac{q_{2}}{q_{-}}-1+\omega\left(104 r_{0}\right)}+1\right\} \\
& \leq c\left\{\left(f_{\Omega_{52 r_{0}}}|D w|^{p(x)} d x\right)^{2 \frac{q_{2}}{q_{-}}-1}+1\right\} \leq c \lambda_{k}^{2-\frac{q_{-}}{q_{2}}} \tag{4.1.86}
\end{align*}
$$

Also, we have from (4.1.79) that

$$
\begin{equation*}
f_{\Omega_{13 r_{0}}}|D \bar{v}|^{p_{2}\left(2 \frac{q_{2}}{q_{-}}-1\right)} d x \leq c \lambda_{k}^{2-\frac{q_{-}}{q_{2}}} \tag{4.1.87}
\end{equation*}
$$

Inserting (4.1.86) and (4.1.87) into (4.1.85), we obtain

$$
\begin{equation*}
f_{\Omega_{13 r_{0}}}|D w-D \bar{v}|^{p(x) \frac{q(x)}{q_{-}}} d x \leq c\left(\eta \lambda^{\frac{q_{-}}{q_{2}}}\right)^{\frac{1}{2}}\left(\lambda_{k}^{2-\frac{q_{-}}{q_{2}}}\right)^{\frac{1}{2}} \leq c \eta^{\frac{1}{2}} \lambda_{k} \tag{4.1.88}
\end{equation*}
$$
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In view of Lemma 2.3.4, Lemma 4.1.16 and Lemma 4.1.17, we finally have the following power decay estimate.

Lemma 4.1.18. There exist $A=A(d a t a)>1$ and $\delta=\delta(d a t a, \epsilon) \in\left(0, \frac{1}{8}\right)$ such that

$$
\left|C_{k}\right| \leq \epsilon\left(\frac{80}{7}\right)^{n}\left|D_{k}\right|, \quad k=0,1,2, \ldots
$$

Moreover, by an iteration argument we have

$$
\begin{align*}
\left|\left\{x \in \Omega_{R_{1}}: \mathcal{M}[D u](x)>A^{k} \lambda_{0}\right\}\right| \leq \epsilon_{1}^{k}\left|\left\{x \in \Omega_{R_{1}}: \mathcal{M}[D u](x)>\lambda_{0}\right\}\right| \\
\quad+\sum_{i=1}^{k} \epsilon_{1}^{i}\left|\left\{x \in \Omega_{R_{1}}: \mathcal{M}_{1+\sigma_{1}}[F](x)>\delta A^{k-i} \lambda_{0}\right\}\right| \tag{4.1.89}
\end{align*}
$$

where $\epsilon_{1}=\epsilon\left(\frac{80}{7}\right)^{n}$.
Now, we prove the estimates in Theorem (4.1.6).
Local Estimates : Proof of (4.1.12).
Consider

$$
S:=\sum_{k=1}^{\infty} A^{k q_{-}}\left|\left\{x \in \Omega_{R}: \mathcal{M}[D u](x)>A^{k} \lambda_{0}\right\}\right|
$$

then according to (4.1.89),

$$
\begin{aligned}
S \leq & \sum_{k=1}^{\infty} A^{k q_{-}} \epsilon_{1}^{k}\left|\left\{x \in \Omega_{R_{1}}: \mathcal{M}[D u](x)>\lambda_{0}\right\}\right| \\
& +\sum_{k=1}^{\infty} A^{k q_{-}} \sum_{i=1}^{k} \epsilon_{1}^{i}\left|\left\{x \in \Omega_{R_{1}}: \mathcal{M}_{1+\sigma_{1}}[F](x)>\delta A^{k-i} \lambda_{0}\right\}\right| \\
\leq & \left|\Omega_{R_{1}}\right| \sum_{k=1}^{\infty}\left(A^{q_{-}} \epsilon_{1}\right)^{k} \\
& +\sum_{i=1}^{\infty}\left(A^{q_{-}} \epsilon_{1}\right)^{i} \sum_{k=i}^{\infty} A^{q-(k-i)}\left|\left\{x \in \Omega_{R_{1}}: \mathcal{M}_{1+\sigma_{1}}[F](x)>A^{k-i} \delta \lambda_{0}\right\}\right|
\end{aligned}
$$
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$$
\begin{aligned}
& \sum_{k=i}^{\infty} A^{q-(k-i)}\left|\left\{x \in \Omega_{R_{1}}: \mathcal{M}_{1+\sigma_{1}}[F](x)>A^{k-i} \delta \lambda_{0}\right\}\right| \\
& \leq\left|\Omega_{R_{1}}\right|+\frac{c}{\left(\delta \lambda_{0}\right)^{q_{-}}} \int_{\mathbb{R}^{n}}\left(\mathcal{M}_{1+\sigma_{1}}[F]\right)^{q_{-}} d x \\
& \leq\left|\Omega_{R_{1}}\right|+\frac{c}{\left(\delta \lambda_{0}\right)^{q_{-}}} \int_{\mathbb{R}^{n}}\left[\left(|F|^{p(x) \frac{q(x)}{q_{-}}}+1\right) \chi_{\Omega_{2 R}}\right]^{q_{-}} d x \\
& \leq\left|\Omega_{R_{1}}\right|+\frac{c}{\left(\delta \lambda_{0}\right)^{q_{-}}} \int_{\Omega_{2 R_{1}}}\left[|F|^{p(x) q(x)}+1\right] d x
\end{aligned}
$$

Thus

$$
S \leq c\left(\frac{1}{\delta^{\gamma_{4}} \lambda_{0}^{q-}} \int_{\Omega_{2 R_{1}}}\left[|F|^{p(x) q(x)}+1\right] d x+\left|\Omega_{R_{1}}\right|\right) \sum_{k=1}^{\infty}\left(A^{\gamma_{4}} \epsilon_{1}\right)^{k} .
$$

At this stage, we take $\epsilon=\epsilon($ data $)>0$ such that

$$
\epsilon\left(\frac{80}{7}\right)^{n} A^{\gamma_{4}}=\epsilon_{1} A^{\gamma_{4}}=\frac{1}{2}
$$

hence we also determine the constant $\delta$ depending only on data by Lemma 4.1.18. Consequently, we obtain

$$
\begin{equation*}
S \leq c\left(\frac{1}{\lambda_{0}^{q-}} \int_{\Omega_{2 R_{1}}}\left[|F|^{p(x) q(x)}+1\right] d x+\left|\Omega_{R_{1}}\right|\right) \tag{4.1.90}
\end{equation*}
$$

By Lemma 2.3.5, (4.1.62) and (4.1.90), we get

$$
\begin{aligned}
& \int_{\Omega_{R_{1}}}|D u|^{p(x) q(x)} d x \leq \int_{\Omega_{R_{1}}} \mathcal{M}[D u]^{q-} d x \leq c \lambda_{0}^{q-}\left(\left|\Omega_{R_{1}}\right|+S\right) \\
& \leq c\left(\left|\Omega_{R_{1}}\right| \lambda_{0}^{q-}+\int_{\Omega_{2 R_{1}}}\left[|F|^{p(x) q(x)}+1\right] d x\right) \\
& \leq c\left|\Omega_{R_{1}}\right|\left\{\left(f_{\Omega_{4 R_{1}}}|D u|^{p(x)} d x\right)^{q-}+\left(f_{\Omega_{4 R_{1}}}|F|^{p(x)\left(1+\sigma_{1}\right)} d x\right)^{\frac{q_{-}}{1-\sigma_{1}}}\right. \\
&\left.+f_{\Omega_{4 R_{1}}}|F|^{p(x) q(x)} d x+1\right\}
\end{aligned}
$$
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Since $1+\sigma_{1} \leq \gamma_{3} \leq q_{-}$by (4.1.61), we finally obtain

$$
f_{\Omega_{R_{1}}}|D u|^{p(x) q(x)} d x \leq c\left\{\left(f_{\Omega_{4 R_{1}}}|D u|^{p(x)} d x\right)^{q-}+f_{\Omega_{4 R_{1}}}|F|^{p(x) q(x)} d x+1\right\}
$$

for some $c=c($ data $)>0$, which is the desired estimate (4.1.12). Furthermore, we see from (4.1.25) and (4.1.60) that the above estimate holds for any $R_{1} \in$ ( $0, \frac{1}{c_{1} M}$ ] with

$$
\begin{equation*}
\frac{1}{c_{1}(\text { data } \omega(\cdot), \rho(\cdot), R)}:=\min \left\{\frac{R}{2}, \frac{1}{4}, \frac{\omega^{-1}\left(d_{1}\right)}{2}, \frac{\rho^{-1}\left(d_{2}\right)}{2}\right\} \frac{1}{8 c_{0} c_{3}}, \tag{4.1.91}
\end{equation*}
$$

where

$$
\begin{gathered}
d_{1}=\min \left\{\sqrt{\frac{n+1}{n}}-1, \frac{\sigma_{0}}{4}, \frac{\nu}{2 \Lambda}\right\}, \quad d_{2}=\min \left\{\frac{\sigma_{0} \gamma_{3}}{8}, \frac{\sigma_{1} \gamma_{3}}{2}, \frac{\gamma_{3}^{2}}{4 \gamma_{4}}, \frac{\sigma_{1}}{2}, \frac{1}{2}\right\} \\
\omega^{-1}(\theta):=\sup \{0<r<1: \omega(r) \leq \theta\} \text { and } \rho^{-1}(\theta):=\sup \{0<r<1: \rho(r) \leq \theta\},
\end{gathered}
$$

for $\theta>0$. Note that $\omega^{-1}$ and $\rho^{-1}$ are well defined since $\omega$ and $\rho$ are nondecreasing continuous functions with $\lim _{r \rightarrow 0+} \omega(r)=\lim _{r \rightarrow 0+} \rho(r)=0$.
Global Estimates : Proof of (4.1.13).
The estimates (4.1.13) can be obtained by using a standard covering argument with the local estimates (4.1.12). We first construct a covering of $\Omega$. Let $R_{1}=\frac{1}{c_{1} M}$ where $c_{1}$ is given by Theorem 4.1.6. Since $\bar{\Omega}$ is compact, we can find a finite covering which consists of balls centered in $\Omega$ with radius $\frac{R_{1}}{3}$. Then Vitali's covering lemma implies that there exists a disjoint set $\left\{B_{\frac{R_{1}}{3}}\left(y_{k}\right)\right\}_{k=1}^{N}, N \in \mathbb{N}$ and $y_{k} \in \Omega$ such that $\left\{B_{R_{1}}\left(y_{k}\right)\right\}_{k=1}^{N}$ covers $\bar{\Omega}$. Note that there exists $c(n)$ depending only on the dimension $n$ such that $\sum_{k=1}^{N} \int_{\Omega_{4 R_{1}}\left(y_{k}\right)} f d x \leq c(n) \int_{\Omega} f d x$.

Then, applying the estimate (4.1.12) with $x_{0}=y_{k}, k=1,2, \ldots, N$, we
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$$
\begin{aligned}
& \int_{\Omega}|D u|^{p(x) q(x)} d x \leq \sum_{k=1}^{N} \int_{\Omega_{R_{1}\left(y_{k}\right)}}|D u|^{p(x) q(x)} d x \\
& \leq \sum_{k=1}^{N} c\left\{R_{1}^{n}\left(f_{\Omega_{4 R_{1}\left(y_{k}\right)}}\left[|D u|^{p(x)}+1\right] d x\right)^{\gamma_{4}}\right. \\
& \left.\quad+\int_{\Omega_{4 R_{1}\left(y_{k}\right)}}\left[|F|^{p(x) q(x)}+1\right] d x\right\} \\
& \leq c\left\{R_{1}^{n\left(1-\gamma_{4}\right)}\left(\int_{\Omega}\left[|D u|^{p(x)}+1\right] d x\right)^{\gamma_{4}}+\int_{\Omega}\left[|F|^{p(x) q(x)}+1\right] d x\right\}
\end{aligned}
$$

Replacing $R_{1}$ by $\frac{1}{c_{1} M}$ and using (4.1.4) and Hölder's inequality, we finally obtain

$$
\begin{aligned}
\int_{\Omega} & |D u|^{p(x) q(x)} d x \\
& \leq c\left\{c_{1}^{n\left(\gamma_{4}-1\right)}\left(\int_{\Omega}\left[|F|^{p(x)}+1\right] d x\right)^{n\left(\gamma_{4}-1\right)+\gamma_{4}}+\int_{\Omega}\left[|F|^{p(x) q(x)}+1\right] d x+1\right\} \\
& \leq c\left\{|\Omega|^{\frac{\left(\gamma_{3}-1\right)\left(n\left(\gamma_{4}-1\right)+\gamma_{4}\right)}{\gamma_{3}}}\left(\int_{\Omega}\left[|F|^{p(x)}+1\right]^{\gamma_{3}} d x\right)^{\frac{n\left(\gamma_{4}-1\right)+\gamma_{4}}{\gamma_{3}}}\right. \\
& \left.+\int_{\Omega}\left[|F|^{p(x) q(x)}+1\right] d x+1\right\} \\
& \leq c\left(|\Omega|^{\frac{\left(\gamma_{3}-1\right)\left(n\left(\gamma_{4}-1\right)+\gamma_{4}\right)}{\gamma_{3}}}+1\right)\left(\int_{\Omega}\left[|F|^{p(x) q(x)}+1\right] d x+1\right)^{\frac{n\left(\gamma_{4}-1\right)+\gamma_{4}}{\gamma_{3}}} . \\
& =c_{2}\left(\int_{\Omega}\left[|F|^{p(x) q(x)}+1\right] d x+1\right)^{\frac{n\left(\gamma_{4}-1\right)+\gamma_{4}}{\gamma_{3}}},
\end{aligned}
$$

for some $c_{2}=c_{2}(\operatorname{data}, \omega(\cdot), \rho(\cdot), R, \Omega)>0$. This completes the proof of Theorem 4.1.6.

Before ending the chapter, we would like to mention two remarks.
Remark 4.1.19. If $p(\cdot)$ is a constant function, we can derive a natural estimate in terms of norms on $L^{p(\cdot) q(\cdot)}$-spaces. We first note that, when $p(x)=$
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$\gamma_{1}=\gamma_{2}=:$, the equation (4.0.2) has the following scaling property: for any $\alpha>0$ if we let

$$
\tilde{u}(x)=\frac{u(x)}{\alpha}, \quad \tilde{F}(x)=\frac{F(x)}{\alpha} \quad \text { and } \quad \tilde{\mathbf{a}}(\xi, x)=\frac{\mathbf{a}(\alpha \xi, x)}{\alpha^{p-1}},
$$

where $u \in W_{0}^{1, p}(\Omega)$ is the weak solution of (4.0.2), then we see that $\tilde{\mathbf{a}}$ satisfies (4.0.3) and (4.0.4) with $\mathbf{a}, p(x)$ and $\mu$ replaced by $\tilde{\mathbf{a}}, p$ and $\tilde{\mu}:=\frac{\mu}{\alpha}$, respectively, ( $\tilde{\mathbf{a}}, p, \Omega)$ is $(\delta, R)$-vanishing, Definition 4.1.2 with $\mu$ replaced by $\tilde{\mu}$, and $\tilde{u} \in W_{0}^{1, p}(\Omega)$ is the unique weak solution of

$$
\left\{\begin{array}{rlrc}
\operatorname{div} \tilde{\mathbf{a}}(D \tilde{u}, x) & =\operatorname{div}\left(|\tilde{F}|^{p-2} \tilde{F}\right) & & \text { in }  \tag{4.1.92}\\
\tilde{u} & =0 & & \text { on } \\
& \partial \Omega .
\end{array}\right.
$$

Set

$$
\alpha=\|F\|_{L^{p q(\cdot)}\left(\Omega, \mathbb{R}^{n}\right)}+\mu
$$

(without loss of generality we assume $\|F\|_{L^{p q(\cdot)(\Omega)}}>0$ ). Then we know $0 \leq$ $\tilde{\mu} \leq 1$ and $\|F\|_{L^{p q(\cdot)}(\Omega)} \leq 1$. From the following fact

$$
\begin{equation*}
\min _{\gamma \in\left\{p \gamma_{3}, p \gamma_{4}\right\}}\left(\int_{\Omega}|\mathbf{f}|^{p q(x)} d x\right)^{\frac{1}{\gamma}} \leq\|\mathbf{f}\|_{L^{p q(\cdot)}\left(\Omega, \mathbb{R}^{n}\right)} \leq \max _{\gamma \in\left\{p \gamma_{3}, p \gamma_{4}\right\}}\left(\int_{\Omega}|\mathbf{f}|^{p q(x)} d x\right)^{\frac{1}{\gamma}}, \tag{4.1.93}
\end{equation*}
$$

see lemma 3.2.5 in [25], we have $\int_{\Omega}|F|^{p q(x)} d x \leq 1$. Consequently, applying Theorem 4.1.6 to the equation (4.1.92), we obtain

$$
\int_{\Omega}|D \tilde{u}|^{p q(x)} d x \leq c,
$$

for some constant $c=c\left(n, \nu, \Lambda, p, \gamma_{3}, \gamma_{4}, L_{q(\cdot)}, \rho(\cdot), R, \Omega\right)>1$. Note that all the constants and estimates in Theorem 4.1.6 are independent of the choice of $\mu \in[0,1]$. Consequently, by (4.1.93) we have

$$
\|D \tilde{u}\|_{L^{p q(\cdot)}\left(\Omega, \mathbb{R}^{n}\right)} \leq c^{\frac{1}{p \gamma_{3}}}
$$

equivalently,

$$
\|D u\|_{L^{p q(\cdot)}\left(\Omega, \mathbb{R}^{n}\right)} \leq c^{\frac{1}{p \gamma_{3}}}\left(\|F\|_{L^{p q(\cdot)}\left(\Omega, \mathbb{R}^{n}\right)}+\mu\right)
$$
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$$
\|u\|_{W^{1, p q(\cdot)}(\Omega)} \leq c\left(\|F\|_{L^{p q(\cdot)}\left(\Omega, \mathbb{R}^{n}\right)}+\mu\right),
$$

for some $c>0$ depending only on $n, \nu, \Lambda, p, \gamma_{3}, \gamma_{4}, L_{q(\cdot)}, \rho(\cdot), R$ and $\Omega$.
Remark 4.1.20. Theorem 4.1.6 can be extended to $p(\cdot)$-Laplace systems. Let $\mathbf{F}: \Omega \rightarrow \mathbb{R}^{n m}$ belong to $L^{p(\cdot)}\left(\Omega, \mathbb{R}^{n m}\right)$ and $a: \mathbb{R}^{n} \rightarrow \mathbb{R}$ satisfy

$$
0<\nu \leq a(x) \leq \Lambda<\infty
$$

Consider the unique weak solution $\mathbf{u} \in W_{0}^{1, p(\cdot)}\left(\Omega, \mathbb{R}^{m}\right)$ of the following $p(x)$ Laplace system

$$
\left\{\begin{array}{rlrc}
\operatorname{div}\left(a(x)|D \mathbf{u}|^{p(x)-2} D \mathbf{u}\right) & =\operatorname{div}\left(|\mathbf{F}|^{p(x)-2} \mathbf{F}\right) & & \text { in } \Omega  \tag{4.1.94}\\
\mathbf{u} & =0 & & \text { on } \partial \Omega .
\end{array}\right.
$$

Then, with the same spirit as in the (4.0.2), one can obtain the same result to Theorem 4.1.6 for (4.1.94), that is,

$$
\mathbf{F} \in L^{p(\cdot) q(\cdot)}\left(\Omega, \mathbb{R}^{n m}\right) \quad \Longrightarrow \quad D \mathbf{u} \in L^{p(\cdot) q(\cdot)}\left(\Omega, \mathbb{R}^{n m}\right)
$$

with the estimates (4.1.12) and (4.1.13) replaced $u$ and $F$ by $\mathbf{u}$ and $\mathbf{F}$, respectively, under the sufficiently small $\delta>0$. At that case, we denote by

$$
M=\int_{\Omega}\left[|\mathbf{F}|^{p(x)}+1\right] d x+1
$$

and the assumption (2) in Definition 4.1.2 is replaced by

$$
\sup _{y \in \mathbb{R}^{n}} \sup _{0<r \leq R_{0}} f_{B_{r}(y)}\left|a(x)-\bar{a}_{B_{r}(y)}\right| d x \leq \delta .
$$

### 4.2 Global gradient estimates for elliptic equations of $p(x)$-Laplacian type with BMO nonlinearity.

We consider the sepecial case of the result in Section 4.1 that the variable function $q(\cdot)$ is a constant, $q(\cdot) \equiv q$. In this case, we present a different proof.
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### 4.2.1 Main result.

We recall notations used in Section 4.1.1.
Theorem 4.2.1. [9] Let $u \in W_{0}^{1, p(\cdot)}(\Omega)$ be the weak solution of (4.0.2). Suppose that $|F|^{p(\cdot)} \in L^{q}(\Omega)$ for some $q \in(1, \infty)$. Then there exists $\tilde{\sigma}>0$ depending only on $n, \gamma_{1}, \gamma_{2}, \nu, \Lambda, q, \omega(\cdot), M$, such that the following holds: For every $\sigma \in(0, \tilde{\sigma})$, there exists $\delta=\delta\left(n, \gamma_{1}, \gamma_{2}, \nu, \Lambda, q\right)>0$ such that if $(\mathbf{a}, \Omega)$ is $(\delta, R)$-vanishing for some $R>0$ and $p(\cdot)$ satisfies

$$
\lim _{r \rightarrow 0} \omega(r) \log \left(\frac{1}{r}\right)=0
$$

then we have that $|D u|^{p(\cdot)} \in L^{q}(\Omega)$ with the estimates

$$
\left(\int_{\Omega}|D u|^{p(x) q} d x\right)^{1 / q} \leq c M^{\sigma}\left(\int_{\Omega}\left[|F|^{p(x) q}+1\right] d x\right)^{1 / q},
$$

where $c=c\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{1}, \omega(\cdot), R, q, \sigma, \Omega\right)$.

### 4.2.2 Proof of Theorem 4.2.1.

In this section let us fix any point $x_{0} \in \Omega$ and concentrate on the small region

$$
\Omega_{R_{0}}=\Omega_{R_{0}}\left(x_{0}\right)=\Omega \cap B_{R_{0}}\left(x_{0}\right),
$$

by assuming that

$$
\begin{equation*}
R_{0} \leq \min \left\{\frac{R}{2}, \frac{1}{4}, \frac{1}{2 M_{1}}\right\} \quad \text { and } \omega\left(2 R_{0}\right) \leq \sqrt{\frac{n+1}{n}}-1<1 \tag{4.2.1}
\end{equation*}
$$

## Covering argument.

We write

$$
\begin{equation*}
\lambda_{0}=f_{\Omega_{2 R_{0}}}\left[|D u|^{p(x)}+\frac{1}{\delta}|F|^{p(x)}\right] d x+1 \tag{4.2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
E(\lambda)=\left\{y \in \Omega_{R_{0}}:|D u(y)|^{p(y)}>\lambda\right\} \tag{4.2.3}
\end{equation*}
$$
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where $\lambda$ is any number satisfying

$$
\begin{equation*}
\lambda \geq\left(\frac{4800}{7}\right)^{n} \lambda_{0} \tag{4.2.4}
\end{equation*}
$$

where $\delta$ is to be determined later. Given a fixed point $y \in E(\lambda)$, we define a continuous function $G_{y}:\left(0, R_{0}\right] \rightarrow[0, \infty)$ by

$$
\begin{equation*}
G_{y}(\rho)=f_{\Omega_{\rho}(y)}\left[|D u|^{p(x)}+\frac{1}{\delta}|F|^{p(x)}\right] d x \tag{4.2.5}
\end{equation*}
$$

Then it follows from Lebesgue's theorem, (4.2.3) and (4.2.5) that

$$
\begin{equation*}
\lim _{\rho \rightarrow 0} G_{y}(\rho)=|D u(y)|^{p(y)}+\frac{1}{\delta}|F(y)|^{p(y)} \geq|D u(y)|^{p(y)}>\lambda \tag{4.2.6}
\end{equation*}
$$

for almost everywhere $y \in E(\lambda)$. On the other hand, from (4.1.8) and (4.2.4), for any $\rho \in\left[\frac{R_{0}}{150}, R_{0}\right]$

$$
\begin{align*}
G_{y}(\rho) & =f_{\Omega_{\rho}(y)}\left[|D u|^{p(x)}+\frac{1}{\delta}|F|^{p(x)}\right] d x \\
& \leq \frac{\left|\Omega_{2 R_{0}}\right|}{\left|\Omega_{\rho}(y)\right|} \cdot f_{\Omega_{2 R_{0}}}\left[|D u|^{p(x)}+\frac{1}{\delta}|F|^{p(x)}\right] d x \\
& \leq \frac{\left|B_{2 R_{0}}\right|}{\left|B_{\rho}(y)\right|} \frac{\left|B_{\rho}(y)\right|}{\left|\Omega_{\rho}(y)\right|} \lambda_{0}<\left(\frac{2 R_{0}}{\rho}\right)^{n}\left(\frac{16}{7}\right)^{n} \lambda_{0} \\
& \leq\left(\frac{4800}{7}\right)^{n} \lambda_{0} \leq \lambda . \tag{4.2.7}
\end{align*}
$$

Since $G_{y}$ is a continuous map, by (4.2.6) and (4.2.7), one can see that for almost every $y \in E(\lambda)$ there exists a number $\rho_{y} \in\left(0, \frac{R_{0}}{150}\right)$ such that

$$
G_{y}\left(\rho_{y}\right)=\lambda \text { and } G_{y}(\rho)<\lambda \text { for all } \rho \in\left(\rho_{y}, R_{0}\right] .
$$

Applying Vitali's covering Lemma, we obtain the following:
Lemma 4.2.2. Under the same notation and assumptions in (4.2.1)-(4.2.5), there exists a family of disjoint balls $\left\{\Omega_{\rho_{i}}\left(y_{i}\right)\right\}_{i=1}^{\infty}$ with $y_{i} \in E(\lambda)$ and $\rho_{i}=$ $\rho_{y_{i}} \in\left(0, \frac{R_{0}}{150}\right)$ such that

$$
\begin{equation*}
G_{y_{i}}\left(\rho_{i}\right)=\lambda \quad \text { and } \quad G_{y_{i}}(\rho)<\lambda \text { for all } \rho \in\left(\rho_{i}, R_{0}\right] . \tag{4.2.8}
\end{equation*}
$$

## CHAPTER 4. NONLINEAR ELLIPTIC EQUATIONS WITH VARIABLE EXPONENT GROWTH IN NONSMOOTH DOMAINS

and

$$
E(\lambda) \subset \bigcup_{i \geq 1} \Omega_{5 \rho_{i}}\left(y_{i}\right) \cup \text { negligible set. }
$$

We now focus on the points $y_{i} \in E(\lambda)$ and $\rho_{i} \in\left(0, \frac{R_{0}}{150}\right)$ selected in Lemma 4.2.2. In the following we concentrate our attention on $\Omega_{\rho_{i}}\left(y_{i}\right)$. Firstly, let us estimate $\left|\Omega_{\rho_{i}}\left(y_{i}\right)\right|$. According to (4.2.5) and (4.2.8),

$$
\begin{aligned}
\lambda\left|\Omega_{\rho_{i}}\left(y_{i}\right)\right|= & \int_{\Omega_{\rho_{i}}\left(y_{i}\right)}\left[|D u|^{p(x)}+\frac{1}{\delta}|F|^{p(x)}\right] d x \\
\leq & \int_{\left\{x \in \Omega_{\rho_{i}}\left(y_{i}\right):|D u(x)|^{p(x)}>\frac{\lambda}{4}\right\}}|D u(x)|^{p(x)} d x+\frac{\lambda}{4}\left|\Omega_{\rho_{i}}\left(y_{i}\right)\right| \\
& +\frac{1}{\delta} \int_{\left\{x \in \Omega_{\rho_{i}}\left(y_{i}\right):|F(x)|^{p(x)}>\frac{\delta \lambda}{4}\right\}}|F(x)|^{p(x)} d x+\frac{\lambda}{4}\left|\Omega_{\rho_{i}}\left(y_{i}\right)\right| .
\end{aligned}
$$

Consequently,

$$
\begin{equation*}
\left|\Omega_{\rho_{i}}\left(y_{i}\right)\right| \leq \frac{2}{\lambda}\left(\int_{\left\{x \in \Omega_{\rho_{i}}\left(y_{i}\right):|D u|^{p(x)}>\frac{\lambda}{4}\right\}}^{|D u|^{p(x)}} d x+\frac{1}{\delta} \int_{\left\{x \in \Omega_{\rho_{i}}\left(y_{i}\right):|F|^{p(x)}>\frac{\delta \lambda}{4}\right\}}|F|^{p(x)} d x\right) . \tag{4.2.9}
\end{equation*}
$$

Our next argument for comparison estimates depends on

$$
\text { whether } B_{20 \rho_{i}}\left(y_{i}\right) \subset \Omega \text {, or, } B_{20 \rho_{i}}\left(y_{i}\right) \cap \Omega \neq B_{20 \rho_{i}}\left(y_{i}\right) \text {. }
$$

The former is the interior case and the latter is the boundary case.
For the interior case, for simplicity, we use the following notation:

$$
\begin{equation*}
B_{i}^{0}=B_{\rho_{i}}\left(y_{i}\right)=\Omega_{\rho_{i}}\left(y_{i}\right), B_{i}^{j}=B_{5 j \rho_{i}}\left(y_{i}\right)=\Omega_{5 j \rho_{i}}\left(y_{i}\right), \quad j=1,2,3,4 . \tag{4.2.10}
\end{equation*}
$$

Note that $0<\rho_{i}<5 j \rho_{i} \leq 20 \rho_{i}<\frac{2 R}{15}$, to see from (4.2.5) and (4.2.8) that

$$
f_{B_{i}^{j}}\left[|D u|^{p(x)}+\frac{1}{\delta}|F|^{p(x)}\right] d x<\lambda .
$$

For the boundary case, one can find a boundary point $\overline{y_{i}}$ with

$$
\begin{equation*}
\overline{y_{i}} \in B_{20 \rho_{i}}\left(y_{i}\right) \cap \partial \Omega \text { and } \Omega_{5 \rho_{i}}\left(y_{i}\right) \subset \Omega_{25 \rho_{i}}\left(\overline{y_{i}}\right) . \tag{4.2.11}
\end{equation*}
$$
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Then from the $\left(\delta, R_{0}\right)$-Reifenberg flatness condition, see (3) of Definition 4.1.2 when $r=150 \rho_{i} \leq R \leq R_{0}$, there exists a new coordinate system in $z=z(i)=\left(z^{1}, \cdots, z^{n}\right)$-variables so that in this coordinate system,

$$
\left\{\begin{array}{l}
y_{i}=z_{i}, \overline{y_{i}}+125 \delta \rho_{i}(0, \cdots, 1) \text { is the origin, }  \tag{4.2.12}\\
B_{125 \rho_{i}}^{+} \subset \Omega_{125 \rho_{i}} \subset B_{125 \rho_{i}} \cap\left\{z^{n}>-250 \delta \rho_{i}\right\} .
\end{array}\right.
$$

We select $\delta$ so small, in order to get

$$
\begin{equation*}
\delta \leq \frac{1}{250} \tag{4.2.13}
\end{equation*}
$$

which assures that

$$
\begin{equation*}
\Omega_{5 p_{i}}\left(z_{i}\right) \subset \Omega_{25 \rho_{i}}(0) \tag{4.2.14}
\end{equation*}
$$

in this $z$-coordinate system.
We next write

$$
\begin{equation*}
\Omega_{i}^{0}=\Omega_{\rho_{i}}\left(z_{i}\right), \Omega_{i}^{j}=\Omega_{25 j \rho_{i}}(0), \quad j=1,2,3,4,5 \tag{4.2.15}
\end{equation*}
$$

and observe from (4.2.11)-(4.2.15) that

$$
\begin{equation*}
B_{i}^{j+}=B_{25 j \rho_{i}}^{+} \subset \Omega_{i}^{j} \subset B_{25 j \rho_{i}} \cap\left\{z^{n}>-250 \delta \rho_{i}\right\} \tag{4.2.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\Omega_{i}^{j} \subset \Omega_{125 \rho_{i}} \subset \Omega_{150 \rho_{i}}\left(z_{i}\right) . \tag{4.2.17}
\end{equation*}
$$

Then it follows from (4.2.15) and (4.2.17) that

$$
\begin{aligned}
f_{\Omega_{i}^{j}}\left[|D u(z)|^{p(z)}\right. & \left.+\frac{1}{\delta}|F(z)|^{p(z)}\right] d z \\
& \leq \frac{\left|\Omega_{150 \rho_{i}\left(z_{i}\right)}\right|}{\left|\Omega_{25 \rho_{i}}\right|} f_{\Omega_{150 \rho_{i}\left(z_{i}\right)}}\left[|D u|^{p(z)}+\frac{1}{\delta}|F|^{p(z)}\right] d z \\
& \leq \frac{\left|B_{150 \rho_{i}}\left(z_{i}\right)\right|}{\left|B_{25 \rho_{i}}^{+}\right|} f_{\Omega_{150 \rho_{i}\left(z_{i}\right)}}\left[|D u|^{p(z)}+\frac{1}{\delta}|F|^{p(z)}\right] d z \\
& \leq 2 \cdot 5^{n} f_{\Omega_{150 \rho_{i}\left(z_{i}\right)}}\left[|D u|^{p(z)}+\frac{1}{\delta}|F|^{p(z)}\right] d z
\end{aligned}
$$

Employing (4.2.8) and change of variable like (4.2.12), we deduce

$$
\begin{equation*}
f_{\Omega_{i}^{j}}\left[|D u(z)|^{p(z)}+\frac{1}{\delta}|F(z)|^{p(z)}\right] d z \leq 2 \cdot 5^{n} \lambda . \tag{4.2.18}
\end{equation*}
$$
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## Comparison maps.

We now mainly treat the boundary case. For the interior case, one can find similar results by applying, in a similar but a much simpler way, the ideas and the techniques that will be used for the boundary case. In this case, with a proper translation and rotation of the original coordinates, as in (4.2.11)(4.2.12), the related quantities are still invariant under such rotation and translation. For this reason, we keep using the same coordinates.

We select $\sigma$ so small that

$$
\begin{equation*}
\sigma \leq \tilde{\sigma}:=\min \left\{\sigma_{0}, 4\left(\gamma_{1}-1\right), \frac{\log 2}{q \log \left(c_{0} M\right)}\right\} \tag{4.2.19}
\end{equation*}
$$

where $c_{0} M$ is given by (4.1.11). Recall the conditions on $\omega(\cdot)$, the modulus continuity of $p(\cdot)$, to choose $R$ small enough that

$$
\begin{equation*}
\omega(2 R) \leq \frac{\sigma}{4} \leq \gamma_{1}-1 \tag{4.2.20}
\end{equation*}
$$

We set

$$
\begin{equation*}
p_{1}=\min _{x \in \overline{\Omega_{i}^{4}}} p(x), p_{2}=\max _{x \in \overline{\Omega_{i}^{4}}} p(x) \text { and } r_{i}=100 \rho_{i}\left(\leq \frac{2}{3} R\right) . \tag{4.2.21}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
p_{2}-p_{1} \leq \omega\left(2 r_{i}\right) \leq \omega(2 R) \leq \frac{\sigma}{4} \tag{4.2.22}
\end{equation*}
$$

A direct computation yields, for every $x \in \Omega_{i}^{4}$,
$p_{2}=p_{1}+\left(p_{2}-p_{1}\right) \leq p_{1}\left(1+\left(p_{2}-p_{1}\right)\right) \leq p(x)\left(1+\omega\left(2 r_{i}\right)\right) \leq p(x)\left(1+\frac{\sigma}{4}\right)$.
Moreover, it follows from (4.2.20)-(4.2.23) that

$$
\begin{align*}
p_{2}\left(1+\frac{\sigma}{4}\right) & \leq\left(p_{1}+\omega\left(2 r_{i}\right)\right)\left(1+\frac{\sigma}{4}\right) \\
& \leq p_{1}\left(1+\frac{\sigma}{4}\right)+\omega\left(2 r_{i}\right) \gamma_{1} \\
& \leq p(x)\left(1+\frac{\sigma}{4}+\omega\left(2 r_{i}\right)\right) \\
& \leq p(x)\left(1+\frac{\sigma}{2}\right) . \tag{4.2.24}
\end{align*}
$$
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For the boundary case that $B_{20 \rho_{i}} \subset \Omega$, by similar a computation in Lemma 4.1.15 and (4.1.59), we have the following lemma. For the detail proof, see [9].

Lemma 4.2.3. Let $u$ be the weak solution of (4.0.2). Then for any $0<$ $\epsilon<1$, there exists $\delta=\delta\left(\epsilon, n, \gamma_{1}, \gamma_{2}, \nu, \Lambda\right), R=R\left(\epsilon, n, \gamma_{1}, \gamma_{2}, \nu, \Lambda, \sigma, \omega(\cdot)\right)$, $w_{i} \in W^{1, p(\cdot)}\left(\Omega_{i}^{4}\right) \cap W^{1, p_{2}}\left(\Omega_{i}^{3}\right), v_{i} \in W^{1, p_{2}}\left(\Omega_{i}^{3}\right) \cap W^{1, \infty}\left(\Omega_{i}^{1}\right)$ such that

$$
f_{B_{i}^{4}}\left|D u-D w_{i}\right|^{p(x)} d x+f_{B_{i}^{3}}\left|D w_{i}-D v_{i}\right|^{p_{2}} d x \leq \epsilon K_{i}^{\sigma} \lambda
$$

and

$$
\left\|D \bar{v}_{i}\right\|_{L^{\infty}\left(B_{i}^{1}\right)}^{p_{2}} \leq \bar{\lambda}_{1} K_{i}^{\sigma} \lambda,
$$

where

$$
K_{i}=\int_{B_{i}^{4}}|D u|^{p(x)} d x+1,
$$

and the universal constant $\bar{\lambda}_{1} \in(1, \infty)$ is independent of $u, F$ and $i$.
On the other hand, for the boundary case that $B_{20 \rho_{i}} \not \subset \Omega$, by similar computations in Lemma 4.1.12 and Lemma 4.1.14 and (4.1.55), we have the following lemma. For the detail proof, see [9].

Lemma 4.2.4. Let $u$ be the weak solution of (4.0.2). Then for any $0<$ $\epsilon<1$, there exists $\delta=\delta\left(\epsilon, n, \gamma_{1}, \gamma_{2}, \nu, \Lambda\right), R=R\left(\epsilon, n, \gamma_{1}, \gamma_{2}, \nu, \Lambda, \sigma, \omega(\cdot)\right)$, $w_{i} \in W^{1, p(\cdot)}\left(\Omega_{i}^{4}\right) \cap W^{1, p_{2}}\left(\Omega_{i}^{3}\right), v_{i} \in W^{1, p_{2}}\left(\Omega_{i}^{3}\right)$ and $\bar{v}_{i} \in W^{1, p_{2}}\left(\Omega_{i}^{2}\right) \cap W^{1, \infty}\left(\Omega_{i}^{1}\right)$ such that
$f_{\Omega_{i}^{4}}\left|D u-D w_{i}\right|^{p(x)} d x+f_{\Omega_{i}^{3}}\left|D w_{i}-D v_{i}\right|^{p_{2}} d x+f_{\Omega_{i}^{2}}\left|D v_{i}-D \bar{v}_{i}\right|^{p_{2}} d x \leq \epsilon K_{i}^{\sigma} \lambda$
and

$$
\left\|D v_{i}\right\|_{L^{\infty}\left(\Omega_{i}^{1}\right)}^{p_{2}} \leq \lambda_{1} K_{i}^{\sigma} \lambda,
$$

where

$$
K_{i}=\int_{\Omega_{i}^{4}}|D u|^{p(x)} d x+1
$$

and the universal constant $\lambda_{1} \in(1, \infty)$ is independent from $u, F$ and $i$.
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## A priori estimates.

We prove the a priori estimate. More precisely, we essentially obtain

$$
\begin{equation*}
\int_{\Omega}|D u|^{p(x) q} d x \leq c M^{\sigma q} \int_{\Omega}\left(|F|^{p(x) q}+1\right) d x \tag{4.2.25}
\end{equation*}
$$

under the a priori assumption

$$
\begin{equation*}
\int_{\Omega}|D u|^{p(x) q} d x<+\infty \tag{4.2.26}
\end{equation*}
$$

where $\sigma \leq \tilde{\sigma}$ as in (4.2.19) and $M$ is the number given by (4.1.11). This assumption can be removed by a standard approximation argument, see citeBOR2.

We recall the standard inequality

$$
\begin{equation*}
|\{x \in E: g(x)>\lambda\}| \leq \frac{1}{\lambda} \int_{E} g(x) d x \tag{4.2.27}
\end{equation*}
$$

We now fix any point $x \in \Omega$. Then we select a universal constant

$$
\begin{equation*}
R_{0}=R_{0}\left(\epsilon, n, \gamma_{1}, \gamma_{2}, \nu, \Lambda, \sigma, \omega(\cdot), R\right)>0 \tag{4.2.28}
\end{equation*}
$$

so that the prescribed conditions (4.2.1), (4.2.20), Lemma 4.2.3 and Lemma 4.2.4 hold true for such a small $R_{0}$. Hereafter we mainly focus on the domain $\Omega_{2 R_{0}}=\Omega_{2 R_{0}}(x)$.

In the previous section we have made a covering argument on the $\lambda$-upper level set of $|D u(\cdot)|^{p(\cdot)}$ for any sufficiently large number $\lambda$ with (4.2.4) and have made comparison estimates there based on the regularity assumptions on the nonlinearity and the boundary of the domain.

According to Lemma 4.2.2, there exists a family of disjoint members $\left\{\Omega_{\rho_{i}}\left(y_{i}\right)\right\}_{i=1}^{\infty}$ such that $E(\lambda) \subset \bigcup_{i \geq 1} \Omega_{5 \rho_{i}}\left(y_{i}\right)$ without a measure zero set. In the interior case that $B_{i}^{4}=B_{20 \rho_{i}}\left(y_{i}\right) \subset \Omega$, we find from Lemma 4.2.3 that for any $\epsilon \in(0,1)$, there exists a small $\delta=\delta\left(\epsilon, \nu, \Lambda, n, \gamma_{1}, \gamma_{2}\right)>0$ such that

$$
\begin{equation*}
f_{B_{i}^{4}}\left|D u-D w_{i}\right|^{p(x)} d x+f_{B_{i}^{2}}\left|D w_{i}-D \bar{v}_{i}\right|^{p_{i_{2}}} d x \leq \epsilon K_{i}^{\sigma} \lambda \tag{4.2.29}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|D \bar{v}_{i}\right\|_{L^{\infty}\left(B_{i}^{1}\right)} \leq \bar{\lambda}_{1} K_{i}^{\sigma} \lambda, \tag{4.2.30}
\end{equation*}
$$
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where $p_{i_{2}}=\max _{x \in \overline{B_{i}^{4}}} p(x)$. On the other hand, for the boundary case $B_{i}^{4} \not \subset$ $\Omega$, we find from Lemma 4.2 .4 that for any $\epsilon \in(0,1)$, there exists a small $\delta=\delta\left(\epsilon, \nu, \Lambda, n, \gamma_{1}, \gamma_{2}\right)>0$ such that

$$
\begin{equation*}
f_{\Omega_{i}^{4}}\left|D u-D w_{i}\right|^{p(x)} d x+f_{\Omega_{i}^{3}}\left|D w_{i}-D v_{i}\right|^{p_{2}} d x+f_{\Omega_{i}^{2}}\left|D v_{i}-D \bar{v}_{i}\right|^{p_{2}} d x \leq \epsilon K_{i}^{\sigma} \lambda \tag{4.2.31}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|D v_{i}\right\|_{L^{\infty}\left(\Omega_{i}^{1}\right)} \leq \lambda_{1} K_{i}^{\sigma} \lambda, \tag{4.2.32}
\end{equation*}
$$

where $p_{i 2}=\max _{x \in \overline{\Omega_{i}^{4}}} p(x)$. Consequently, there exists

$$
\begin{equation*}
\delta=\delta\left(\epsilon, \nu, \Lambda, n, \gamma_{1}, \gamma_{2}\right)>0 \tag{4.2.33}
\end{equation*}
$$

such that (4.2.29) - (4.2.32) hold.
We now write

$$
\begin{equation*}
\lambda_{2}=\max \left\{\bar{\lambda}_{1}, \lambda_{1}\right\} \quad \text { and } \quad K=\int_{\Omega_{2 R}}\left(|D u|^{p(x)}+1\right) d x+1 \tag{4.2.34}
\end{equation*}
$$

Then we observe from the standard $L^{p(x)}$-estimate (4.1.11) that

$$
K_{i} \leq c_{0} M
$$

Also we observe that

$$
\begin{equation*}
E\left(5 \cdot 8^{\gamma_{1}-1} \lambda_{2}\left(c_{0} M\right)^{\sigma} \lambda\right) \subset E(\lambda) \subset \bigcup_{i \geq 1} \Omega_{5 \rho_{i}}\left(y_{i}\right) \tag{4.2.35}
\end{equation*}
$$

Using (4.2.34) and (4.2.35), we separate the resulting estimation into the interior and boundary cases, to derive that

$$
\begin{align*}
& \left|E\left(5 \cdot 8^{\gamma_{1}-1} \lambda_{2}\left(c_{0} M\right)^{\sigma} \lambda\right)\right| \\
= & \left|\left\{y \in \Omega_{R}:|D u(y)|^{p(y)} \geq 5 \cdot 8^{\gamma_{1}-1} \lambda_{2}\left(c_{0} M\right)^{\sigma} \lambda\right\}\right| \\
\leq & \sum_{i \geq 1}\left|\left\{y \in \Omega_{5 \rho_{i}}\left(y_{i}\right):|D u(y)|^{p(y)} \geq 5 \cdot 8^{\gamma_{1}-1} \lambda_{2}\left(c_{0} M\right)^{\sigma} \lambda\right\}\right| \\
= & \sum_{i: \text { interior case }}\left|\left\{y \in \Omega_{5 \rho_{i}}\left(y_{i}\right):|D u(y)|^{p(y)} \geq 5 \cdot 8^{\gamma_{1}-1} \lambda_{2} K_{i}^{\sigma} \lambda\right\}\right| \\
& \quad+\sum_{i: \text { boundary case }}\left|\left\{y \in \Omega_{5 \rho_{i}}\left(y_{i}\right):|D u(y)|^{p(y)} \geq 5 \cdot 8^{\gamma_{1}-1} \lambda_{2} K_{i}^{\sigma} \lambda\right\}\right| . \tag{4.2.36}
\end{align*}
$$
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In the interior case, it follows from (4.2.10), (4.2.27), (4.2.29), (4.2.30) and (4.2.34) that

$$
\begin{align*}
\mid\{y & \left.\in B_{i}^{1}:|D u(y)|^{p(y)} \geq 5 \cdot 8^{\gamma_{1}-1} \lambda_{2} K_{i}^{\sigma} \lambda\right\} \mid \\
& \leq\left|\left\{y \in B_{i}^{1}:|D u(y)|^{p(y)} \geq 4^{\gamma_{1}} \bar{\lambda}_{1} K_{i}^{\sigma} \lambda\right\}\right| \\
\leq & \left|\left\{y \in B_{i}^{1}:\left|D u-D w_{i}\right|^{p(y)} \geq \bar{\lambda}_{1} K_{i}^{\sigma} \lambda\right\}\right| \\
& \quad+\left|\left\{y \in B_{i}^{1}:\left|D w_{i}-D v_{i}\right|^{p_{i 2}} \geq \bar{\lambda}_{1} K_{i}^{\sigma} \lambda\right\}\right|+\left|\left\{y \in B_{i}^{1}:\left|D v_{i}\right|^{p_{i 2}} \geq \bar{\lambda}_{1} K_{i}^{\sigma} \lambda\right\}\right| \\
\leq & \frac{1}{\bar{\lambda}_{1} K_{i}^{\sigma} \lambda} \int_{B_{i}^{1}}\left(\left|D u-D w_{i}\right|^{p(x)}+\left|D w_{i}-D v_{i}\right|^{p_{i 2}}\right) d x \\
\leq & \epsilon\left|B_{i}^{4}\right|=20^{n} \epsilon\left|B_{i}^{0}\right| . \tag{4.2.37}
\end{align*}
$$

In the boundary case, it follows from (4.2.14), (4.2.15), (4.2.27), (4.2.31), (4.2.32) and (4.2.34) that

$$
\begin{align*}
& \mid\{y\left.\in \Omega_{5 p_{i}}\left(y_{i}\right):|D u(y)|^{p(y)} \geq 5 \cdot 8^{\gamma_{1}-1} \lambda_{2} K_{i}^{\sigma} \lambda\right\} \mid \\
&=\left|\left\{z \in \Omega_{5 p_{i}}\left(z_{i}\right):|D u(z)|^{p(z)} \geq 5 \cdot 8^{\gamma_{1}-1} \lambda_{2} K_{i}^{\sigma} \lambda\right\}\right| \\
& \leq\left|\left\{z \in \Omega_{i}^{1}:|D u(z)|^{p(z)} \geq 5 \cdot 8^{\gamma_{1}-1} \lambda_{1} K_{i}^{\sigma} \lambda\right\}\right| \\
& \leq\left|\left\{z \in \Omega_{i}^{1}:\left|D u-D w_{i}\right|^{p(z)} \geq \lambda_{1} K_{i}^{\sigma} \lambda\right\}\right| \\
&+\left|\left\{z \in \Omega_{i}^{1}:\left|D w_{i}-D v_{i}\right|^{p_{i 2}} \geq \lambda_{1} K_{i}^{\sigma} \lambda\right\}\right| \\
&+\left|\left\{z \in \Omega_{i}^{1}:\left|D v_{i}-D \bar{v}_{i}\right|^{p_{i 2}} \geq \lambda_{1} K_{i}^{\sigma} \lambda\right\}\right|+\left|\left\{z \in \Omega_{i}^{1}:\left|D \bar{v}_{i}\right|^{p_{i 2}} \geq \lambda_{1} K_{i}^{\sigma} \lambda\right\}\right| \\
& \leq \frac{1}{\lambda_{1} K_{i}^{\sigma} \lambda} \int_{\Omega_{i}^{1}}\left(\left|D u-D w_{i}\right|^{p(z)}+\left|D w_{i}-D v_{i}\right|^{p_{i 2}}+\left|D v_{i}-D \bar{v}_{i}\right|^{p_{i 2}}\right) d z \\
& \quad \leq \epsilon\left|\Omega_{i}^{5}\right| \leq \epsilon\left|B_{125 \rho_{i}}\right|=125^{n} \epsilon\left|B_{\rho_{i}}\right| \leq 125^{n}\left(\frac{16}{7}\right)^{n} \epsilon\left|\Omega_{i}^{0}\right| . \tag{4.2.38}
\end{align*}
$$

At the last inequality, we recall the measure density condition on the Reifenberg flat domain, see (4.1.8). We now combine (4.2.36), (4.2.37) and (4.2.38), to derive that

$$
E\left(5 \cdot 8^{\gamma_{1}-1} \lambda_{2}\left(c_{0} M\right)^{\sigma} \lambda\right) \leq c \epsilon \sum_{i \geq 1}\left|\Omega_{\rho_{i}}\left(y_{i}\right)\right| .
$$
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$$
\begin{align*}
E\left(5 \cdot 8^{\gamma_{1}-1} \lambda_{2}\left(c_{0} M\right)^{\sigma} \lambda\right) \leq & c \epsilon \frac{1}{\lambda} \sum_{i \geq 1} \int_{\Omega_{\rho_{i}}\left(y_{i}\right) \cap\left\{|D u|^{p(x)} \geq \frac{\lambda}{4}\right\}}|D u|^{p(x)} d x \\
& +c \epsilon \frac{1}{\delta \lambda} \sum_{i \geq 1} \int_{\Omega_{\rho_{i}}\left(y_{i}\right) \cap\left\{|F|^{p(x)} \geq \frac{\delta \lambda}{4}\right\}}|F|^{p(x)} d x \\
\leq & c \epsilon \frac{1}{\lambda} \int_{\left\{x \in \Omega_{2 R_{0}}:|D u|^{p(x)} \geq \frac{\lambda}{4}\right\}}|D u|^{p(x)} d x \\
& +c \epsilon \frac{1}{\delta \lambda} \int_{\left\{x \in \Omega_{2 R_{0}}:|F|^{p(x)} \geq \frac{\delta \lambda}{4}\right\}}|F|^{p(x)} d x,(4.2 \tag{4.2.39}
\end{align*}
$$

where we have used the fact that $\left\{\Omega_{\rho_{i}}\left(y_{i}\right)\right\}$ is disjoint for the last inequality. For the sake of simplicity, we write

$$
\begin{equation*}
A=5 \cdot 8^{\gamma_{1}-1} \lambda_{2}\left(c_{0} M\right)^{\sigma} \text { and } B=\left(\frac{4800}{7}\right)^{n} \tag{4.2.40}
\end{equation*}
$$

Now, we start the local estimate of $|D u|^{p(x) q}$. By (2.3.1), we have

$$
\begin{align*}
\int_{\Omega_{R_{0}}}|D u|^{p(x) q} d x & =\int_{\Omega_{R_{0}}}\left(|D u|^{p(x)}\right)^{q} d x \\
& \leq \int_{0}^{\infty} q(A \lambda)^{q-1}\left|\left\{x \in \Omega_{R_{0}}:|D u|^{p(x)} \geq A \lambda\right\}\right| d(A \lambda) \\
& \leq A^{q} \int_{0}^{\infty} q \lambda^{q-1}\left|\left\{x \in \Omega_{R_{0}}:|D u|^{p(x)} \geq A \lambda\right\}\right| d \lambda \\
& \leq A^{q} \int_{0}^{B \lambda_{0}} q \lambda^{q-1}\left|\left\{x \in \Omega_{R_{0}}:|D u|^{p(x)} \geq A \lambda\right\}\right| d \lambda \\
& =I I_{1}+I I_{2} .
\end{align*}
$$

Estimate for $I_{1}$ :

$$
\begin{equation*}
I I_{1}=A^{q} \int_{0}^{B \lambda_{0}} q \lambda^{q-1}\left|\left\{x \in \Omega_{R_{0}}:|D u|^{p(x)} \geq A \lambda\right\}\right| d \lambda \leq\left(A \cdot B \cdot \lambda_{0}\right)^{q}\left|\Omega_{R_{0}}\right| \tag{4.2.42}
\end{equation*}
$$
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Estimate for $I I_{2}$ : Applying in turn (2.3.2) and (4.2.39), we derive

$$
\begin{align*}
I I_{2}= & A^{q} \int_{B \lambda_{0}}^{\infty} q \lambda^{q-1}\left|\left\{x \in \Omega_{R_{0}}:|D u|^{p(x)} \geq A \lambda\right\}\right| d \lambda \\
\leq & c A^{q} \epsilon \int_{0}^{\infty} \lambda^{q-2}\left(\int_{\left\{x \in \Omega_{2 R_{0}}:|D u|^{p(x)} \geq \frac{\lambda}{4}\right\}}|D u|^{p(x)} d x\right) d \lambda \\
& +c A^{q} \epsilon \int_{0}^{\infty} \lambda^{q-2}\left(\int_{\left\{x \in \Omega_{2 R_{0}}:|F|^{p(x)} \geq \frac{\delta \lambda}{4}\right\}} \frac{|F|^{p(x)}}{\delta} d x\right) d \lambda \\
\leq & c A^{q}\left(\epsilon \int_{\Omega_{2 R_{0}}}|D u|^{p(x) q} d x+c(\epsilon, \delta) \int_{\Omega_{2 R_{0}}}|F|^{p(x) q} d x\right) . \tag{4.2.43}
\end{align*}
$$

We combine (4.2.40), (4.2.41), (4.2.42) and (4.2.44), to derive

$$
\begin{aligned}
\int_{\Omega_{R_{0}}}|D u|^{p(x) q} d x \leq & c M^{\sigma q} \epsilon \int_{\Omega_{R_{0}}}|D u|^{p(x) q} d x \\
& +c K^{\sigma q}\left[\lambda_{0}\right]^{q}\left|\Omega_{R_{0}}\right|+c(\epsilon, \delta) c M^{\sigma q} \int_{\Omega_{2 R_{0}}}|F|^{p(x) q} d x .
\end{aligned}
$$

From (4.2.19), we observe that

$$
M^{\sigma q} \leq\left(c_{0} M\right)^{\tilde{\sigma} q} \leq 2
$$

We then take $\epsilon=\epsilon\left(n, q, \gamma_{1}, \gamma_{2}, \nu, \Lambda\right)>0$ small enough, in order to obtain

$$
\begin{aligned}
\int_{\Omega_{R_{0}}}|D u|^{p(x) q} d x \leq & \frac{1}{2} \int_{\Omega_{2 R_{0}}}|D u|^{p(x) q} d x \\
& +c K^{\sigma q}\left[\lambda_{0}\right]^{q}\left|\Omega_{R_{0}}\right|+c K^{\sigma q} \int_{\Omega_{2 R_{0}}}|F|^{p(x) q} d x(4.2 .44)
\end{aligned}
$$

Once the selection of $\epsilon$ is made, one can find a corresponding $\delta=\delta\left(n, q, \gamma_{1}, \gamma_{2}, \nu, \Lambda\right)$ and $R=R\left(n, q, \gamma_{1}, \gamma_{2}, \nu, \Lambda, \sigma, \omega(\cdot), R_{0}\right)$, see (4.2.28) and (4.2.33), for which the relevant results in the previous section hold.

We now replace $R$ and $2 R$ by $s_{1} R$ and $s_{2} R$, respectively, where $1 \leq s_{1}<$ $s_{2} \leq 2$, and repeat the procedure we have made for (4.2.44), as shown in [7],
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$$
\begin{aligned}
\int_{\Omega_{s_{1} R}}|D u|^{p(x) q} d x \leq & \frac{1}{2} \int_{\Omega_{s_{2} R}}|D u|^{p(x) q} d x \\
& +c K^{\sigma q} \frac{\left(\lambda_{0}\right)^{q}}{\left(s_{2}-s_{1}\right)^{n q}}\left|\Omega_{R_{0}}\right|+c K^{\sigma q} \int_{\Omega_{s_{2} R}}|F|^{p(x) q} d x
\end{aligned}
$$

By Lemma 5.2.9 and (4.2.2), we find

$$
\begin{aligned}
\int_{\Omega_{R_{0}}}|D u|^{p(x) q} d x \leq & c K^{\sigma q}\left[\lambda_{0}\right]^{q}\left|\Omega_{R_{0}}\right|+c K^{\sigma q} \int_{\Omega_{2 R_{0}}}|F|^{p(x) q} d x \\
\leq & c K^{\sigma q}\left(f_{\Omega_{2 R_{0}}}|D u|^{p(x)} d x+f_{\Omega_{2 R_{0}}}|F|^{p(x)} d x+1\right)^{q}\left|\Omega_{R_{0}}\right| \\
& +c K^{\sigma q} \int_{\Omega_{2 R_{0}}}|F|^{p(x) q} d x
\end{aligned}
$$

from which we arrive at

$$
\begin{align*}
& \left(f_{\Omega_{R_{0}}}|D u|^{p(x) q} d x\right)^{\frac{1}{q}} \\
& \leq c K^{\sigma}\left[f_{\Omega_{2 R_{0}}}|D u|^{p(x)} d x+\left(f_{\Omega_{2 R_{0}}}\left(|F|^{p(x) q}+1\right) d x\right)^{\frac{1}{q}}\right] \tag{4.2.45}
\end{align*}
$$

This is the local estimate up to the boundary. Note that the constant $c$ in the above inequality is dependent only on $n, q, \gamma_{1}, \gamma_{2}, \nu$, and $\Lambda$.

We next use the standard covering argument, to obtain the global a priori estimate (4.2.25). Since $\Omega$ is bounded in $\mathbb{R}^{n}$, there exists $N \in \mathbb{N}$ and $x_{k} \in \Omega$ for $k=1, \cdots, N$ such that

$$
\Omega \subset \bigcup_{k=1}^{N} B_{R}\left(x_{k}\right)
$$

Then we have

$$
\begin{equation*}
\int_{\Omega}|D u|^{p(x) q} d x \leq \sum_{k=1}^{N} \int_{\Omega_{R_{0}}\left(x_{k}\right)}|D u|^{p(x) q} d x \tag{4.2.46}
\end{equation*}
$$
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Now the estimate (4.2.45) implies

$$
\begin{align*}
& \int_{\Omega_{R_{0}\left(x_{k}\right)}}|D u|^{p(x) q} d x \\
& \leq c M^{\sigma q}\left[\left|\Omega_{R_{0}}\left(x_{k}\right)\right|^{1-q}\left(\int_{\Omega_{2 R_{0}}\left(x_{k}\right)}|D u|^{p(x)} d x\right)^{q}\right. \\
& \\
& \left.+\int_{\Omega_{2 R_{0}}\left(x_{k}\right)}\left(|F|^{p(x) q}+1\right) d x\right] \\
& \leq c M^{\sigma q}\left[\left|\Omega_{R_{0}}\left(x_{k}\right)\right|^{1-q}\left(\int_{\Omega}|D u|^{p(x)} d x\right)^{q}+\int_{\Omega}\left(|F|^{p(x) q}+1\right) d x\right] \\
& \leq c M^{\sigma q}\left[\left|\Omega_{R_{0}}\left(x_{k}\right)\right|^{1-q}\left(\int_{\Omega}\left(|F|^{p(x)}+1\right) d x\right)^{q}\right. \\
& \left.\quad+\int_{\Omega}\left(|F|^{p(x) q}+1\right) d x\right]  \tag{4.2.47}\\
& \leq c M^{\sigma q}\left(\left|\Omega_{R_{0}}\left(x_{k}\right)\right|^{1-q}|\Omega|^{q-1}+1\right) \int_{\Omega}\left(|F|^{p(x) q}+1\right) d x .
\end{align*}
$$

We finally combine (4.2.46) and (4.2.47), to discover from (4.1.8) that

$$
\begin{aligned}
\int_{\Omega}|D u|^{p(x) q} d x & \leq \sum_{k=1}^{N} c M^{\sigma q}\left(\left|\Omega_{R_{0}}\left(x_{k}\right)\right|^{1-q}|\Omega|^{q-1}+1\right) \int_{\Omega}\left(|F|^{p(x) q}+1\right) d x \\
& \leq c N M^{\sigma q}\left(\left|B_{R}\right|^{1-q}|\Omega|^{q-1}+1\right) \int_{\Omega}\left(|F|^{p(x) q}+1\right) d x \\
& \leq c M^{\sigma q} \int_{\Omega}\left(|F|^{p(x) q}+1\right) d x
\end{aligned}
$$

where $c=c\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}, \omega(\cdot), R, q, \sigma, \Omega\right)$. This claims (4.2.25).

## Chapter 5

## Nonlinear parabolic equations with variable exponent growth in nonsmooth domains

In this chapter, we are concerned with the following divergence type Dirichlet parabolic problem with variable growth:

$$
\left\{\begin{align*}
u_{t}-\operatorname{div} \mathbf{a}(D u, x, t) & =\operatorname{div}\left(|F|^{p(x, t)-2} F\right) & & \text { in } \quad \Omega_{T},  \tag{5.0.1}\\
u & =0 & & \text { on } \quad \partial_{p} \Omega_{T} .
\end{align*}\right.
$$

Here, we assume that the variable function $p(z)=p(x, t): \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}$ satisfies

$$
\begin{equation*}
\frac{2 n}{n+2}<\gamma_{1} \leq p(z) \leq \gamma_{2}<\infty \tag{5.0.2}
\end{equation*}
$$

for some constants $\gamma_{1}$ and $\gamma_{2}$, the nonlinearity $\mathbf{a}(\xi, z)=\mathbf{a}(\xi, x, t): \mathbb{R}^{n} \times \mathbb{R}^{n} \times$ $\mathbb{R} \rightarrow \mathbb{R}^{n}$ is measurable and differentiable almost everywhere with respect to $\xi$, and has the following variable growth and elliptic conditions: There exist $0<\nu \leq \Lambda<\infty$ and $0 \leq \mu \leq 1$ such that

$$
\begin{gather*}
\left(\mu^{2}+|\xi|^{2}\right)^{\frac{1}{2}}\left|D_{\xi} \mathbf{a}(\xi, z)\right|+|\mathbf{a}(\xi, z)| \leq \Lambda\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p(z)-1}{2}}  \tag{5.0.3}\\
\nu\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p(z)-2}{2}}|\eta|^{2} \leq\left(D_{\xi} \mathbf{a}(\xi, z) \eta\right) \cdot \eta \tag{5.0.4}
\end{gather*}
$$
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whenever $z \in \mathbb{R}^{n+1}, \xi, \eta \in \mathbb{R}^{n}$ (if $\mu=0, \xi$ is selected in $\mathbb{R}^{n} \backslash\{0\}$ ), and $F(z): \Omega_{T} \rightarrow \mathbb{R}^{n}$ belongs to the variable exponent Lebesgue space $L^{p(\cdot)}\left(\Omega_{T}\right)$. We will introduce the definition and some properties of variable exponent Lebesgue spaces later in Section 5.1.1.

We establish global Calderón-Zygmund theory in variable exponent Lebesgue spaces to the parabolic equation (5.0.1), that is, we show the following relation:

$$
\begin{equation*}
|F|^{p(\cdot)} \in L^{q(\cdot)}\left(\Omega_{T}\right) \Longrightarrow|D u|^{p(\cdot)} \in L^{q(\cdot)}\left(\Omega_{T}\right) \tag{5.0.5}
\end{equation*}
$$

by deriving a corresponding estimate, where $q(z)=q(x, t): \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}$ satisfies

$$
\begin{equation*}
1<\gamma_{3} \leq q(z) \leq \gamma_{4}<\infty \tag{5.0.6}
\end{equation*}
$$

for some constants $\gamma_{3}$ and $\gamma_{4}$, with an estimate. We also present minimal assumptions on $p(\cdot), q(\cdot), \mathbf{a}(\xi, \cdot, t)$ and the boundary of $\Omega$ to satisfy (5.0.5).

### 5.1 Main Result.

### 5.1.1 Notations and log-Hölder continuity for parabolic problems.

We start with introducing some basic notations which will be used in this chpater. Let $y \in \mathbb{R}^{n}, \tau \in \mathbb{R}, w=(y, \tau) \in \mathbb{R}^{n+1}, r>0 . B_{r}(y)$ is the open ball in $\mathbb{R}^{n}$ centered at $y$ with radius $r$. the parabolic cylinder $Q_{r}(w)$ is denoted by $Q_{r}(w):=B_{r}(y) \times\left(\tau-r^{2}, \tau+r^{2}\right)$, and for $\lambda \geq 1$, the intrinsic parabolic cylinder $Q_{r}^{\lambda}(w)$ is denoted by

$$
Q_{r}^{\lambda}(w):=B_{r}(y) \times\left(\tau-\lambda^{\frac{2-p(w)}{p(w)}} r^{2}, \tau+\lambda^{\frac{2-p(w)}{p(w)}} r^{2}\right)
$$

Recalling the underlying domain $\Omega \subset \mathbb{R}^{n}$, we write

$$
\begin{gathered}
\Omega_{r}(y):=B_{r}(y) \cap \Omega, \quad K_{r}(w):=Q_{r}(w) \cap \Omega_{T}, \quad K_{r}^{\lambda}(w):=Q_{r}^{\lambda}(w) \cap \Omega_{T}, \\
\partial_{\mathrm{w}} \Omega_{r}(y):=B_{r}(y) \cap \partial \Omega, \quad \partial_{\mathrm{w}} K_{r}(w):=K_{r}(w) \cap\{\partial \Omega \times(0, T)\} \\
\text { and } \partial_{\mathrm{w}} K_{r}^{\lambda}(w):=K_{r}^{\lambda}(w) \cap\{\partial \Omega \times(0, T)\} .
\end{gathered}
$$
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In particular, for the sake of convenience, if $w=0$ we simply write $B_{r}=$ $B_{r}(0), \Omega_{r}=\Omega_{r}(0), K_{r}^{\lambda}=K_{r}^{\lambda}(0)$ and so on. Moreover we write

$$
\begin{gathered}
B_{r}^{+}:=B_{r} \cap\left\{x_{n}>0\right\}, \quad Q_{r}^{\lambda+}:=B_{r}^{+} \times\left(-\lambda^{\frac{2-p(0)}{p(0)}} r^{2}, \lambda^{\frac{2-p(0)}{p(0)}} r^{2}\right) \\
\quad \text { and } T_{r}^{\lambda}:=\left(B_{r} \cap\left\{x_{n}=0\right\}\right) \times\left(-\lambda^{\frac{2-p(0)}{p(0)}} r^{2}, \lambda^{\frac{2-p(0)}{p(0)}} r^{2}\right) .
\end{gathered}
$$

We next check that the log-Hölder continuity of $p(\cdot)$ in $U$ is equivalent to the following condition: there exists a nondecreasing continuous function $\omega:[0, \infty) \rightarrow[0, \infty)$ with $\omega(0)=0$ such that

$$
\begin{equation*}
|p(z)-p(\tilde{z})| \leq \omega\left(d_{p}(z, \tilde{z})\right), \quad \text { for any } z, \tilde{z} \in U \tag{5.1.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{0<r \leq \frac{1}{2}} \omega(r) \ln \frac{1}{r}<\tilde{L}, \text { for some } \tilde{L}>0 \tag{5.1.2}
\end{equation*}
$$

Indeed, we first suppose that $p(\cdot)$ satisfies (2.2.3). Set a nondecreasing continuous function $\omega$ such that

$$
\omega(r):=\sup \left\{|p(z)-p(\tilde{z})|: d_{p}(z, \tilde{z}) \leq r, \quad z, \tilde{z} \in U\right\}
$$

then it holds (5.1.1). Furthermore, for $r \leq \frac{1}{4}$, consider $z, \tilde{z} \in U$ such that $\tilde{r}:=$ $d_{p}(z, \tilde{z}) \leq r$, then we have $|z-\tilde{z}| \leq \frac{\sqrt{5}}{2} \tilde{r}$ and so $\ln \frac{1}{r} \leq \ln \frac{1}{\tilde{r}} \leq \ln \frac{1}{|z-\tilde{z}|}+\ln \frac{\sqrt{5}}{2}$. Consequently applying (2.2.3) we get

$$
|p(z)-p(\tilde{z})| \ln \frac{1}{r} \leq|p(z)-p(\tilde{z})|\left(\ln \frac{1}{|z-\tilde{z}|}+\ln \frac{\sqrt{5}}{2}\right) \leq L+\omega(1 / 4) \ln \frac{\sqrt{5}}{2}
$$

hence

$$
\omega(r) \ln \frac{1}{r} \leq L+\omega(1 / 4) \ln \frac{\sqrt{5}}{2}, \quad \text { for any } r \leq \frac{1}{4}
$$

which implies (5.1.2). Conversely, suppose that there is $\omega:(0, \infty) \rightarrow(0, \infty)$ satisfying (5.1.1) and (5.1.2). Then one can find $\tilde{L}_{1}>0$ such that

$$
\omega(r) \ln \frac{1}{r} \leq \tilde{L}_{1}, \quad \text { for any } r \leq \frac{1}{\sqrt{2}}
$$

For $z, \tilde{z} \in U$ with $|z-\tilde{z}|=r \leq \frac{1}{2}$, since $d_{p}(z, \tilde{z}) \leq \sqrt{r}$, we have

$$
|p(z)-p(\tilde{z})| \ln \frac{1}{|z-\tilde{z}|} \leq \omega(\sqrt{r}) \ln \frac{1}{r}=2 \omega(\sqrt{r}) \ln \frac{1}{\sqrt{r}} \leq 2 \tilde{L}_{1} .
$$
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Note that $\omega$ is actually modulus of continuity of $p(\cdot)$, and the condition (5.1.2) can be replaced by

$$
\limsup _{r \rightarrow 0+} \omega(r) \ln \frac{1}{r}<\infty
$$

### 5.1.2 Main result.

We denote a Banch space $W^{p(\cdot)}\left(\Omega_{T}\right)$ by

$$
W^{p(\cdot)}\left(\Omega_{T}\right):=\left\{f \in L^{p(\cdot)}\left(\Omega_{T}\right): D f \in L^{p(\cdot)}\left(\Omega_{T}, \mathbb{R}^{n}\right)\right\}
$$

equipped the following norm:

$$
\|f\|_{W^{p(\cdot)}\left(\Omega_{T}\right)}:=\|f\|_{L^{p(\cdot)}(\Omega)}+\|D f\|_{L^{p(\cdot)}\left(\Omega_{T}, \mathbb{R}^{n}\right)}
$$

and its subspace $W_{0}^{p(\cdot)}\left(\Omega_{T}\right):=W^{p(\cdot)}\left(\Omega, \mathbb{R}^{N}\right) \cap L^{1}\left(0, T ; W_{0}^{1,1}(\Omega)\right)$. We then say $u \in C\left(0, T ; L^{2}(\Omega)\right) \cap W_{0}^{p(\cdot)}\left(\Omega_{T}\right)$ is a weak solution of (5.0.1) if it holds

$$
\int_{\Omega_{T}} u \varphi_{t} d z-\int_{\Omega_{T}} \mathbf{a}(D u, z) \cdot D \varphi d z=\int_{\Omega_{T}}|F|^{p(z)-2} F \cdot D \varphi d z
$$

for every $\varphi \in C_{0}^{\infty}\left(\Omega_{T}\right)$, and $u(\cdot, 0) \equiv 0$. In the next section we will discuss about the weak solutions of parabolic equations with variable growth.

Let $q(\cdot): \mathbb{R}^{n+1} \rightarrow(1, \infty)$ satisfy (5.0.6). In addition, we assume that $q(\cdot)$ is $\log$-Hölder continuous in $\Omega_{T}$, hence there is a nondecreasing continuous function $\rho:[0, \infty) \rightarrow[0, \infty)$ with $\rho(0)=0$ such that

$$
\begin{equation*}
|q(z)-q(\tilde{z})| \leq \rho\left(d_{p}(z, \tilde{z})\right), \quad \text { for every } z, \tilde{z} \in \Omega_{T} \tag{5.1.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{0<p \leq \frac{1}{2}} \rho(r) \ln \frac{1}{r} \leq L_{1}, \quad \text { for some } L_{1}>0 \tag{5.1.4}
\end{equation*}
$$

We next introduce the regularity assumptions on $p(\cdot), \mathbf{a}(\xi, \cdot, t)$ and the boundary of $\Omega$.

Definition 5.1.1. Let $\delta \in(0,1 / 8)$ and $R \in(0,1)$. We say $(p(\cdot), \mathbf{a}(\xi, \cdot, t), \Omega)$ is $(\delta, R)$-vanishing if
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(1) For $p(\cdot)$, there exists a modulus of continuity $\omega:(0, \infty) \rightarrow(0, \infty)$ of $p(\cdot)$ such that

$$
\begin{equation*}
\sup _{0<r \leq R} \omega(r) \ln \frac{1}{r} \leq \delta \tag{5.1.5}
\end{equation*}
$$

(2) The nonlinearity a satisfies

$$
\sup _{t_{1}, t_{2} \in \mathbb{R}, t_{1}<t_{2}} \sup _{y \in \mathbb{R}^{n}} \sup _{0<r \leq R} f_{t_{1}}^{t_{2}} f_{B_{r}(y)} \theta\left(\mathbf{a}, B_{r}(y)\right)(x, t) d x d t \leq \delta,
$$

where

$$
\theta(\mathbf{a}, U)(x, t):=\sup _{\xi \in \mathbb{R}^{n}}\left|\frac{\mathbf{a}(\xi, x, t)}{\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p(x, t)-1}{2}}}-\left(\frac{\mathbf{a}(\xi, \cdot, t)}{\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p(, t)-1}{2}}}\right)_{U}\right|
$$

and $U \subset \mathbb{R}^{n}$.
(3) For each $y \in \partial \Omega$ and $0<r<R$ there exists a coordinate system, still say $x=\left(x_{1}, \ldots, x_{n}\right)$ coordinate, with the origin at $y$ such that

$$
B_{r} \cap\left\{x_{n}>\delta r\right\} \subset \Omega_{r} \subset B_{r} \cap\left\{x_{n}>-\delta r\right\}
$$

Here are some remarks related to the above definition..

## Remark 5.1.2.

(1) For $0<r_{1}<r_{2}$, if $(p(\cdot), \mathbf{a}(\xi, \cdot, t), \Omega)$ is $\left(\delta, r_{2}\right)$-vanishing then it is ( $\delta, r_{1}$ )-vanishing.
(2) It is easy to check that if $p(\cdot)$ satisfies the condition (1) of Definition 5.1.1 then it is log-Hölder continuous in $\Omega_{T}$.
(3) Generally speaking, the condition (2) of Definition 5.1.1 means that the map $x \mapsto \frac{\mathbf{a}(\xi, \cdot, t)}{\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p(, t)-1}{2}}}$ has a small BMO semi-norm that is less than or equal to $\delta$ uniformly on $\xi \in \mathbb{R}^{n}$ and $t \in \mathbb{R}$.
(4) If $\Omega$ satisfies the condition (3) of Definition 5.1.1, then we sat $\Omega$ is a $(\delta, R)$-Reifenberg flat domain. Note that $(\delta, R)$-Reifenberg flat domains have the following measure density conditions:

$$
\begin{equation*}
\sup _{y \in \Omega} \sup _{r \leq R} \frac{\left|B_{r}(y)\right|}{\left|\Omega_{r}(y)\right|} \leq\left(\frac{2}{1-\delta}\right)^{n} \leq\left(\frac{16}{7}\right)^{n} \tag{5.1.6}
\end{equation*}
$$

$$
\begin{equation*}
\inf _{y \in \partial \Omega} \inf _{r \leq R} \frac{\left|\Omega^{c} \cap B_{r}(y)\right|}{\left|B_{r}(y)\right|} \geq\left(\frac{1-\delta}{2}\right)^{n} \geq\left(\frac{7}{16}\right)^{n} \tag{5.1.7}
\end{equation*}
$$

We refer to [13, 52, 58] for further discussion about Reifenberg flat domains.

We now state the main results in this chapter. We first define

$$
\begin{align*}
& d_{w}=d(w)=d(p(w)):= \begin{cases}\frac{p(w)}{2} & \text { if } p(w) \geq 2, \\
\frac{2 p(w)}{p(w)(n+2)-2 n} & \text { if } \frac{2 n}{n+2}<p(w)<2,\end{cases}  \tag{5.1.8}\\
& d_{M}:=\sup _{w \in \Omega_{T}} d(w),  \tag{5.1.9}\\
& \alpha:= \min \left\{1, \gamma_{1} \frac{n+2}{4}-\frac{n}{2}\right\}, \tag{5.1.10}
\end{align*}
$$

and

$$
\begin{equation*}
M:=\int_{\Omega_{T}}\left(|F|^{p(z) q(z)}+1\right) d x+1 \tag{5.1.11}
\end{equation*}
$$

Theorem 5.1.3. Let $p(\cdot)$ satisfy (5.0.2). Assume that $q(\cdot)$ satisfies (5.0.6), (5.1.3) and (5.1.4). There exist small $\delta=\delta\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}, \gamma_{3}, \gamma_{4}, L_{1}\right)>0$ and $\tilde{\delta}=\tilde{\delta}\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}, \gamma_{3}, \gamma_{4}, \omega(\cdot), \rho(\cdot)\right)>0$ such that if $(p(\cdot), \mathbf{a}(\xi, \cdot, t), \Omega)$ is $(\delta, R)$-vanishing for some $R \in(0,1),|F|^{p(\cdot)} \in L^{q(\cdot)}\left(\Omega_{T}\right)$ and $u$ is a weak solution of (5.0.1), then the following hold:
(1) (Local estimate) For any $r \leq \min \left\{\tilde{\delta} R^{\frac{1}{\alpha}} M^{-\left(\frac{n+3}{\alpha}+1\right)}, \sqrt{T / 16}\right\}$ and $w=$ $(y, \tau) \in \Omega_{T}$ we have

$$
\begin{align*}
& f_{K_{r}(w)}|D u|^{p(z) q(z)} d z \leq c\left\{f_{K_{4 r}(w)}|D u|^{p(z)} d z\right. \\
&\left.+\left(f_{K_{4 r}(w)}|F|^{p(z) q(z)} d z\right)^{\frac{1}{q_{w}}}+1\right\}^{1+d_{w}(q(w)-1)} \tag{5.1.12}
\end{align*}
$$

for some $c=c\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}, \gamma_{3}, \gamma_{4}, \rho(\cdot)\right)>0$.
(2) (Global estimate) We have

$$
\begin{equation*}
\int_{\Omega_{T}}|D u|^{p(z) q(z)} d z \leq c\left\{\left(\int_{\Omega_{T}}|F|^{p(z) q(z)} d z\right)^{d_{0}}+1\right\} \tag{5.1.13}
\end{equation*}
$$
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for some $c=c\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}, \gamma_{3}, \gamma_{4}, \omega(\cdot), \rho(\cdot), R, \Omega, T\right)$, where $d_{0}:=(n+2)\left[\frac{n+3}{\alpha}+1\right]\left[\frac{\gamma_{4}\left(1+d_{M}\left(\gamma_{3}-1\right)\right)}{\gamma_{3}}-1\right]+\frac{\gamma_{4}\left(1+d_{M}\left(\gamma_{3}-1\right)\right)}{\gamma_{3}^{2}}>1$.

Therefore, there holds (5.0.5).
Remark 5.1.4. Suppose $s: \mathbb{R}^{n+1} \rightarrow(1, \infty)$ is bounded and strictly bigger than $p(\cdot)$, that is, there exist $1<\gamma_{3} \leq \gamma_{4}<\infty$ such that

$$
1<\gamma_{3} \leq \frac{s(z)}{p(z)} \leq \gamma_{4}<\infty
$$

If $s(\cdot)$ is log-Hölder continuous in $\Omega_{T}$, then Theorem 5.1 .3 implies

$$
|F| \in L^{s(\cdot)}\left(\Omega_{T}\right) \quad \Longrightarrow|D u| \in L^{s(\cdot)}\left(\Omega_{T}\right)
$$

with the estimates (5.1.12) and (5.1.13), where $q(\cdot)=\frac{s(\cdot)}{p(\cdot)}$. Indeed, since $s(\cdot)$ is log-Hölder continuous, there exists a modulus of continuity of $s(\cdot)$, $\tilde{\rho}:(0, \infty) \rightarrow(0, \infty)$, satisfying (5.1.4) with $\rho$ replaced by $\tilde{\rho}$. Set $q(x):=\frac{s(x)}{p(x)}$ then we easily check that $1<\gamma_{3} \leq q(x) \leq \gamma_{4}$ and

$$
|q(z)-q(\tilde{z})| \leq \frac{\gamma_{2}\left(\tilde{\rho}(|z-\tilde{z}|)+\gamma_{4} \omega(|z-\tilde{z}|)\right)}{\gamma_{1}^{2}}=: \rho(|z-\tilde{z}|),
$$

for all $z, \tilde{z} \in \Omega_{T}$. Consequently, $\rho:(0 . \infty) \rightarrow(0, \infty)$ satisfies (5.1.4).
Remark 5.1.5. We will prove the estimate (5.1.12) only for the regions $K_{4 r}^{\lambda}(w)$ satisfying $\left(\tau-16 r^{2}, \tau+16 r^{2}\right) \subset(0, T)$. In fact, if $Q_{4 r}^{\lambda}(w)$ touches the bottom or the top of $\Omega_{T}$, i.e., $\left(\tau-16 r^{2}, \tau+16 r^{2}\right) \not \subset(0, T)$, we consider the extended equation such that

$$
\left\{\begin{array}{rlrc}
\tilde{u}_{t}-\operatorname{div} \tilde{\mathbf{a}}(D \tilde{u}, x, t) & =\operatorname{div}\left(|\tilde{F}|^{p(x, t)-2} \tilde{F}\right) & & \text { in } \quad \Omega \times(-T, 2 T]  \tag{5.1.14}\\
\tilde{u} & =0 & & \text { on } \quad \partial_{p}(\Omega \times(-T, 2 T]
\end{array}\right.
$$

where

$$
\begin{aligned}
& \mathbf{a}(\xi, x, t):=\mathbf{a}(\xi, x, 2 T-t), \tilde{p}(x, t) \\
& \tilde{\mathbf{a}}(\xi, x, t):=\mathbf{=}(\xi, x, t x, 2 T-t), \quad \tilde{q}(x, t):=q(x, 2 T-t), \text { if } t>T, \\
&:=p(x, t), \quad \tilde{q}(x, t):=q(x, t), \quad \text { if } t \leq T,
\end{aligned}
$$
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and

$$
\left\{\begin{array}{lll}
\tilde{u}(x, t):=u(x, 2 T-t), & \tilde{F}(x, t):=F(x, 2 T-t), & \text { if } T<t \leq 2 T, \\
\tilde{u}(x, t):=u(x, t), & \tilde{F}(x, t):=F(x, t), & \text { if } 0<t \leq T, \\
\tilde{u}(x, t):=0, & \tilde{F}(x, t):=0, & \text { if }-T<t \leq 0 .
\end{array}\right.
$$

Note that $\tilde{\mathbf{a}}, \tilde{p}(\cdot), \tilde{p}(\cdot)$ and $\tilde{F}$ satisfy the same assumptions of $\mathbf{a}, p(\cdot), p(\cdot)$ and $F$ in Theorem 5.1.3, and $\left(\tau-16 r^{2}, \tau+16 r^{2}\right) \subset(-T, 2 T)$. Consequently, applying (5.1.12) in Theorem 5.1.3 to the equation (5.1.14) for the region $\tilde{K}_{r}(w):=Q_{r}(w) \cap\{\Omega \times(-T, 2 T]\}$ with $w \in \Omega_{T}$, we have

$$
\begin{aligned}
& f_{\tilde{K}_{r}(w)}|D \tilde{u}|^{\tilde{p}(z) \tilde{q}(z)} d z \\
& \quad \leq c\left\{f_{\tilde{K}_{4 r}(w)}|D \tilde{u}|^{\tilde{p}(z)} d z+\left(f_{\tilde{K}_{4 r}(w)}|\tilde{F}|^{\tilde{p}(z) \tilde{q}(z)} d z\right)^{\frac{1}{q w}}+1\right\}^{1+d_{w}(q(w)-1)}
\end{aligned}
$$

where $\tilde{K}_{4 r}(w):=Q_{4 r}(w) \cap\{\Omega \times(-T, 2 T]\}$, which implies the estimate (5.1.12) for the regions $K_{4 r}(w)$ with $\left(\tau-16 r^{2}, \tau+16 r^{2}\right) \not \subset(0, T)$.

### 5.2 Preliminaries.

### 5.2.1 Parabolic Sobolev spaces and P.D.E. with variable exponents.

We introduce parabolic spaces with a variable exponent and existence of the weak solutions of parabolic Cauchy-Dirichlet equations with variable growth. For details, we refer to [27, 31, 32]. In this subsection, we assume that $\Omega$ has a fat complement; there exists $c>0$ such that for any $x \in \Omega$ there holds $\left|B_{2 d(x, \partial \Omega)}(x) \cap \Omega^{c}\right| \geq c\left|B_{2 d(x, \partial \Omega)}(x)\right|$, and $p(\cdot)$ satisfies (5.0.2), and is log-Hölder continuous. Note that $(\delta, R)$-Reifenberg flat domain has a fat complement.

Let $W^{p(\cdot)}\left(\Omega_{T}\right)^{\prime}$ be the dual space of $W_{0}^{p(\cdot)}\left(\Omega_{T}\right)$, and then $\langle\rangle=,\langle,\rangle_{\Omega_{T}}$ be the pairing between $W^{p(\cdot)}\left(\Omega_{T}\right)^{\prime}$ and $W_{0}^{p(\cdot)}\left(\Omega_{T}\right)$. Then for each $g \in W^{p(\cdot)}\left(\Omega_{T}\right)^{\prime}$ there exist $g_{0} \in L^{p^{\prime}(\cdot)}\left(\Omega_{T}\right)$ and $G \in L^{p^{\prime}(\cdot)}\left(\Omega_{T}, \mathbb{R}^{n}\right)$ such that

$$
\begin{equation*}
\langle g, f\rangle=\int_{\Omega_{T}} f g_{0} d z+\int_{\Omega_{T}} D f \cdot G d z, \quad \text { for any } f \in W_{0}^{p(\cdot)}\left(\Omega_{T}\right) \tag{5.2.1}
\end{equation*}
$$
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where $p^{\prime}(\cdot):=\frac{p(\cdot)-1}{p(\cdot)}$. Moreover, we have

$$
\|g\|_{W^{p(\cdot)}\left(\Omega_{T}\right)^{\prime}}=\inf \left(\left\|g_{0}\right\|_{L^{p^{\prime}(\cdot)}\left(\Omega_{T}\right)}+\|G\|_{L^{p^{\prime}(\cdot)}\left(\Omega_{T}, \mathbb{R}^{n}\right)}\right),
$$

where the infimum in the previous equality runs for $g_{0} \in L^{p^{\prime}(\cdot)}\left(\Omega_{T}\right)$ and $G \in L^{p^{\prime}(\cdot)}\left(\Omega_{T}, \mathbb{R}^{n}\right)$ satisfying (5.2.1). We further define

$$
W_{p(\cdot)}\left(\Omega_{T}\right):=\left\{f \in W^{p(\cdot)}\left(\Omega_{T}\right): f_{t} \in W^{p(\cdot)}\left(\Omega_{T}\right)^{\prime}\right\}
$$

with $\|f\|_{W_{p(\cdot)}}:=\|f\|_{W^{p(\cdot)}\left(\Omega_{T}\right)}+\left\|f_{t}\right\|_{W^{p(\cdot)}\left(\Omega_{T}\right)^{\prime}}$. Here, $f_{t} \in W^{p(\cdot)}\left(\Omega_{T}\right)^{\prime}$ is understood in the distributional sense that

$$
\left\langle f_{t}, \varphi\right\rangle:=\int_{T} f \partial_{t} \varphi d z, \quad \text { for any } \varphi \in C_{0}^{\infty}\left(\Omega_{T}\right)
$$

where $\partial_{t} \varphi$ means the classical time derivative of $\varphi$.
Remark 5.2.1. When $p(\cdot)$ is a constant function, $p(\cdot) \equiv p$, the above function spaces return to well known classical parabolic Sobolev spaces, precisely,

$$
W^{p}\left(\Omega_{T}\right)=L^{p}\left(0, T ; W^{1, p}(\Omega)\right), \quad W_{0}^{p}\left(\Omega_{T}\right)=L^{p}\left(0, T ; W_{0}^{1, p}(\Omega)\right)
$$

and

$$
W^{p}\left(\Omega_{T}\right)^{\prime}=L^{p}\left(0, T ; W_{0}^{1, p}(\Omega)\right)^{\prime}=L^{p^{\prime}}\left(0, T ; W^{-1, p^{\prime}}(\Omega)\right)
$$

For the above spaces, we have the following property.
Proposition 5.2.2. [27, 32] $W_{p(\cdot)}\left(\Omega_{T}\right) \cap L^{1}\left(0, T ; W_{0}^{1,1}(\Omega)\right)$ is continuously embedded in $C\left(0, T ; L^{2}(\Omega)\right)$, that is, for any $f \in W_{p}(\cdot)\left(\Omega_{T}\right) \cap L^{1}\left(0, T ; W_{0}^{1,1}(\Omega)\right)$ we have

$$
\|f\|_{C\left(0, T ; L^{2}(\Omega)\right)} \leq c\|f\|_{W_{p(\cdot)}\left(\Omega_{T}\right)}
$$

for some $c>0$ independent of $f$, moreover there holds

$$
\left\langle f_{t}, f\right\rangle_{\Omega \times\left[t_{1}, t_{2}\right]}=\frac{1}{2}\left(\left\|f\left(\cdot, t_{2}\right)\right\|_{L^{2}(\Omega)}-\left\|f\left(\cdot, t_{1}\right)\right\|_{L^{2}(\Omega)}\right),
$$

for any $0 \leq t_{1}<t_{2} \leq T$.
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Now consider the following parabolic equation:

$$
\left\{\begin{array}{rlrlc}
u_{t}-\operatorname{div} \tilde{\mathbf{a}}(D u, z) & =\operatorname{div}\left(|F|^{p(z)-2} F\right) & & \text { in } & \Omega_{T},  \tag{5.2.2}\\
u & =f & & \text { on } & \partial \Omega \times(0, T], \\
u(\cdot, 0) & =f_{0} & & \text { on } & \Omega
\end{array}\right.
$$

where

$$
\begin{gather*}
F \in L^{p(\cdot)}\left(\Omega_{T}\right), \quad f_{0}=L^{2}(\Omega)  \tag{5.2.3}\\
f \in C\left(0, T ; L^{2}(\Omega)\right) \cap W^{p(\cdot)}\left(\Omega_{T}\right), \quad f_{t} \in W^{p(\cdot)}\left(\Omega_{T}\right)^{\prime}, \tag{5.2.4}
\end{gather*}
$$

and $\tilde{\mathbf{a}}: \mathbb{R}^{n} \times \mathbb{R}^{n+1}$ satisfies that

$$
\left\{\begin{array}{l}
|\tilde{\mathbf{a}}(\xi, z)| \leq \Lambda_{1}(1+|\xi|)^{p(z)-1}  \tag{5.2.5}\\
\tilde{\mathbf{a}}(\xi, z) \cdot \xi \geq \nu_{1}|\xi|^{p(z)}-\nu_{2}, \\
\left(\tilde{\mathbf{a}}\left(\xi_{1}, z\right)-\tilde{\mathbf{a}}\left(\xi_{2}, z\right)\right) \cdot\left(\xi_{1}-\xi_{2}\right) \geq \nu_{3}\left(\mu^{2}+\left|\xi_{1}\right|^{2}+\left|\xi_{2}\right|^{2}\right)^{\frac{p(z)-2}{2}}\left|\xi_{1}-\xi_{2}\right|^{2}
\end{array}\right.
$$

for every $z \in \mathbb{R}^{n+1}, \xi, \xi_{1}, \xi_{2} \in \mathbb{R}^{n}$ and for some positive constants $\nu_{1}, \nu_{2}, \nu_{3}, \Lambda_{1}$ and $\mu \in[0,1]$. We then say $u \in L^{1}\left(\Omega_{T}\right)$ is a weak solution of (5.2.2) if

$$
\begin{gathered}
u \in C\left(0, T ; L^{2}(\Omega)\right) \cap W^{p(\cdot)}\left(\Omega_{T}\right) \text { with } u_{t} \in W^{p(\cdot)}\left(\Omega_{T}\right)^{\prime}, \\
u-f \in L^{1}\left(0, T ; W_{0}^{1,1}(\Omega)\right), \quad u(\cdot, 0)=f_{0} \text { in } L^{2}(\Omega),
\end{gathered}
$$

and there holds

$$
\int_{\Omega_{T}} u \varphi_{t} d z-\int_{\Omega_{T}} \tilde{\mathbf{a}}(D u, z) \cdot D \varphi d z=\int_{\Omega_{T}}|F|^{p(z)-2} F \cdot D \varphi d z
$$

for every $\varphi \in C_{0}^{\infty}\left(\Omega_{T}\right)$. We point out that if $u$ is a weak solution to (5.2.2) then we have

$$
\left\langle u_{t}, \varphi\right\rangle_{\Omega \times\left[t_{1}, t_{2}\right]}+\int_{\Omega \times\left[t_{1}, t_{2}\right]} \tilde{\mathbf{a}}(D u, z) \cdot D \varphi d z=-\int_{\Omega \times\left[t_{1}, t_{2}\right]}|F|^{p(z)-2} F \cdot D \varphi d z,
$$

for every $\varphi \in W_{0}^{p(\cdot)}\left(\Omega_{T}\right)$ and every $0 \leq t_{1}<t_{2} \leq T$.
Theorem 5.2.3. (Existence and Uniqueness) Under the above assumptions (5.2.3)-(5.2.5), there exists a unique weak solution $u$ to (5.2.2). Moreover, if $f \equiv 0$, then we have the estimate

$$
\sup _{0 \leq t \leq T}\|u(\cdot, t)\|_{L^{2}(\Omega)}^{2}+\int_{\Omega_{T}}|D u|^{p(z)} d z \leq c\left(\int_{\Omega_{T}}\left[|F|^{p(z)}+1\right] d z+\left\|f_{0}\right\|_{L^{2}(\Omega)}^{2}\right)
$$

for some $c=c\left(n, \Lambda, \nu, \gamma_{1}, \gamma_{2}\right)>0$.
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Returning to the main equation (5.0.1), we know from (5.0.3) and (5.0.4) that the nonlinearity a satisfies

$$
\mathbf{a}(\xi, z) \cdot \xi \geq \nu_{1}|\xi|^{p(z)}-\nu_{2}
$$

and

$$
\begin{equation*}
\left(\mathbf{a}\left(\xi_{1}, z\right)-\mathbf{a}\left(\xi_{2}, z\right)\right) \cdot\left(\xi_{1}-\xi_{2}\right) \geq \nu_{3}\left(\mu^{2}+\left|\xi_{1}\right|^{2}+\left|\xi_{2}\right|^{2}\right)^{\frac{p(z)-2}{2}}\left|\xi_{1}-\xi_{2}\right|^{2} \tag{5.2.6}
\end{equation*}
$$

for every $z \in \mathbb{R}^{n+1}, \xi, \xi_{1}, \xi_{2} \in \mathbb{R}^{n}$ and for some $\nu_{1}, \nu_{2}, \nu_{3}$ depending only on $n, \Lambda, \nu, \gamma_{1}, \gamma_{2}$.

Corollary 5.2.4. There exists a unique weak solution u to (5.0.1). Moreover, we have

$$
\begin{equation*}
\sup _{0 \leq t \leq T}\|u(\cdot, t)\|_{L^{2}(\Omega)}^{2}+\int_{\Omega_{T}}|D u|^{p(z)} d z \leq c_{0} \int_{\Omega_{T}}\left[|F|^{p(z)}+1\right] d z, \tag{5.2.7}
\end{equation*}
$$

for some $c_{0}=c_{0}\left(n, \Lambda, \nu, \gamma_{1}, \gamma_{2}\right)>0$.

### 5.2.2 Self improving integrability.

We introduce self improving integrability results for the gradient of the weak solutions of nonlinear parabolic equations with variable growth. In [6] Bögelein and Duzaar showed local self improving integrability for parabolic systems with variable growth assuming that the variable exponent $p(\cdot)$ is $\log$ Hölder continuous. This result can be naturally extended to a global one on Reifenberg flat domains with the zero boundary condition, since they have the measure density conditions (5.1.6) and (5.1.7). Note that, by following the proof in [6], one can find a exact relation between the radii of parabolic cylinders and the constant $M_{1}>1$ satisfying (5.2.9), see (5.2.8).

Lemma 5.2.5. Let $M_{1}, \gamma>1, p(\cdot)$ satisfy (5.0.2), $(p(\cdot), \Omega)$ be $(\delta, R)$-vanishing, and $|F|^{p(\cdot)} \in L^{\gamma}\left(\Omega_{T}\right)$. Then there exist $\sigma_{\gamma}=\sigma_{\gamma}\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}, \gamma\right) \in(0, \gamma-1]$ and $c_{h}=c_{h}\left(n, \gamma_{1}, \gamma_{2}, \omega(\cdot)\right) \geq 1$ such that the following holds: for any

$$
\begin{equation*}
r<\min \left\{c_{h}^{-1} M_{1}^{-\frac{1}{\alpha}}, R\right\} \tag{5.2.8}
\end{equation*}
$$
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and any $w=(y, \tau) \in \Omega_{T}$, if $u$ is a weak solutions of

$$
u_{t}-\operatorname{div} \mathbf{a}(D u, z)=\operatorname{div}\left(|F|^{p(z)-2} F\right) \quad \text { in } \quad Q_{r}(w)=K_{r}(w), \text { if } B_{r}(y) \subset \Omega,
$$

or

$$
\left\{\begin{array}{rlrc}
u_{t}-\operatorname{div} \mathbf{a}(D u, z) & =\operatorname{div}\left(|F|^{p(z)-2} F\right) & & \text { in } K_{r}(w), \\
u & =0 & & \text { on } \partial_{\mathrm{w}} K_{r}(w),
\end{array} \quad \text { if } B_{r}(y) \not \subset \Omega,\right.
$$

satisfying

$$
\begin{equation*}
\int_{K_{r}(w)}\left[|D u|^{p(z)}+|F|^{p(z)}+1\right] d z \leq M_{1} \tag{5.2.9}
\end{equation*}
$$

then $|D u|^{p(\cdot)} \in L^{1+\sigma_{\gamma}}\left(K_{\frac{r}{2}}(w)\right)$ and we have

$$
\begin{align*}
f_{K_{\frac{r}{2}}(w)}|D u|^{p(z)(1+\sigma)} d z \leq & c\left(f_{K_{r}(w)}\left[|D u|^{p(z)}+|F|^{p(z)}\right] d z\right)^{1+\sigma d(p(w))} \\
& +c f_{K_{r}(w)}|F|^{p(z)(1+\sigma)} d z+c \tag{5.2.10}
\end{align*}
$$

for every $0<\sigma \leq \sigma_{\gamma}$ and for some $c=c\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}\right)>0$.
Note that if $p(\cdot)$ is just log-Hölder continuous, then $\sigma_{\gamma}$ in the above lemma depends also on $p(\cdot)$, see [6, Theorem 2.2], however using $(\delta, R)$-vanishing condition on $p(\cdot), \delta \leq 1 / 8$, we can obtain $\sigma_{\gamma}$ independent of $p(\cdot)$.

Using a scaling argument, we deduce a homogeneous self improving integrability estimate on intrinsic parabolic cylinders from the above lemma. We note the assumptions (5.2.13) and (5.2.14) in the below corollary will be clarified in the proof of Theorem 5.1.3 later.

Corollary 5.2.6. Let $M_{1}, \gamma, \Gamma, c_{a}>1, p(\cdot)$ satisfy (5.0.2), $(p(\cdot), \Omega)$ be $(\delta, R)$ vanishing, and $|F|^{p(\cdot)} \in L^{\gamma}\left(\Omega_{T}\right)$. Then there exists $\tilde{\sigma}_{\gamma}=\tilde{\sigma}_{\gamma}\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}, \gamma, c_{a}\right) \in$ ( $0, \gamma-1$ ] such that, for any $w=(y, \tau) \in \Omega_{T}$ if $u$ is a weak solutions of
$u_{t}-\operatorname{div} \mathbf{a}(D u, z)=\operatorname{div}\left(|F|^{p(z)-2} F\right) \quad$ in $\quad Q_{r}^{\lambda}(w)=K_{r}^{\lambda}(w), \quad$ if $B_{r}(y) \subset \Omega$,
or

$$
\left\{\begin{array}{rlrlr}
u_{t}-\operatorname{div} \mathbf{a}(D u, z) & =\operatorname{div}\left(|F|^{p(z)-2} F\right) & & \text { in } \quad K_{r}^{\lambda}(w), & \text { if } B_{r}(y) \not \subset \Omega, \\
u & =0 & & \text { on } \partial_{\mathrm{w}} K_{r}^{\lambda}(w), &
\end{array}\right.
$$

satisfying

$$
\begin{gather*}
r<\min \left\{1, \lambda^{\frac{p(w)-2}{2 p(w)}}\right\} c_{h}^{-1}\left(c_{a}^{\frac{1}{\gamma_{1}\left(\gamma_{1}-1\right)}} M_{1}\right)^{-\frac{1}{\alpha}} \quad \text { and } r<R,  \tag{5.2.11}\\
\int_{K_{r}^{\lambda}(w)}\left[|D u|^{p(z)}+|F|^{p(z)}+1\right] d z \leq M_{1},  \tag{5.2.12}\\
f_{K_{r}^{\lambda}(w)}|D u|^{p(z)} d z+\left(f_{K_{r}^{\lambda}(w)}|F|^{p(z) \gamma} d z\right)^{\frac{1}{\gamma}} \leq \lambda, \tag{5.2.13}
\end{gather*}
$$

and

$$
\begin{equation*}
p_{2}-p_{1} \leq 1, \quad \lambda^{p_{2}-p_{1}} \leq c_{a} \tag{5.2.14}
\end{equation*}
$$

where

$$
p_{1}:=\inf _{z \in K_{r}^{\lambda}(w)} p(z) \quad \text { and } \quad p_{2}:=\sup _{z \in K_{r}^{\lambda}(w)} p(z),
$$

then $|D u|^{p(\cdot)} \in L^{1+\tilde{\sigma}_{\gamma}}\left(K_{\frac{r}{2}}^{\lambda}(w)\right)$ and we have

$$
\begin{equation*}
f_{K_{\frac{\lambda}{2}}^{\lambda}(w)}|D u|^{p(z)(1+\sigma)} d z \leq c \lambda^{1+\sigma}, \tag{5.2.15}
\end{equation*}
$$

for every $\sigma \leq \tilde{\sigma}_{\gamma}$ and for some $c=c\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}, \gamma, c_{a}\right)>0$.
Proof. For the sake of convenience, we may assume $w=0$ and write $p_{0}=$ $p(0)$. We first consider the case $p_{0} \geq 2$. In this case, we define the rescaling functions such that for $(x, t) \in \mathbb{R}^{n+1}$

$$
\tilde{p}(x, t):=p\left(x, \lambda^{\frac{2-p_{0}}{p_{0}}} t\right), \quad \tilde{\mathbf{a}}(\xi, x, t):=\lambda^{\frac{1-p_{0}}{p_{0}}} \mathbf{a}\left(\lambda^{\frac{1}{p_{0}}} \xi, x, \lambda^{\frac{2-p_{0}}{p_{0}}} t\right)
$$

and for $(x, t) \in K_{r}$

$$
\tilde{F}(x, t):=\lambda^{\frac{1-p_{0}}{p_{0}(\tilde{p}(x, t)-1)}} F\left(x, \lambda^{\frac{2-p_{0}}{p_{0}}} t\right), \quad \tilde{u}(x, t):=\lambda^{-\frac{1}{p_{0}}} u\left(x, \lambda^{\frac{2-p_{0}}{p_{0}}} t\right)
$$

Then, for $z_{1}=\left(x_{1}, t_{1}\right), z_{2}=\left(x_{2}, t_{2}\right) \in \mathbb{R}^{n+1}, p(\cdot)$ satisfies

$$
\begin{aligned}
\left|\tilde{p}\left(z_{1}\right)-\tilde{p}\left(z_{2}\right)\right| & =\left|p\left(x_{1}, \lambda^{\frac{2-p_{0}}{p_{0}}} t_{1}\right)-p\left(x_{2}, \lambda^{\frac{2-p_{0}}{p_{0}}} t_{2}\right)\right| \\
& \leq \omega\left(\max \left\{\left|x_{1}-x_{2}\right|, \lambda^{\frac{2-p_{0}}{2 p_{0}}} \sqrt{\left|t_{1}-t_{2}\right|}\right\}\right) \\
& \leq \omega\left(d_{p}\left(z_{1}, z_{2}\right)\right),
\end{aligned}
$$
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hence $\tilde{p}(\cdot)$ is $(\delta, R)$-vanishing, and $\tilde{\mathbf{a}}$ satisfies (5.0.3) and (5.0.4) with ( $\mathbf{a}, \nu, \Lambda, \mu, p(\cdot)$ ) replaced by $\left(\tilde{\mathbf{a}}, c_{a}^{-1} \nu, c_{a} \Lambda, \lambda^{-\frac{1}{p_{0}}} \mu, \tilde{p}(\cdot)\right)$, by using (5.2.14). Moreover, $\tilde{u}$ is a weak solution of

$$
\tilde{u}_{t}-\operatorname{div} \tilde{\mathbf{a}}(D \tilde{u}, z)=\operatorname{div}\left(|\tilde{F}|^{\tilde{p}(z)-2} \tilde{F}\right) \quad \text { in } \quad Q_{r}=K_{r}, \quad \text { if } B_{r} \subset \Omega,
$$

or

$$
\left\{\begin{aligned}
\tilde{u}_{t}-\operatorname{div} \tilde{\mathbf{a}}(D \tilde{u}, z) & =\operatorname{div}\left(|\tilde{F}|^{\tilde{p}(z)-2} \tilde{F}\right) & & \text { in } \quad K_{r}, \\
\tilde{u} & =0 & & \text { on } \partial_{\mathrm{w}} K_{r},
\end{aligned} \quad \text { if } B_{r} \not \subset \Omega .\right.
$$

with $|\tilde{F}|^{\tilde{p}(\cdot)} \in L^{\gamma}\left(K_{r}\right)$ and, by (5.2.12),

$$
\begin{aligned}
& \int_{K_{r}}\left[|D \tilde{u}|^{\tilde{p}(z)}+|\tilde{F}|^{\tilde{p}(z)}+1\right] d z \\
& \quad=\lambda^{\frac{p_{0}-2}{2 p_{0}}} \int_{K_{r}^{\lambda}}\left[\lambda^{-\frac{p(z)}{p_{0}}}|D u|^{p(z)}+\lambda^{\frac{p(z)\left(1-p_{0}\right)}{p_{0}(p(z)-1)}}|F|^{p(z)}+1\right] d z \\
& \quad=\int_{K_{r}^{\lambda}}\left[\lambda^{-\frac{1}{2}-\frac{1}{p_{0}}+\frac{p_{0}-p(z)}{p_{0}}}|D u|^{p(z)}+\lambda^{-\frac{1}{2}-\frac{p_{0}-1}{p_{0}(p(z)-1)}}|F|^{p(z)}+1\right] d z \leq M_{1} .
\end{aligned}
$$

Since $r$ satisfies (5.2.11) and so (5.2.8), applying Lemma 5.2 .5 to the above equations, one can find $\tilde{\sigma}_{\gamma}=\tilde{\sigma}_{\gamma}\left(n, \nu, \Lambda, \gamma_{1}, \gamma_{2}, \gamma, c_{a}\right) \in(0, \gamma-1]$ such that $|D u|^{p(\cdot)} \in L^{1+\tilde{\sigma}_{\gamma}}\left(K_{r}\right)$ and the estimate (5.2.10) holds for every $\sigma \leq \tilde{\sigma}_{\gamma}$ with $u, F, p(\cdot)$ replaced by $\tilde{u}, \tilde{F}, \tilde{p}(\cdot)$, respectively. Therefore, for any $\sigma \leq \tilde{\sigma}_{\gamma}$

$$
\begin{aligned}
& f_{K_{\frac{\gamma}{2}}^{\lambda}}|D u|^{p(z)(1+\sigma)} d z \leq \int_{K_{\frac{r}{2}}} \lambda^{\frac{\tilde{p}(z)}{p_{0}}(1+\sigma)}|D \tilde{u}|^{\tilde{p}(z)(1+\sigma)} d z \\
& \leq \lambda^{1+\sigma} f_{K_{\frac{r}{2}}}|D \tilde{u}|^{\tilde{p}(z)(1+\sigma)} d z \\
& \leq c \lambda^{1+\sigma}\left\{\left(f_{K_{r}}\left[|D \tilde{u}|^{\tilde{p}(z)}+|\tilde{F}|^{\tilde{p}(z)}\right] d z\right)^{1+\sigma d\left(p_{0}\right)}+f_{K_{r}}|F|^{\tilde{p}(z)(1+\sigma)} d z+1\right\} \\
& \leq c \lambda^{1+\sigma}\left\{\left(f_{K_{r}^{\lambda}}\left[\lambda^{-\frac{p(z)}{p_{0}}}|D u|^{p(z)}+\lambda^{-\frac{p(z)\left(p_{0}-1\right)}{p_{0}(p(z)-1)}}|F|^{p(z)}\right] d z\right)^{1+\sigma d\left(p_{0}\right)}\right. \\
& \left.+\int_{K_{r}} \lambda^{-\frac{p(z)\left(p_{0}-1\right)(1+\sigma)}{p_{0}(p(z)-1)}}|F|^{p(z)(1+\sigma)} d z+1\right\} \text {. }
\end{aligned}
$$
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Observe that $\frac{p(z)}{p_{0}} \geq 1-\frac{p_{2}-p_{1}}{\gamma_{1}}$ and $\frac{p(z)\left(p_{0}-1\right)}{p_{0}(p(z)-1)}=1+\frac{p_{0}-p(z)}{p_{0}(p(z)-1)} \geq 1-\frac{p_{2}-p_{1}}{\gamma_{1}\left(\gamma_{1}-1\right)}$. Using these inequalities, (5.2.13) and (5.2.14) we have

$$
\begin{aligned}
f_{K_{\frac{r}{2}}^{\lambda}}|D u|^{p(z)(1+\sigma)} d z \leq & c\left\{\lambda^{\sigma-\sigma d\left(p_{0}\right)}\left(f_{K_{r}^{\lambda}}\left[|D u|^{p(z)}+|F|^{p(z)}\right] d z\right)^{1+\sigma d\left(p_{0}\right)}\right. \\
& \left.+\left(f_{K_{r}}|F|^{p(z) \gamma} d z\right)^{\frac{1+\sigma}{\gamma}}+1\right\} \\
\leq & c \lambda^{1+\sigma}
\end{aligned}
$$

We next consider the case $p_{0}<2$. In this case, let $\tilde{r}:=\lambda^{\frac{2-p_{0}}{2 p_{0}}} r$, and define the rescaling functions such that for $(x, t) \in \mathbb{R}^{n+1}$

$$
\tilde{p}(x, t):=p\left(\lambda^{\frac{p_{0}-2}{2 p_{0}}} x, t\right), \quad \tilde{\mathbf{a}}(\xi, x, t):=\lambda^{\frac{1-p_{0}}{p_{0}}} \mathbf{a}\left(\lambda^{\frac{1}{p_{0}}} \xi, \lambda^{\frac{p_{0}-2}{2 p_{0}}} x, t\right),
$$

and for $(x, t) \in K_{\tilde{r}}$

$$
\tilde{F}(x, t):=\lambda^{\frac{1-p_{0}}{p_{0}(\tilde{p}(x, t)-1)}} F\left(\lambda^{\frac{p_{0}-2}{2 p_{0}}} x, t\right), \quad \tilde{u}(x, t):=\lambda^{-\frac{1}{2}} u\left(\lambda^{\frac{p_{0}-2}{2 p_{0}}} x, t\right) .
$$

Then, in a similar argument as in the case $p_{0} \geq 2$, we see from the fact $\frac{2 n}{n+2}<p_{0}$ and (5.2.14) that

$$
\left|\tilde{p}\left(z_{1}\right)-\tilde{p}\left(z_{2}\right)\right| \leq \omega\left(d_{p}\left(z_{1}, z_{2}\right)\right)
$$

for every $z_{1}=\left(x_{1}, t_{1}\right), z_{2}=\left(x_{2}, t_{2}\right) \in \mathbb{R}^{n+1}$, and $\tilde{\mathbf{a}}$ satisfies the condition (5.0.3) and (5.0.4) with $(\mathbf{a}, \nu, \Lambda, \mu, p(\cdot))$ replaced by $\left(\tilde{\mathbf{a}}, c_{a}^{-1} \nu, c_{a} \Lambda, \lambda^{-\frac{1}{p_{0}}} \mu, \tilde{p}(\cdot)\right)$. Moreover, $\tilde{u}$ is a weak solution to

$$
\tilde{u}_{t}-\operatorname{div} \tilde{\mathbf{a}}(D \tilde{u}, z)=\operatorname{div}(|\tilde{F}| \tilde{p}(z)-2 \tilde{F}) \quad \text { in } \quad Q_{\tilde{r}}=K_{\tilde{r}}, \quad \text { if } B_{\tilde{r}} \subset \tilde{\Omega}
$$

or

$$
\left\{\begin{aligned}
\tilde{u}_{t}-\operatorname{div} \tilde{\mathbf{a}}(D \tilde{u}, z) & =\operatorname{div}\left(|\tilde{F}|^{\tilde{p}(z)-2} \tilde{F}\right) & & \text { in } K_{\tilde{r}}, \\
\tilde{u} & =0 & & \text { on } \partial_{\mathrm{w}} K_{\tilde{r}},
\end{aligned} \quad \text { if } B_{\tilde{r}} \not \subset \tilde{\Omega},\right.
$$
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with $|\tilde{F}|^{\tilde{p}(\cdot)} \in L^{\gamma}\left(K_{\tilde{r}}\right)$ and

$$
\begin{aligned}
& \int_{K_{\tilde{r}}}\left[|D \tilde{u}|^{\tilde{p}(z)}+|\tilde{F}|^{\tilde{p}(z)}+1\right] d z \\
& \quad=\lambda^{n \frac{2-p_{0}}{2 p_{0}}} \int_{K_{\tilde{r}}^{\lambda}}\left[\lambda^{-\frac{p(z)}{p_{0}}}|D u|^{p(z)}+\lambda^{\frac{p(z)\left(1-p_{0}\right)}{p_{0}(p(z)-1)}}|F|^{p(z)}+1\right] d z \\
& \quad \leq \lambda \int_{K_{r}^{\lambda}}\left[\lambda^{-1+\frac{p_{2}-p_{1}}{\gamma_{1}}}|D u|^{p(z)}+\lambda^{-1+\frac{p_{2}-p_{1}}{\gamma_{1}\left(\gamma_{1}-1\right)}}|F|^{p(z)}+1\right] d z \leq c_{a}^{\frac{1}{\gamma_{1}\left(\gamma_{1}-1\right)}} M_{1},
\end{aligned}
$$

where $\tilde{\Omega}:=\left\{x \in \mathbb{R}^{n}: \lambda^{\frac{p_{0}-2}{2 p_{0}}} x \in \Omega\right\}$. Note that $\tilde{\Omega}$ is $\left(\delta, \lambda^{\frac{2-p_{0}}{2 p_{0}}} R\right)$-vanishing and, by (5.2.11), $\tilde{r}>0$ satisfies

$$
\tilde{r}<\min \left\{c_{h}^{-1}\left(c_{a}^{\frac{1}{\gamma_{1}\left(\gamma_{1}-1\right)}} M_{1}\right)^{-\frac{1}{\alpha}}, \lambda^{\frac{2-p_{0}}{2 p_{0}}} R\right\} .
$$

Therefore, applying Lemma 5.2.5, scaling back from $u$ to $\tilde{u}$ and repeating similar computations as in the case $p_{0} \geq 2$, we obtain (5.2.15).

### 5.2.3 Lipschitz regularity.

We recall $L^{\infty}$-estimates up to the flat boundary for the gradient of the weak solutions of homogeneous parabolic equations of $p$-Laplacian type with a nonlinearity independent of the space variable $x$. DiBenedetto and Friedman showed the interior gradient bound for parabolic systems, see [23] and the monograph [21], and in [47] Lieberman extended these results up to the boundary for parabolic equations.

Let $\overline{\mathbf{b}}=\overline{\mathbf{b}}(\xi, t): \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}^{n}$ be a vector valued function satisfying the condition (5.0.3) and (5.0.4) with $\mathbf{a}(\xi, z)$ and $p(z)$ replaced by $\mathbf{b}(\xi, t)$ and $p$, respectively, where $p \in\left(\frac{2 n}{n+2}, \infty\right)$ is a fixed constant. In this subsection, we temporally denote the intrinsic parabolic cylinder such that
$Q_{r}^{\lambda}(w):=B_{r}(y) \times\left(\tau-\lambda^{\frac{2-p}{p}} r^{2}, \tau+\lambda^{\frac{2-p}{p}} r^{2}\right)$ and $Q_{r}^{\lambda+}:=B_{r}^{+} \times\left(-\lambda^{\frac{2-p}{p}} r^{2}, \lambda^{\frac{2-p}{p}} r^{2}\right)$.
Lemma 5.2.7. (1) Let $v$ be a weak solution to

$$
v_{t}-\operatorname{div} \overline{\mathbf{b}}(D v, t)=0, \quad \text { in } Q_{r}^{\lambda}(w)
$$

with

$$
f_{Q_{r}^{\lambda}(w)}|D v|^{p} d z \leq \lambda
$$

for some $\lambda>1$. Then $D u \in L^{\infty}\left(Q_{\frac{r}{2}}^{\lambda}(w)\right)$ with the estimate

$$
\|D u\|_{L^{\infty}\left(Q_{\frac{r}{2}}^{\lambda}(w)\right)}^{p} \leq c \lambda,
$$

for some $c=c(n, \nu, \Lambda, p)>0$.
(2) Let $\bar{v}$ be a weak solution to

$$
\left\{\begin{array}{rllll}
\bar{v}_{t}-\operatorname{div} \overline{\mathbf{b}}(D \bar{v}, t) & =0 & \text { in } & Q_{r}^{\lambda+} \\
\bar{v} & =0 & \text { on } & T_{r}^{\lambda}
\end{array}\right.
$$

with

$$
f_{Q_{r}^{\lambda+}(w)}|D \bar{v}|^{p} d z \leq \lambda
$$

for some $\lambda>1$. Then $D u \in L^{\infty}\left(Q_{\frac{r}{2}}^{\lambda+}\right)$ with the estimate

$$
\|D u\|_{L^{\infty}\left(Q_{\frac{\lambda}{2}}^{\lambda+}\right)}^{p} \leq c \lambda,
$$

for some $c=c(n, \nu, \Lambda, p)>0$.

### 5.2.4 Technical tools.

We start with a Vitali type covering lemma for intrinsic parabolic cylinders. A similar one can be found in [6]. Here, we impose more strong restriction on the scales of intrinsic parabolic cylinders than one in [6, Lemma 7.1], to get a rather simple proof.

Lemma 5.2.8. Let $\lambda, c_{a}>1$. If $\mathcal{F}:=\left\{Q_{r_{j}}^{\lambda}\left(w_{j}\right)\right\}_{j \in \mathcal{J}}$ is the family of intrinsic parabolic cylinders satisfying that $\bigcup_{j \in \mathcal{J}} Q_{r_{j}}^{\lambda}\left(w_{j}\right)$ is bounded in $\mathbb{R}^{n+1}$ and

$$
\begin{equation*}
\lambda^{p_{2}^{j}-p_{1}^{j}} \leq c_{a} \quad \text { for any } j \in \mathcal{J} \tag{5.2.16}
\end{equation*}
$$

where

$$
p_{j}^{+}:=\sup _{w \in Q \hat{r}_{j}\left(w_{j}\right)} p(w) \quad \text { and } \quad p_{j}^{-}:=\inf _{w \in Q \hat{r}_{j}\left(w_{j}\right)} p(w)
$$
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then there exists a countable disjoint subcollection $\mathcal{G}=\left\{Q_{r_{i}}^{\lambda}\left(w_{i}\right)\right\}_{i \in \mathcal{I}}, \mathcal{I} \subset \mathcal{J}$, satisfying

$$
\bigcup_{j \in \mathcal{J}} Q_{r_{j}}^{\lambda}\left(w_{j}\right) \subset \bigcup_{i \in \mathcal{I}} Q_{\chi r_{i}}^{\lambda}\left(w_{i}\right), \quad \text { where } \chi:=\max \left\{5,2 \sqrt{2} c_{a}^{\frac{1}{\gamma_{1}^{2}}}\right\}
$$

Proof. For $k=1,2, \ldots$, we define

$$
\mathcal{F}_{k}:=\left\{Q_{r_{j}}^{\lambda}\left(w_{j}\right) \in \mathcal{F}: \frac{r_{0}}{2^{k}}<r_{i} \leq \frac{r_{0}}{2^{k-1}}\right\}, \quad \text { where } \sup _{j \in \mathcal{J}} r_{j}=r_{0}
$$

and $\mathcal{G}_{1} \subset \mathcal{F}_{1}$ by any maximal disjoint subcollection of $\mathcal{F}_{1}$. We inductively select $\mathcal{G}_{k} \subset \mathcal{F}_{k}$ by any maximal disjoint subcollection of

$$
\left\{Q \in F_{k}: Q \cap \hat{Q}=\emptyset \text { for all } \hat{Q} \in \bigcup_{l=1}^{k-1} \mathcal{G}_{l}\right\}
$$

Note that, since the measure of $\bigcup_{j \in \mathcal{J}} Q_{r_{j}}^{\lambda}\left(w_{j}\right)$ is finite by the assumption of the lemma, $\mathcal{G}_{k}$ has a finite element. Finally, we define

$$
\mathcal{G}:=\bigcup_{k=1}^{\infty} \mathcal{G}_{k}
$$

Then $\mathcal{G}$ is countable and its elements are mutually disjoint. Therefore, it suffices to show that for any $Q_{r_{j}}^{\lambda}\left(w_{j}\right) \in \mathcal{F}$, there exists $Q_{r_{i}}^{\lambda}\left(w_{i}\right) \in \mathcal{G}$ such that $Q_{r_{j}}^{\lambda}\left(w_{j}\right) \subset Q_{\chi r_{i}}^{\lambda}\left(w_{i}\right)$. If $Q_{r_{j}}^{\lambda}\left(w_{j}\right) \in \mathcal{G}$ there is nothing to prove. Fix $Q_{r_{j}}^{\lambda}\left(w_{j}\right) \in \mathcal{F} \backslash \mathcal{G}$ then $Q_{r_{j}}^{\lambda}\left(w_{j}\right) \in F_{k}$ for some $k$. By the maximality of $\mathcal{G}_{k}$, there exists $Q_{r_{i}}^{\lambda}\left(w_{i}\right) \in \bigcup_{l=1}^{k} \mathcal{G}_{l}$ such that $Q_{r_{j}}^{\lambda}\left(w_{j}\right) \cap Q_{r_{i}}^{\lambda}\left(w_{i}\right) \neq \emptyset$. We note

$$
\begin{equation*}
r_{j} \leq \frac{r_{0}}{2^{k-1}}<2 r_{i} \tag{5.2.17}
\end{equation*}
$$

Let $w_{i}=\left(y_{i}, \tau_{i}\right), w_{j}=\left(y_{j}, \tau_{j}\right)$ and $w_{0} \in Q_{r_{j}}^{\lambda}\left(w_{j}\right) \cap Q_{r_{i}}^{\lambda}\left(w_{i}\right)$. Then (5.2.17) directly implies

$$
B_{r_{j}}\left(y_{j}\right) \subset B_{5 r_{i}}\left(y_{i}\right) \subset B_{\chi r_{i}}\left(y_{i}\right)
$$

We next show that

$$
\begin{equation*}
\left(\tau_{j}-\lambda^{\frac{2-p\left(w_{j}\right)}{p\left(w_{j}\right)}} r_{j}^{2}, \tau_{j}+\lambda^{\frac{2-p\left(w_{j}\right)}{p\left(w_{j}\right)}} r_{j}^{2}\right) \subset\left(\tau_{i}-\lambda^{\frac{2-p\left(w_{i}\right)}{p\left(w_{i}\right)}}\left(\chi r_{i}\right)^{2}, \tau_{i}+\lambda^{\frac{2-p\left(w_{i}\right)}{p\left(w_{i}\right)}}\left(\chi r_{i}\right)^{2}\right) \tag{5.2.18}
\end{equation*}
$$

If $p\left(w_{j}\right) \geq p\left(w_{i}\right),(5.2 .17)$ implies

$$
\lambda^{\frac{2-p\left(w_{j}\right)}{p\left(w_{j}\right)}} r_{j}^{2} \leq \lambda^{\frac{2-p\left(w_{i}\right)}{p\left(w_{i}\right)}}\left(2 r_{i}\right)^{2}=4 \lambda^{\frac{2-p\left(w_{i}\right)}{p\left(w_{i}\right)}} r_{i}^{2},
$$

and so

$$
\left(\tau_{j}-\lambda^{\frac{2-p\left(w_{j}\right)}{p\left(w_{j}\right)}} r_{j}^{2}, \tau_{j}+\lambda^{\frac{2-p\left(w_{j}\right)}{p\left(w_{j}\right)}} r_{j}^{2}\right) \subset\left(\tau_{i}-9 \lambda^{\frac{2-p\left(w_{i}\right)}{p\left(w_{i}\right)}} r_{i}^{2}, \tau_{i}+9 \lambda^{\frac{2-p\left(w_{i}\right)}{p\left(w_{i}\right)}} r_{i}^{2}\right) .
$$

On the other hand, if $p\left(w_{j}\right)<p\left(w_{i}\right)$,

$$
\begin{aligned}
\lambda^{\frac{2-p\left(w_{j}\right)}{p\left(w_{j}\right)}} r_{j}^{2} & =\lambda^{\frac{p\left(w_{i}\right)-p\left(w_{j}\right)}{p\left(w_{j}\right) p\left(w_{i}\right)}} \lambda^{\frac{2-p\left(w_{i}\right)}{p\left(w_{i}\right)}} r_{j}^{2} \leq \lambda^{\frac{p\left(w_{i}\right)-p\left(w_{0}\right)}{\gamma_{1}^{2}}} \lambda^{\frac{p\left(w_{0}\right)-p\left(w_{j}\right)}{\gamma_{1}^{2}}} \lambda^{\frac{2-p\left(w_{i}\right)}{p\left(w_{i}\right)}} r_{j}^{2} \\
& \leq \lambda^{\frac{p_{i}^{+}-p_{i}^{-}}{\gamma_{1}^{2}}} \lambda^{\frac{p_{j}^{+}-p_{j}^{-}}{\gamma_{1}^{2}}} \lambda^{\frac{2-p\left(w_{i}\right)}{p\left(w_{i}\right)}} r_{j}^{2}
\end{aligned}
$$

hence using (5.2.16) and (5.2.17) we obtain

$$
\lambda^{\frac{2-p\left(w_{j}\right)}{p\left(w_{j}\right)}} r_{i}^{2} \leq 4 c_{a}^{\frac{2}{\gamma_{1}^{2}}} \lambda^{\frac{2-p\left(w_{i}\right)}{p\left(w_{i}\right)}} r_{i}^{2}
$$

so that

$$
\left(\tau_{j}-\lambda^{\frac{2-p\left(w_{j}\right)}{p\left(w_{j}\right)}} r_{j}^{2}, \tau_{j}+\lambda^{\frac{2-p\left(w_{j}\right)}{p\left(w_{j}\right)}} r_{j}^{2}\right) \subset\left(\tau_{i}-8 c_{a}^{\frac{2}{\gamma_{1}^{2}}} \lambda^{\frac{2-p\left(w_{i}\right)}{p\left(w_{i}\right)}} r_{i}^{2}, \tau_{i}+8 c_{a}^{\frac{2}{\gamma_{1}^{2}}} \lambda^{\frac{2-p\left(w_{i}\right)}{p\left(w_{i}\right)}} r_{i}^{2}\right)
$$

Consequently, we have (5.2.18).
Lemma 5.2.9. [37, Lemma 4.3] Let $\phi$ be a bounded nonnegative function on $\left[r_{1}, r_{2}\right]$. Suppose that for any $s_{1}, s_{2}$ with $0<r_{1} \leq s_{1}<s_{2} \leq r_{2}$,

$$
\phi\left(s_{1}\right) \leq \kappa \phi\left(s_{2}\right)+\frac{P_{1}}{\left(s_{2}-s_{1}\right)^{\beta}}+P_{2}
$$

where $\beta, P_{1}, P_{2} \geq 0$ and $\kappa \in(0,1)$. Then there holds

$$
\phi\left(r_{1}\right) \leq c\left[\frac{P_{1}}{\left(r_{2}-r_{1}\right)^{\theta_{2}}}+P_{2}\right]
$$

for some $c=c(\kappa, \beta)>0$.
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The following inequality can be found in [1] and references therein. For $U \subset \mathbb{R}^{n+1}, \beta>0, \sigma>1$ and $f \in L^{\sigma}(U)$, we have

$$
\begin{equation*}
f_{U}|f| \ln ^{\beta}\left(e+\frac{|f|}{f_{U}}\right) d z \leq c(\sigma, \beta)\left(f_{U}|f|^{\sigma} d z\right)^{\frac{1}{\sigma}} \tag{5.2.19}
\end{equation*}
$$

for some $c(\sigma, \beta)>0$, where we write $\ln ^{\beta} t:=(\ln t)^{\beta}$. Note that the constant $c(\sigma, \beta)$ is continuous with respect to $\beta$. We end this section with the elementary inequality

$$
\begin{equation*}
t^{\beta}|\ln t| \leq \max \left\{\frac{1}{e \beta}, 2^{\beta} \ln 2\right\}, \quad \forall t \in(0,2] . \tag{5.2.20}
\end{equation*}
$$

### 5.3 Comparison Estimates.

In this section, we obtain interior and boundary comparison estimates on intrinsic parabolic cylinders, under a circumstance satisfying several conditions described in (5.3.2), (5.3.3), (5.3.4), (5.3.14) and (5.3.21). We start with setting various parameters and stating required conditions.

Let $u$ be the unique weak solution of (5.0.1), p(•) satisfy (5.0.2), and $(p(\cdot), \mathbf{a}(\xi, \cdot, t), \Omega)$ is $(\delta, R)$-vainshing for some $R \in(0,1)$. Here $\delta \in(0,1 / 8)$ is a sufficiently small number that will be determined from Lemma 5.3.1, Lemma 5.3.2 and Lemma 5.3.3. We fix any $\lambda>1$ and sufficiently small $r \in(0, R / 8)$. Then for $w=(y, \tau) \in \Omega_{T}$ we set

$$
p_{0}:=p(w), \quad p_{1}:=\inf _{z \in K_{4 r}^{\lambda}(w)} p(z) \quad \text { and } \quad p_{2}:=\sup _{z \in K_{4 r}^{\lambda}(w)} p(z) .
$$

In this section, we only consider the interior case that $Q_{4 r}^{\lambda}(w)=K_{4 r}^{\lambda}(w) \subset$ $\Omega_{T}$ or the boundary case that

$$
\left\{\begin{array}{l}
B_{4 r}^{+} \subset \Omega_{4 r}(y) \subset B_{4 r}(0) \cap\left\{x_{n}>-10 \delta r\right\}  \tag{5.3.1}\\
\left(\tau-\lambda^{\frac{2-p_{0}}{p_{0}}}(4 r)^{2}, \tau+\lambda^{\frac{2-p_{0}}{p_{0}}}(4 r)^{2}\right) \subset(0, T)
\end{array}\right.
$$

In addition, we assume that the following hold:

$$
\begin{equation*}
p_{2}-p_{1} \leq \min \left\{\frac{\tilde{\sigma}_{2}}{4\left(\gamma_{1}-1\right)}, \frac{\nu}{2 \Lambda}, 1\right\} \tag{5.3.2}
\end{equation*}
$$
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$$
\begin{equation*}
\lambda^{\frac{2}{p_{0}}} \leq \Gamma r^{-(n+2)}, \quad p_{2}-p_{1} \leq \omega\left(\Gamma(4 r)^{\alpha}\right), \quad \lambda^{p_{2}-p_{1}} \leq c_{a}, \tag{5.3.3}
\end{equation*}
$$

for some $\Gamma, c_{a}>1$, and

$$
\begin{equation*}
f_{K_{r}^{\lambda}(w)}|D u|^{p(z)} d z \leq \lambda \quad \text { and } \quad f_{K_{r}^{\lambda}(w)}|F|^{p(z)} d z \leq \delta \lambda . \tag{5.3.4}
\end{equation*}
$$

We remark that $\Gamma$ and $c_{a}$ will be determined in Section 5.2. Finally, for the sake of convenience, we write $\kappa_{i}, i=1, \ldots 5$, to be any constant in $(0,1), c$ to be any positive constant depending only on $n, \Lambda, \nu, \gamma_{1}, \gamma_{2}, c_{a}$, and $c\left(\kappa_{i}\right)$ to be any positive constant depending only on $n, \Lambda, \nu, \gamma_{1}, \gamma_{2}, c_{a}, \kappa_{i}$.

Let $h$ be the weak solution to

$$
\left\{\begin{array}{rlcc}
h_{t}-\operatorname{div} \mathbf{a}(D h, z) & =0 \quad \text { in } \quad K_{4 r}^{\lambda}(w),  \tag{5.3.5}\\
h & =u \quad \text { on } \partial_{p} K_{4 r}^{\lambda}(w) .
\end{array}\right.
$$

Lemma 5.3.1. For any $\epsilon \in(0,1)$ there exists a small $\delta=\delta\left(n, \Lambda, \nu, \gamma_{1}, \gamma_{2}, \epsilon\right)>$ 0 such that

$$
\begin{equation*}
f_{K_{4 r}^{\lambda}(w)}|D h|^{p(z)} d z \leq c_{1} \lambda \quad \text { and } \quad f_{K_{4 r}^{\lambda}(w)}|D u-D h|^{p(z)} d z \leq \epsilon \lambda \tag{5.3.6}
\end{equation*}
$$

for some $c_{1}=c_{1}\left(n, \Lambda, \nu, \gamma_{1}, \gamma_{2}\right)>1$.
Proof. Without loss of generality, we assume that $w=0$. Since $u-h \in$ $W_{0}^{p(\cdot)}\left(K_{4 r}^{\lambda}\right), u-h$ is allowed to be a test function in the weak formulations of (5.0.1) and (5.3.5) hence we have

$$
\begin{align*}
&\left\langle(u-h)_{t}, u-h\right\rangle_{K_{4 r}^{\lambda}}+ \int_{K_{4 r}^{\lambda}}(\mathbf{a}(D u, z)-\mathbf{a}(D h, z)) \cdot(D u-D h) d z \\
&=-\int_{K_{4 r}^{\lambda}}|F|^{p(z)-2} F \cdot(D u-D h) d z \tag{5.3.7}
\end{align*}
$$

We note by Proposition 5.2.2 that

$$
\begin{equation*}
\left\langle(u-h)_{t}, u-h\right\rangle_{K_{4 r}^{\lambda}} \geq 0 \tag{5.3.8}
\end{equation*}
$$

From (5.2.6) we observe that
$\nu_{3}\left(\mu^{2}+|D u|^{2}+|D h|^{2}\right)^{\frac{p(z)-2}{2}}|D u-D h|^{2} \leq(\mathbf{a}(D u, z)-\mathbf{a}(D h, z)) \cdot(D u-D h)$.
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Here, if $p(z) \geq 2$ a directly computation yields

$$
\frac{\nu_{3}}{2}|D u-D h|^{p(z)} \leq(\mathbf{a}(D u, z)-\mathbf{a}(D h, z)) \cdot(D u-D h),
$$

and if $p(z)<2$ Young's inequality implies

$$
\begin{aligned}
& |D u-D h|^{p(z)} \\
& \leq \kappa_{1}\left(1+|D u|^{p(z)}+|D h|^{p(z)}\right)+c\left(\kappa_{1}\right)\left(\mu^{2}+|D u|^{2}+|D h|^{2}\right)^{\frac{p(z)-2}{2}}|D u-D h|^{2} \\
& \leq \kappa_{1}\left(1+|D u|^{p(z)}+|D h|^{p(z)}\right)+c\left(\kappa_{1}\right)(\mathbf{a}(D u, z)-\mathbf{a}(D h, z)) \cdot(D u-D h) .
\end{aligned}
$$

Therefore we deduce

$$
\begin{align*}
& \int_{K_{4 r}^{\lambda}}|D u-D h|^{p(z)} d z \leq \kappa_{1} \int_{K_{4 r}^{\lambda}}\left(1+|D u|^{p(z)}+|D h|^{p(z)}\right) d z \\
&+c\left(\kappa_{1}\right) \int_{K_{4 r}^{\lambda}}(\mathbf{a}(D u, z)-\mathbf{a}(D h, z)) \cdot(D u-D h) d z \tag{5.3.9}
\end{align*}
$$

Applying Young's inequality to the right hand side on (5.3.7) we have

$$
\begin{align*}
\left.\left|\int_{K_{4 r}^{\lambda}}\right| F\right|^{p(z)-2} F \cdot(D u-D h) d z \mid \leq & \kappa_{2} \int_{K_{4 r}^{\lambda}}|D u-D h|^{p(z)} d z \\
& +c\left(\kappa_{2}\right) \int_{K_{4 r}^{\lambda}}|F|^{p(z)} d z \tag{5.3.10}
\end{align*}
$$

Combining (5.3.7)-(5.3.10) we find

$$
\begin{align*}
& f_{K_{4 r}^{\lambda}}|D u-D h|^{p(z)} d z \leq \kappa_{1} f_{\Omega_{T}}\left(1+|D u|^{p(z)}+|D h|^{p(z)}\right) d z \\
& \quad+\kappa_{2} c\left(\kappa_{1}\right) f_{K_{4 r}^{\lambda}}|D u-D h|^{p(z)} d z+c\left(\kappa_{1}\right) c\left(\kappa_{2}\right) \int_{\Omega_{T}}|F|^{p(z)} d z \tag{5.3.11}
\end{align*}
$$

We first choose $\kappa_{1}$ and $\kappa_{2}$ sufficiently small to find

$$
\begin{equation*}
f_{K_{4 r}^{\lambda}}|D h|^{p(z)} d z \leq c\left(f_{K_{4 r}^{\lambda}}|D u|^{p(z)} d z+f_{K_{4 r}^{\lambda}}|F|^{p(z)} d z+1\right) . \tag{5.3.12}
\end{equation*}
$$

Then inserting the assumption in (5.3.4) into the previous inequality we obtain the first estimate in (5.3.6). Returning to (5.3.11), applying (5.3.4) and the first estimate in (5.3.6) and taking

$$
\kappa_{1}=\frac{\epsilon}{4\left(2+c_{1}\right)}, \quad \kappa_{2}=\frac{1}{2 c\left(\kappa_{1}\right)} \quad \text { and } \quad \delta=\frac{\epsilon}{4 c\left(\kappa_{1}\right)\left(\kappa_{2}\right)},
$$
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we get the second estimate in (5.3.6).
We next observe the self improving integrability of $D v$. We first note from the estimate (5.1.11), (5.2.7) and (5.3.12) that

$$
\int_{K_{4 r}^{\lambda}}|D h|^{p(z)} d z \leq \tilde{c}_{0} M
$$

for some $\tilde{c}_{0}=\tilde{c}_{0}\left(n, \Lambda, \nu, \gamma_{1}, \gamma_{2}\right)>c_{0}+1$, and then define

$$
\begin{equation*}
M_{1}:=\tilde{c}_{0} M \tag{5.3.13}
\end{equation*}
$$

We now further assume that $r>0$ satisfies

$$
\begin{equation*}
4 r<\min \left\{1, \lambda^{\frac{p(w)-2}{2 p(w)}}\right\} c_{h}^{-1}\left(c_{a}^{\frac{1}{\gamma_{1}\left(\gamma_{1}-1\right)}} M_{1}\right)^{-\frac{1}{\alpha}} \tag{5.3.14}
\end{equation*}
$$

Then, in view of Corollary 5.2.6 with $F=0, \gamma=2$ and $u$ replaced by $v$, we have $|D h|^{p(\cdot)} \in L^{1+\tilde{\sigma}_{2}}\left(K_{3 r}^{\lambda}(w)\right)$ with the estimate

$$
\begin{equation*}
f_{K_{3 r}^{\lambda}(w)}|D h|^{p(z)(1+\sigma)} d z \leq c \lambda^{1+\sigma} \tag{5.3.15}
\end{equation*}
$$

for every $0<\sigma<\tilde{\sigma}_{2}$. Note from the first restriction for $p_{2}-p_{1}$ in (5.3.2) that

$$
p_{0} \leq p_{w}^{\prime}\left(p_{2}-1\right) \leq \frac{p_{1}\left(p_{2}-1\right)}{p_{1}-1} \leq p(z)\left(1+\frac{p_{2}-p_{1}}{\gamma_{1}-1}\right) \leq p(z)\left(1+\frac{\tilde{\sigma}_{2}}{4}\right)
$$

and

$$
\begin{aligned}
p_{0}\left(1+\frac{\tilde{\sigma}_{2}}{4}\right) & \leq p_{w}^{\prime}\left(p_{2}-1\right)\left(1+\frac{\tilde{\sigma}_{2}}{4}\right) \leq p(z)\left(1+\frac{p_{2}-p_{1}}{\gamma_{1}-1}\right)\left(1+\frac{\tilde{\sigma}_{2}}{4}\right) \\
& \leq p(z)\left(1+\tilde{\sigma}_{2}\right)
\end{aligned}
$$

for every $z \in K_{4 r}^{\lambda}(w)$, where $p_{0}^{\prime}:=\frac{p_{0}}{p_{0}-1}$. Then, using the third inequality (5.3.3) and (5.3.15), we see

$$
\begin{align*}
f_{K_{3 r}^{\lambda}(w)}|D h|^{p_{0}} d z & \leq f_{K_{3 r}^{\lambda}(w)}|D h|^{p_{w}^{\prime}\left(p_{2}-1\right)} d z+1 \\
& \leq f_{K_{3 r}^{\lambda}(w)}|D h|^{p(z)\left(1+\frac{p_{2}-p_{1}}{\gamma_{1}-1}\right)} d z+2 \\
& \leq c \lambda^{1+\frac{p_{2}-p_{1}}{\gamma_{1}-1}} \leq c \lambda \tag{5.3.16}
\end{align*}
$$
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and

$$
\begin{align*}
f_{K_{3 r}^{\lambda}(w)}|D h|^{p_{0}\left(1+\frac{\tilde{\sigma}_{2}}{4}\right)} d z & \leq f_{K_{3 r}^{\lambda}(w)}|D h|^{p_{w}^{\prime}\left(p_{2}-1\right)\left(1+\frac{\tilde{\sigma}_{2}}{4}\right)} d z+1 \\
& \leq f_{K_{3 r}^{\lambda}(w)}|D h|^{p(z)\left(1+\frac{p_{2}-p_{1}}{\gamma_{1}-1}\right)\left(1+\frac{\tilde{\sigma}_{2}}{4}\right)} d z+2 \\
& \leq c \lambda^{\left.1+\frac{\tilde{\sigma}_{2}+\frac{p_{2}-p_{1}}{4}\left(1+\frac{\tilde{\sigma}_{2}}{4}\right)}{\gamma_{1}-1}\right)} \leq c \lambda^{1+\frac{\tilde{\sigma}_{2}}{4}} . \tag{5.3.17}
\end{align*}
$$

We next define a vector-valued fuction $\mathbf{b}: \mathbb{R}^{n} \times K_{4 r}^{\lambda}(w) \rightarrow \mathbb{R}^{n}$ by

$$
\mathbf{b}(\xi, z):=\mathbf{a}(\xi, z)\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p_{0}-p(z)}{2}} .
$$

Then direct computations yield

$$
|\mathbf{b}(\xi, z)| \leq L\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p_{0}-1}{2}}, \quad\left|D_{\xi} \mathbf{b}(\xi, z)\right| \leq L\left(p_{2}-p_{1}+1\right)\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p_{0}-1}{2}}
$$

and

$$
\left(D_{\xi} \mathbf{b}(\xi, z) \eta\right) \cdot \eta \geq\left\{\nu-\left(p_{2}-p_{1}\right) \Lambda\right\}\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p_{0}-2}{2}}|\eta|^{2} .
$$

Then applying (5.3.2) we have

$$
\left\{\begin{array}{l}
|\mathbf{b}(\xi, z)|+\left(\mu^{2}+|\xi|^{2}\right)^{\frac{1}{2}}\left|D_{\xi} \mathbf{b}(\xi, z)\right| \leq 3 \Lambda\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p_{0}-1}{2}}  \tag{5.3.18}\\
\frac{\nu}{2}\left(\mu^{2}+|\xi|^{2} \frac{p_{0}-2}{2}|\eta|^{2} \leq\left(D_{\xi} \mathbf{b}(\xi, z) \eta\right) \cdot \eta\right.
\end{array}\right.
$$

for every $z \in K_{4 r}^{\lambda}(w)$ and $\eta, \xi \in \mathbb{R}^{n}$, provided that $p_{2}-p_{1}$ satisfies the second and third condition in (5.3.2).

For the interior case that $K_{4 r}^{\lambda}(w)=Q_{4 r}^{\lambda}(w) \subset \Omega_{T}$, we define $\overline{\mathbf{b}}: \mathbb{R}^{n} \times(\tau-$ $\left.\lambda^{\frac{2-p_{0}}{p_{0}}}(4 r)^{2}, \tau+\lambda^{\frac{2-p_{0}}{p_{0}}}(4 r)^{2}\right) \rightarrow \mathbb{R}^{n}$ by

$$
\overline{\mathbf{b}}(\xi, t):=f_{B_{4 r}(y)} \mathbf{b}(\xi, x, t) d x
$$

Then, we have from (2) in Definition 5.1.1 that

$$
f_{K_{4 r}^{\lambda}(w)} \sup _{\xi \in \mathbb{R}^{n}} \frac{|\overline{\mathbf{b}}(\xi, t)-\mathbf{b}(\xi, z)|}{\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p_{0}-1}{2}}} d z=f_{Q_{4 r}^{\lambda}(w)} \theta\left(\mathbf{a}, B_{4 r}(y)\right)(z) d z \leq \delta .
$$
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On the other hand, for the bounary case that $K_{4 r}^{\lambda}(w)$ satisfies (5.3.1), we define $\overline{\mathbf{b}}: \mathbb{R}^{n} \times\left(\tau-\lambda^{\frac{2-p_{0}}{p_{0}}}(4 r)^{2}, \tau+\lambda^{\frac{2-p_{0}}{p_{0}}}(4 r)^{2}\right) \rightarrow \mathbb{R}^{n}$ by

$$
\overline{\mathbf{b}}(\xi, t):=\int_{B_{4 r}^{+}} \mathbf{b}(\xi, x, t) d x
$$

Then again by (2) in Definition 5.1.1 we see that

$$
\begin{gather*}
f_{Q_{4 r}^{\lambda+}} \sup _{\xi \in \mathbb{R}^{n}} \frac{|\overline{\mathbf{b}}(\xi, t)-\mathbf{b}(\xi, z)|}{\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p_{0}-1}{2}}} d z=f_{Q_{4 r}^{\lambda+}} \theta\left(\mathbf{a}, B_{4 r}^{+}\right)(z) d z \\
\leq 4 f_{Q_{4 r}^{\lambda}} \theta\left(\mathbf{a}, B_{4 r}\right)(z) d z \leq 4 \delta \tag{5.3.19}
\end{gather*}
$$

In both cases, let $v$ be the weak solution to

$$
\left\{\begin{array}{rlcc}
v_{t}-\operatorname{div} \overline{\mathbf{b}}(D v, t) & =0 & \text { in } \quad K_{3 r}^{\lambda}(w)  \tag{5.3.20}\\
v & =h & \text { on } \partial_{p} K_{3 r}^{\lambda}(w)
\end{array}\right.
$$

Note that $\overline{\mathbf{b}}$ satisfies (5.3.18) with $\mathbf{b}(\xi, z)$ replaced by $\overline{\mathbf{b}}(\xi, t)$, and by (5.3.16) the equation (5.3.20) is well defined.

Lemma 5.3.2. Suppose that $r>0$ satisfies (5.3.14) and

$$
\begin{equation*}
r \leq \min \left\{e^{-1} \Gamma^{-\left(\frac{n+3}{\alpha}+1\right)},\left(\Gamma^{-1} R\right)^{\frac{1}{\alpha}}\right\} \tag{5.3.21}
\end{equation*}
$$

For any $\epsilon \in(0,1)$ there exists a small $\delta=\delta\left(n, \Lambda, \nu, \gamma_{1}, \gamma_{2}, c_{a}, \epsilon\right)>0$ such that

$$
\begin{equation*}
f_{K_{3 r}^{\lambda}(w)}|D v|^{p_{0}} d z \leq c_{2} \lambda \quad \text { and } \quad f_{K_{3 r}^{\lambda}(w)}|D h-D v|^{p_{0}} d z \leq \epsilon \lambda \tag{5.3.22}
\end{equation*}
$$

for some $c_{2}=c_{2}\left(n, \Lambda, \nu, \gamma_{1}, \gamma_{2}, c_{a}\right)>0$.
Proof. We assume $w=0$. We prove the lemma only if $K_{4 r}^{\lambda}(w)$ is the boundary region. The proof when $K_{4 r}^{\lambda}(w)$ is the interior region is exactly same with the one of case that $K_{4 r}^{\lambda}(w)$ is the boundary region. In this proof, $\langle$,$\rangle means the$ paring between $L^{p_{0}}\left(-\lambda^{\frac{2-p_{0}}{p_{0}}}(3 r)^{2}, \lambda^{\frac{2-p_{0}}{p_{0}}}(3 r)^{2} ; W_{0}^{1, p_{0}}\left(\Omega_{3 r}\right)\right)$ and its dual space.

We note from (5.3.16) that $|D h| \in L^{p_{w}^{\prime}\left(p_{2}-1\right)}\left(K_{3 r}^{\lambda}\right.$, hence $|\mathbf{a}(D h, z)| \in$ $L^{p_{w}^{\prime}}\left(K_{3 r}^{\lambda}\right)$. Then by an approximation argument we have

$$
\left\langle h_{t}, \varphi\right\rangle=-\int_{K_{3 r}^{\lambda}} \mathbf{a}(D h, z) \cdot D \varphi d z
$$
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for every $\varphi \in L^{p_{0}}\left(-\lambda^{\frac{2-p_{0}}{p_{0}}}(3 r)^{2}, \lambda^{\frac{2-p_{0}}{p_{0}}}(3 r)^{2} ; W_{0}^{1, p_{0}}\left(\Omega_{3 r}\right)\right)$. From this and (5.3.20) we obtain

$$
\begin{aligned}
\left\langle(h-v)_{t}, h-v\right\rangle= & \int_{K_{3 r}^{\lambda}} \overline{\mathbf{b}}(D v, t) \cdot(D h-D v) d z \\
& -\int_{K_{3 r}^{\lambda}} \mathbf{a}(D h, z) \cdot(D h-D v) d z .
\end{aligned}
$$

In view of Proposition 5.2.2 with the case $p(\cdot) \equiv p_{0}$, we have

$$
\begin{aligned}
I_{1}:= & f_{K_{3 r}^{\lambda}}(\overline{\mathbf{b}}(D h, t)-\overline{\mathbf{b}}(D v, t)) \cdot(D h-D v) d z \\
\leq & f_{K_{3 r}^{\lambda}}(\overline{\mathbf{b}}(D h, t)-\mathbf{b}(D h, z)) \cdot(D h-D v) d z \\
& +f_{K_{3 r}^{\lambda}}(\mathbf{b}(D h, z)-\mathbf{a}(D h, z)) \cdot(D h-D v) d z \\
= & I_{2}+I_{3} .
\end{aligned}
$$

We now estimate $I_{1}, I_{2}$ and $I_{3}$. In a similar argument we estimated (5.3.9), we see from Young's inequality, (5.2.6) and (5.3.16) that

$$
\begin{align*}
f_{K_{3 r}^{\lambda}}|D h-D v|^{p_{0}} d z & \leq \kappa_{3} f_{K_{3 r}^{\lambda}}\left[|D h|^{p_{0}}+|D v|^{p_{0}}+1\right] d z+c\left(\kappa_{3}\right) I_{1} \\
& \leq \kappa_{3}\left(f_{K_{3 r}^{\lambda}}|D v|^{p_{0}} d z+\lambda\right)+c\left(\kappa_{3}\right) I_{1} . \tag{5.3.23}
\end{align*}
$$

For $I_{2}$, Young's inequality yields

$$
I_{2} \leq \kappa_{4} f_{K_{3 r}^{\lambda}}|D h-D v|^{p_{0}} d z+c\left(\kappa_{4}\right) f_{K_{3 r}^{\lambda}}|\overline{\mathbf{b}}(D h, t)-\mathbf{b}(D h, z)|^{p_{w}^{\prime}} d z
$$

Using Hölder's inequality, the first condition in (5.3.18) replaced $\mathbf{b}(\xi, z)$ by
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$\overline{\mathbf{b}}(\xi, t),(5.3 .17)$ and (5.3.19), we have

$$
\begin{aligned}
& f_{K_{3 r}^{\lambda}}|\overline{\mathbf{b}}(D h, t)-\mathbf{b}(D h, z)|^{p_{w}^{\prime}} d z \leq f_{K_{3 r}^{\lambda}} \theta\left(\mathbf{a}, B_{4 r}^{+}\right)^{p_{w}^{\prime}}(1+|D h|)^{p_{0}} d z \\
& \quad \leq\left(f_{K_{3 r}^{\lambda}} \theta\left(\mathbf{a}, B_{4 r}^{+}\right)^{p_{w}^{\prime} \frac{4+\sigma_{0}}{\sigma_{0}}} d z\right)^{\frac{\sigma_{0}}{4+\sigma_{0}}}\left(f_{K_{3 r}^{\lambda}}(1+|D h|)^{p_{0}\left(1+\frac{\sigma_{0}}{4}\right)} d z\right)^{\frac{1}{1+\sigma_{0} / 4}} \\
& \quad \leq\left((2 \Lambda)^{\gamma_{1}^{\prime} \frac{4+\sigma_{0}}{\sigma_{0}}-1}\left(\frac{3}{4}\right)^{n+2} f_{Q_{4 r}^{\lambda+}} \theta\left(\mathbf{a}, B_{4 r}^{+}\right) d z+(2 \Lambda)^{\gamma_{1}^{\prime} \frac{4+\sigma_{0}}{\sigma_{0}}} \frac{\left|K_{3 r}^{\lambda} \backslash Q_{3 r}^{\lambda+}\right|}{\left|Q_{3 r}^{\lambda+}\right|}\right)^{\frac{\sigma_{0}}{4+\sigma_{0}}} \lambda \\
& \quad \leq c \delta^{\frac{\sigma_{0}}{4+\sigma_{0}}} \lambda .
\end{aligned}
$$

Hence, we obtain

$$
\begin{equation*}
I_{2} \leq \kappa_{4} \int_{K_{3 r}^{\lambda}}|D h-D v|^{p_{0}} d z+c\left(\kappa_{4}\right) \delta^{\frac{\sigma_{0}}{4+\sigma_{0}}} \lambda . \tag{5.3.24}
\end{equation*}
$$

As for $I_{3}$, we first set $E:=\left\{z \in K_{3 r}^{\lambda}: \mu^{2}+|D h(z)|^{2}>0\right\}$. Then Young's inequality implies

$$
\begin{aligned}
I_{3} \leq & \frac{1}{\left|K_{3 r}^{\lambda}\right|} \int_{E}\left|\left(\mu^{2}+|D h|^{2}\right)^{\frac{p_{0}-p(z)}{2}}-1\right||\mathbf{a}(D h, z)||D h-D v| d z \\
\leq & \kappa_{5} \int_{K_{3 r}^{\lambda}}|D h-D v|^{p_{0}} d z \\
& +\frac{c\left(\kappa_{5}\right)}{\left|K_{3 r}^{\lambda}\right|} \int_{E}\left[\left|\left(\mu^{2}+|D h|^{2}\right)^{\frac{p_{0}-p(z)}{2}}-1\right|\left(\mu^{2}+|D h|^{2}\right)^{\frac{p(z)-1}{2}}\right]^{p_{0}^{\prime}} d z .
\end{aligned}
$$

For each $z \in E$, applying the mean value theorem to the function $f(\theta)=$ $\left(\mu^{2}+|D h|^{2}\right)^{\theta \frac{p_{0}-p(z)}{2}}$ on the interval $[0,1]$, we find

$$
\begin{aligned}
& \left|\left(\mu^{2}+|D h(z)|^{2}\right)^{\frac{p_{0}-p(z)}{2}}-1\right|\left(\mu^{2}+|D h(z)|^{2}\right)^{\frac{p(z)-1}{2}} \\
& \quad=\frac{\left|p_{0}-p(z)\right|}{2}\left(\mu^{2}+|D h(z)|^{2}\right)^{s_{z} \frac{p_{0}-p(z)}{2}+\frac{p(z)-1}{2}}\left|\ln \left(\mu^{2}+|D h(z)|^{2}\right)\right|
\end{aligned}
$$

for some $s_{z} \in(0,1)$. Note that if $|D h(z)| \leq 1,(5.2 .20)$ implies

$$
\left(\mu^{2}+|D h(z)|^{2}\right)^{s_{z} \frac{p_{0}-p(z)}{2}+\frac{p(z)-1}{2}}\left|\ln \left(\mu^{2}+|D h(z)|^{2}\right)\right| \leq c .
$$
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Therefore, we obtain

$$
\begin{aligned}
\int_{E_{2}}[\mid & \left.\left.\left(\mu^{2}+|D h|^{2}\right)^{\frac{p_{0}-p(z)}{2}}-1 \right\rvert\,\left(\mu^{2}+|D h|^{2}\right)^{\frac{p(z)-1}{2}}\right]^{p_{0}^{\prime}} d z \\
& \leq c\left|p_{2}-p_{1}\right|^{p_{w}^{\prime}}\left(\int_{E_{2} \cap\{|D h(z)| \geq 1\}}\left[|D h|^{\left(p_{2}-1\right)} \ln (e+|D h|)\right]^{p_{w}^{\prime}} d z+\left|K_{3 r}^{\lambda}\right|\right) \\
& \leq c\left|p_{2}-p_{1}\right|^{p_{w}^{\prime}}\left(\int_{K_{3 r}^{\lambda}}|D h|^{p_{0}^{\prime}\left(p_{2}-1\right)} \ln ^{p_{w}^{\prime}}\left(e+|D h|^{p_{0}^{\prime}\left(p_{2}-1\right)}\right) d z+\left|K_{3 r}^{\lambda}\right|\right),
\end{aligned}
$$

and so, by the second inequality in (5.3.3),

$$
I_{3} \leq \kappa_{5} f_{K_{3 r}^{\lambda}}|D h-D v|^{p_{0}} d z+c\left(\kappa_{5}\right) \omega\left(\Gamma(4 r)^{\alpha}\right)^{p_{w}^{\prime}}\left(I_{3 a}+1\right)
$$

where

$$
I_{3 a}:=f_{K_{3 r}^{\lambda}}|D h|^{p_{0}^{\prime}\left(p_{2}-1\right)} \ln ^{p_{w}^{\prime}}\left(e+|D h|^{p_{0}^{\prime}\left(p_{2}-1\right)}\right) d z .
$$

The elementary inequality $\ln (e+a b)=\ln (e+a)+\ln (e+b), a, b>0$, implies

$$
\left.\begin{array}{rl}
I_{3 a} \leq & f_{K_{3 r}^{\lambda}}|D h|^{p_{0}^{\prime}\left(p_{2}-1\right)} \ln ^{p_{w}^{\prime}}\left(e+\frac{|D h|^{p_{0}^{\prime}\left(p_{2}-1\right)}}{\left(|D h|^{p_{0}^{\prime}\left(p_{2}-1\right)}\right)}\right.
\end{array} K_{K_{3 r}^{\lambda}}\right) d z .
$$

Applying (5.2.19) to $f=|D h|^{p_{0}^{\prime}\left(p_{2}-1\right)}, U=K_{3 r}^{\lambda}, \beta=p_{w}^{\prime}$ and $\sigma=1+\frac{\sigma_{0}}{4}$ and using (5.3.17), we have

$$
f_{K_{3 r}^{\lambda}}|D h|^{p_{0}^{\prime}\left(p_{2}-1\right)} \ln ^{p_{w}^{\prime}}\left(e+\frac{|D h|^{p_{0}^{\prime}\left(p_{2}-1\right)}}{\left(|D h|^{p_{0}^{\prime}\left(p_{2}-1\right)}\right)} K_{K_{3 r}^{\lambda}}\right) d z \leq c \lambda .
$$

On the other hand, by (5.3.16) and the first inequality in (5.3.3) we know

$$
\begin{aligned}
\ln \left(e+{\overline{\left(|D h|^{p_{0}^{\prime}\left(p_{2}-1\right)}\right)}}_{K_{3 r}^{\lambda}}\right) & \leq \ln (e+c \lambda) \leq c\left(\ln \lambda^{\frac{2}{p_{0}}}+1\right) \\
& \leq c\left\{\ln \left(\Gamma(4 r)^{-n-2}\right)+1\right\},
\end{aligned}
$$

## CHAPTER 5. NONLINEAR PARABOLIC EQUATIONS WITH VARIABLE EXPONENT GROWTH IN NONSMOOTH DOMAINS

which together with (5.3.16) implies

$$
f_{K_{3 r}^{\lambda}}|D h|^{p_{0}^{\prime}\left(p_{2}-1\right)} \ln ^{p_{w}^{\prime}}\left(e+{\overline{\left(|D h|^{p_{0}^{\prime}\left(p_{2}-1\right)}\right)}}_{K_{3 r}^{\lambda}}\right) d z \leq c\left\{\ln \left(\Gamma(4 r)^{-n-2}\right)+1\right\}^{p_{0}^{\prime}} \lambda .
$$

Therefore we obtain

$$
I_{3 a} \leq c\left\{\ln \left(\Gamma(4 r)^{-n-2}\right)+1\right\}^{p_{0}^{\prime}} \lambda
$$

and so

$$
I_{3} \leq \kappa_{5} f_{K_{3 r}^{\lambda}}|D h-D v|^{p_{0}} d z+c\left(\kappa_{5}\right) \omega\left(\Gamma(4 r)^{\alpha}\right)^{p_{w}^{\prime}}\left\{\ln \left(\Gamma(4 r)^{-n-2}\right)+1\right\}^{p_{0}^{\prime}} \lambda
$$

Note that (5.3.21) and (5.1.5) yield

$$
\begin{aligned}
\omega\left(\Gamma(4 r)^{\alpha}\right)^{p_{w}^{\prime}}\left\{\ln \left(\Gamma(4 r)^{-n-2}\right)+1\right\}^{p_{0}^{\prime}} & =\omega\left(\Gamma(4 r)^{\alpha}\right)^{p_{w}^{\prime}} \ln ^{p_{0}^{\prime}}\left(4 r e \Gamma(4 r)^{-n-3}\right) \\
& \leq \omega\left(\Gamma(4 r)^{\alpha}\right)^{p_{w}^{\prime}} \ln ^{p_{0}^{\prime}}\left(\Gamma^{-\frac{n+3}{\alpha}}(4 r)^{-n-3}\right) \\
& \leq c\left\{\omega\left(\Gamma(4 r)^{\alpha}\right) \ln \left(\frac{1}{\Gamma(4 r)^{\alpha}}\right)\right\}^{p_{0}^{\prime}} \\
& \leq c \delta^{\gamma_{2}^{\prime}}
\end{aligned}
$$

to discover that

$$
\begin{equation*}
I_{3} \leq \kappa_{5} f_{K_{3 r}^{\lambda}}|D h-D v|^{p_{0}} d z+c\left(\kappa_{5}\right) \delta^{\gamma_{2}^{\prime}} \lambda . \tag{5.3.25}
\end{equation*}
$$

Combining (5.3.23), (5.3.24) and (5.3.25) we obtain

$$
\begin{align*}
f_{K_{3 r}^{\lambda}} \mid D h & -\left.D v\right|^{p_{0}} d z \leq \kappa_{3}\left(f_{K_{3 r}^{\lambda}}|D v|^{p_{0}} d z+\lambda\right) \\
& +\kappa_{4} c\left(\kappa_{3}\right) f_{K_{3 r}^{\lambda}}|D h-D v|^{p_{0}} d z+c\left(\kappa_{3}\right) c\left(\kappa_{4}\right) \delta^{\frac{\sigma_{0}}{4+\sigma_{0}}} \lambda \\
& +\kappa_{5} c\left(\kappa_{3}\right) f_{K_{3 r}^{\lambda}}|D h-D v|^{p_{0}} d z+c\left(\kappa_{3}\right) c\left(\kappa_{5}\right) \delta^{\gamma_{2}^{\prime}} \lambda . \tag{5.3.26}
\end{align*}
$$

Consequently, we get the first inequality in (5.3.22) by choosing $\kappa_{3}, \kappa_{4}, \kappa_{5}$ sufficiently small in (5.3.26), and then get the second inequality (5.3.22), by choosing

$$
\kappa_{3}=\frac{\epsilon}{9\left(c_{b}+1\right)}, \quad \kappa_{4}=\kappa_{5}=\frac{1}{3 c\left(\kappa_{3}\right)}
$$
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and

$$
\delta=\min \left\{\left(\frac{\epsilon}{9 c\left(\kappa_{3}\right) c\left(\kappa_{4}\right)}\right)^{-\frac{\sigma_{0}}{4+\sigma_{0}}},\left(\frac{\epsilon}{9 c\left(\kappa_{3}\right) c\left(\kappa_{5}\right)}\right)^{-\gamma_{2}^{\prime}}\right\}
$$

in (5.3.26).
For the interior case, we know from (1) in Lemma 5.2.7 that $|D v|$ is bounded in $K_{r}^{\lambda}(w)=Q_{r}^{\lambda}(w)$. However, for the boundary region, we can not ensure that $|D v|$ is bounded in $K_{r}^{\lambda}(w)$, since the the boundary of $\Omega$ might be extremely rough. Hence we need to find a function whose gradient is bounded and sufficiently close to $D v$ in $L^{p_{0}}$-sense for the boundary case. The next lemma ensures existence of the desired one $\bar{v}$.

Lemma 5.3.3. Suppose that $K_{4 r}^{\lambda}$ satisfies (5.3.1). For any $\epsilon \in(0,1)$, there exists $\delta=\delta\left(n, \Lambda, \nu, \gamma_{1}, \gamma_{2}, c_{a}, \epsilon\right)>0$ and a weak solution $\bar{v}$ of

$$
\left\{\begin{array}{rllll}
\bar{v}_{t}-\operatorname{div} \overline{\mathbf{b}}(D \bar{v}, t) & = & 0 & \text { in } & Q_{3 r}^{\lambda+}, \\
\bar{v} & = & 0 & \text { on } & T_{3 r}^{\lambda}
\end{array}\right.
$$

with

$$
f_{Q_{3 r}^{\lambda+}}|D \bar{v}|^{p_{0}} \leq c_{2} \lambda
$$

where $c_{2}$ is given in Lemma 5.3.2, such that

$$
f_{K_{2 r}^{\lambda}}|D v-D \bar{v}|^{p_{0}} \leq \epsilon \lambda .
$$

Here we extend $\bar{v}$ from $Q_{3 r}^{\lambda+}$ to $K_{3 r}^{\lambda}$ by zero.
Proof. We first Define

$$
\begin{gathered}
\tilde{\Omega}:=\left\{x \in \mathbb{R}^{n}: r x \in \Omega\right\}, \\
\tilde{K}_{\tilde{r}}:=\left(\tilde{\Omega} \cap B_{\tilde{r}}\right) \times\left(-\tilde{r}^{2}, \tilde{r}^{2}\right) \text { and } \partial_{\mathrm{w}} \tilde{K}_{\tilde{r}}:=\left(\partial \tilde{\Omega} \cap B_{\tilde{r}}\right) \times\left(-\tilde{r}^{2}, \tilde{r}^{2}\right),
\end{gathered}
$$

for $\tilde{r}>0$, and
$v_{\lambda, r}(x, t):=\left(\lambda^{\frac{1}{p_{0}}} r\right)^{-1} u\left(r x, \lambda^{\frac{2-p_{0}}{p_{0}}} r^{2} t\right)$ and $\overline{\mathbf{b}}_{\lambda, r}(t, \xi):=\lambda^{\frac{1-p_{0}}{p_{0}}} \mathbf{a}\left(\lambda^{\frac{2-p_{0}}{p_{0}}} r^{2} t, \lambda^{\frac{1}{p_{0}}} \xi\right)$,
for $(x, t) \in \tilde{K}_{3}$. Then we see from (5.3.20) and (5.3.22) that $v_{\lambda, r}$ is a weak solution of

$$
\left\{\begin{array}{rlcc}
\left(v_{\lambda, r}\right)_{t}-\operatorname{div} \overline{\mathbf{b}}_{\lambda, r}\left(D v_{\lambda, r}, t\right) & = & 0 & \text { in } \quad \tilde{K}_{3}, \\
v_{\lambda, r} & = & 0 & \text { on } \partial_{\mathrm{w}} \tilde{K}_{3}
\end{array}\right.
$$

and

$$
f_{\tilde{K}_{3}}\left|D v_{\lambda, r}\right|^{p_{0}} d z \leq c_{2}
$$

Moreover we have from (5.3.1) that

$$
B_{3}^{+} \subset \tilde{\Omega}_{3} \subset B_{3} \cap\left\{x_{n}>-10 \delta\right\}
$$

In the same argument as in [8, Lemma 3.8], there exist $\delta=\delta\left(n, \Lambda, \nu, \gamma_{1}, \gamma_{2}, c_{a}, \epsilon\right)>$ 0 and a weak solution $\bar{v}_{\lambda, r}$ to

$$
\left\{\begin{array}{rlccc}
\left(\bar{v}_{\lambda, r}\right)_{t}-\operatorname{div} \overline{\mathbf{b}}_{\lambda, r}\left(D \bar{v}_{\lambda, r}, t\right) & =0 & \text { in } & Q_{3}^{+}, \\
\bar{v} & = & 0 & \text { on } & Q_{3} \cap\left\{x_{n}=0\right\},
\end{array}\right.
$$

such that

$$
f_{Q_{3}^{+}}\left|D \bar{v}_{\lambda, r}\right|^{p_{0}} d z \leq c_{2}
$$

and

$$
f_{\tilde{K}_{2}}\left|D v_{\lambda, r}-D \bar{v}_{\lambda, r}\right|^{p_{0}} \leq \epsilon
$$

Then $\bar{v}(x, t):=\lambda^{\frac{1}{p_{0}}} r \bar{v}_{\lambda, r}\left(r^{-1} x, \lambda^{\frac{p_{0}-2}{p_{0}}} r^{-2} t\right),(x, t) \in K_{3 r}^{\lambda}(w)$, becomes the desired function.

### 5.4 Gradient Estimate in the Variable Exponent Lebesgue Spaces.

We devote this section to the proof of Theorem 5.1.3. Hence, let $p(\cdot)$ satisfy (5.0.2), $q(\cdot)$ satisfy (5.0.6), (5.1.3) and (5.1.4), that is, $q(\cdot)$ is log-Hölder continuous, $(p(\cdot), \mathbf{a}(\xi, \cdot, t), \Omega)$ be $(\delta, R)$-vanishing for some $R \in(0,1),|F|^{p(\cdot)} \in$ $L^{q(\cdot)}\left(\Omega_{T}\right)$, and $u$ is a weak solution of (5.0.1). Note that $\delta \in(0,1 / 8)$ will be selected as a positive small constant depending only on $n, \Lambda, \nu, \gamma_{1}, \gamma_{2}, \gamma_{3}, \gamma_{4}, L_{1}$,
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see Remark 5.4.8. We recall the specific constants $c_{h}, \sigma_{\gamma}, \tilde{\sigma}_{\gamma}, \alpha, M, M_{1}$ defined in Lemma 5.2.5, Corollary 5.2.6, (5.1.10), (5.1.11) and (5.3.13), and define

$$
\begin{equation*}
\bar{\sigma}:=\min \left\{\frac{\gamma_{3}-1}{4}, 1\right\} . \tag{5.4.1}
\end{equation*}
$$

Choose $R_{0}>0$ such that

$$
\left\{\begin{array}{l}
4 R_{0} \leq \min \left\{\begin{array}{c}
c_{h}^{-1}\left(c_{a}^{\frac{1}{\gamma_{1}\left(\gamma_{1}-1\right)}} M_{1}\right)^{-\frac{1}{\alpha}}, e^{-1} \Gamma^{-\left(\frac{n+3}{\alpha}+1\right)}, \\
\left(\Gamma^{-1} R\right)^{\frac{1}{\alpha}}, \Gamma^{-\frac{2}{\alpha}}, \frac{1}{M}, R
\end{array}\right\},  \tag{5.4.2}\\
\omega\left(8 R_{0}\right) \leq \min \left\{\frac{\tilde{\sigma}_{2}}{4\left(\gamma_{1}-1\right)}, \frac{\nu}{2 \Lambda}, \frac{\gamma_{1} \tilde{\sigma}_{2}}{2}, 1\right\}, \\
\rho\left(8 R_{0}\right) \leq \min \left\{\gamma_{3} \sigma_{\gamma_{3}}, \gamma_{3} \bar{\sigma}, \frac{\gamma_{3} \tilde{\sigma}_{2}}{4}, \frac{\gamma_{3} \tilde{\sigma}_{1+\bar{\sigma}}}{2}, 1\right\},
\end{array}\right.
$$

where the constants $\Gamma$ and $c_{a}$ will be denoted in Remark 5.4.2. We fix any $r \leq R_{0}$ and any $w_{0}=\left(y_{0}, \tau_{0}\right) \in \Omega_{T}$ with $\left(\tau_{0}-(4 r)^{2}, \tau_{0}+(4 r)^{2}\right) \subset(0, T)$, and consider a local region $K_{r}\left(w_{0}\right)=Q_{r}\left(w_{0}\right) \cap \Omega_{T}$. For the sake of convenience, we assume $w_{0}=0$ and write

$$
\begin{gathered}
d_{0}:=d\left(w_{0}\right), \quad d^{+}:=\sup _{z \in Q_{4 r}} d(p(z)), \quad p^{-}:=\inf _{z \in Q_{4 r}} p(z), p^{+}:=\sup _{z \in Q_{4 r}} p(z), \\
q^{-}:=\inf _{z \in Q_{4 r}} q(z) \text { and } q^{+}:=\sup _{z \in Q_{4 r}} q(z) .
\end{gathered}
$$

Then we have

$$
p^{+}-p^{-} \leq \omega(8 r) \leq \omega\left(8 R_{0}\right) \quad \text { and } \quad q^{+}-q^{-} \leq \rho(8 r) \leq \rho\left(8 R_{0}\right)
$$

From now on, the constant $c$ is denoted by any constant which depends only on $n, \Lambda, \nu, \gamma_{1}, \gamma_{2}, \gamma_{3}, \gamma_{4}, L_{1}$.

Since $4 r \leq 4 R_{0}$ satisfies (5.2.8) by the first condition on (5.4.2), we observe from Lemma 5.2.5 that

$$
\begin{align*}
& f_{K_{2 r}}|D u|^{p(z)(1+\sigma)} d z \leq c\left\{\left(f_{K_{4 r}}\left[|D u|^{p(z)}+|F|^{p(z)}\right] d z\right)^{1+\sigma d_{0}}\right. \\
&\left.+f_{K_{4 r}}|F|^{p(z)(1+\sigma)} d z+1\right\} \tag{5.4.3}
\end{align*}
$$
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for any $0<\sigma \leq \sigma_{\gamma_{3}}$. Recalling the third condition on (5.4.2), we have $q^{+}-q^{-} \leq \rho(8 r) \leq \rho\left(8 R_{0}\right) \leq \min \left\{\gamma_{3} \sigma_{\gamma_{3}}, \gamma_{3} \bar{\sigma}\right\}$, which together with (5.4.1) implies that

$$
\begin{equation*}
\frac{p(z) q(z)}{q^{-}} \leq p(z)\left(1+\frac{\rho(8 r)}{\gamma_{3}}\right) \leq \min \left\{p(z)\left(1+\sigma_{\gamma_{3}}\right), p(z)(1+\bar{\sigma})\right\} \tag{5.4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{p(z) q(z)(1+\bar{\sigma})}{q^{-}} \leq p(z)(1+3 \bar{\sigma})<p(z) \gamma_{3}, \tag{5.4.5}
\end{equation*}
$$

for any $z \in K_{2 r}$. Consequenty, from (5.4.3), (5.4.4) and (5.4.5), we have

$$
|D u|^{\frac{p(\cdot) q(\cdot)}{q^{-}}},|F|^{\frac{p(\cdot) q(\cdot)(1+\bar{\sigma})}{q^{-}}} \in L^{1}\left(K_{2 r}\right) .
$$

The next lemma will play a crucial role in estimates on intrinsic parabolic cylinders.

Lemma 5.4.1. Let $c_{b}>1$ and recall $\alpha \in(0,1]$ defined in (5.1.10). Then there exists $c_{3}=c_{3}\left(n, \Lambda, \nu, \gamma_{1}, \gamma_{2}, \gamma_{3}, \gamma_{4}\right) \geq 1$ such that, for any $\lambda>1$, any $w=(y, \tau) \in K_{2 r}$ and any

$$
\begin{equation*}
\tilde{r} \leq \min \left\{R,\left(4 c_{3} c_{b} M \delta^{-1}\right)^{-\frac{2}{\alpha}}\right\} \tag{5.4.6}
\end{equation*}
$$

satisfying $K_{\tilde{r}}^{\lambda}(w) \subset K_{2 r}$, if

$$
\begin{equation*}
\lambda \leq c_{b}\left\{f_{K_{\overline{\tilde{r}}}^{\lambda}(w)}|D u|^{\frac{p(z) q(z)}{q^{-}}} d z+\frac{1}{\delta}\left(f_{K_{\overline{\tilde{r}}}^{\lambda}(w)}|F|^{\frac{p(z) q(z)(1+\bar{\sigma})}{q^{-}}} d z\right)^{\frac{1}{1+\bar{\sigma}}}\right\} \tag{5.4.7}
\end{equation*}
$$

then we have

$$
\begin{equation*}
\lambda^{\frac{2}{p_{0}}} \leq \Gamma \tilde{r}^{-(n+2)}, \quad p_{2}-p_{1} \leq \omega\left(\Gamma \tilde{r}^{\alpha}\right), \quad \lambda^{p_{2}-p_{1}} \leq e^{\frac{3 n \gamma_{2}}{\alpha}}, \tag{5.4.8}
\end{equation*}
$$

and

$$
\begin{equation*}
q_{2}-q_{1} \leq \omega\left(\Gamma \tilde{r}^{\alpha}\right), \quad \lambda^{q_{2}-q_{1}} \leq e^{\frac{3 n \gamma_{4} L_{1}}{\alpha}}, \tag{5.4.9}
\end{equation*}
$$

where

$$
\begin{gathered}
\Gamma:=4 c_{3} c_{b} M \delta^{-1}, \quad p_{1}:=\inf _{x \in K_{\bar{r}}^{\lambda}(w)} p(z), \quad p_{2}:=\sup _{x \in K_{\hat{r}}^{\lambda}(w)} p(z), \\
q_{1}:=\inf _{x \in K_{\hat{r}}^{\lambda}(w)} q(z) \text { and } q_{2}:=\sup _{x \in K_{\bar{r}}^{\lambda}(w)} q(z) .
\end{gathered}
$$
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Proof. Fix $K_{\tilde{r}}^{\lambda}(w) \subset K_{2 r}$ and write $p_{0}:=p(w)$. By (5.4.2) we know that

$$
M \leq \frac{1}{4 R_{0}} \leq \frac{1}{4 r} \quad \text { and } \quad 4 r \leq 4 R_{0} \leq 1
$$

Then (5.1.4), (5.4.3) and (5.4.5) imply

$$
\begin{aligned}
& f_{K_{2 r}}|D u|^{\frac{p(z) q(z)}{q^{-}}} d z+\frac{1}{\delta}\left(f_{K_{2 r}}|F|^{\frac{p(z) q(z)(1+\bar{\sigma})}{q^{-}}} d z\right)^{\frac{1}{1+\bar{\sigma}}} \\
& \quad \leq \frac{1}{\delta} f_{K_{2 r}}\left[|D u|^{p(z)\left(1+\frac{\rho(4 r)}{\gamma_{3}}\right)}+|F|^{p(z) q(z)}+1\right] d z \\
& \quad \leq \frac{c}{\delta}\left\{\left(f_{K_{4 r}}\left[|D u|^{p(z)}+|F|^{p(z)}\right] d z\right)^{1+\frac{\rho(4 r)}{\gamma_{3}} d_{0}}+f_{K_{4 r}}|F|^{p(z) q(z)} d z+1\right\} \\
& \quad \leq \frac{c M}{\delta\left|K_{4 r}\right|}\left\{\left(\frac{M}{\left|K_{4 r}\right|}\right)^{\frac{\rho(4 r)}{\gamma_{3} d_{0}}}+1\right\} \\
& \quad \leq \frac{c M}{\delta\left|K_{4 r}\right|}\left\{\left(\frac{1}{4 r}\right)^{\rho(4 r) \frac{(n+3) d_{M}}{\gamma_{3}}}+1\right\} \leq \frac{c M}{\delta\left|K_{4 r}\right|},
\end{aligned}
$$

where $d_{M}$ is defined in (5.1.9). From (5.1.6), (5.4.7) and the previous estimate, we see

$$
\begin{align*}
\lambda^{\frac{2}{p_{0}}} & =\lambda^{\frac{2-p_{0}}{p_{0}}+1} \\
& \leq \lambda^{\frac{2-p_{0}}{p_{0}}} c_{b}\left\{f_{K_{\hat{\tilde{r}}}^{\lambda}(w)}|D u|^{\frac{p(z) q(z)}{q^{-}}} d z+\frac{1}{\delta}\left(f_{K_{\bar{r}}^{\lambda}(w)}|F|^{\frac{p(z) q(z)(1+\bar{\sigma})}{q^{-}}} d z\right)^{\frac{1}{1+\bar{\sigma}}}\right\} \\
& \leq \frac{c c_{b} M \lambda^{\frac{2-p_{0}}{p_{0}}}}{\delta\left|K_{\tilde{r}}^{\lambda}(w)\right|} \leq \frac{c c_{b} M}{\delta \tilde{r}^{n+2}}, \tag{5.4.10}
\end{align*}
$$

which gives the first estimate in (5.4.8). Recalling the definitions of $p_{1}$ and $p_{2}$, and (5.1.3) we have

$$
p_{2}-p_{1} \leq \omega\left(2 \tilde{r}+\sqrt{2} \lambda^{\frac{2 p_{0}}{2 p_{0}}} \tilde{r}\right) \leq \omega\left(2 \tilde{r}+\sqrt{2} \lambda^{\frac{2-\gamma_{1}}{2 p_{0}}} \tilde{r}\right)
$$

If $\gamma_{1} \geq 2$, it is clear from (5.4.6), inparticular $\tilde{r} \leq R<1$, that

$$
p_{2}-p_{1} \leq \omega(4 \tilde{r}) \leq \omega\left(\Gamma \tilde{r}^{\alpha}\right)
$$
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If $\frac{2 n}{n+2}<\gamma_{1}<2,(5.4 .10)$ yields that

$$
p_{2}-p_{1} \leq \omega\left(4 \lambda^{\frac{2-\gamma_{1}}{2 p_{0}}} \tilde{r}\right) \leq \omega\left(4\left(c_{3} c_{b} M \delta^{-1}\right)^{\frac{2-\gamma_{1}}{4}} \tilde{r}^{\gamma_{1} \frac{n+2}{4}-\frac{n}{2}}\right) \leq \omega\left(\Gamma \tilde{r}^{\alpha}\right)
$$

Hence we obtain the second estimate in (5.4.8). We next derive the last estimate in (5.4.8). We see from (5.4.6) that $\Gamma \tilde{r}^{\alpha} \leq R \Gamma^{-1} \leq R$. Then (5.1.5) implies

$$
\Gamma^{p_{2}-p_{1}} \leq \Gamma^{\omega\left(\Gamma \tilde{r}^{\alpha}\right)} \leq\left(R \Gamma^{-1}\right)^{-\omega\left(R \Gamma^{-1}\right)} \leq e
$$

and so

$$
\tilde{r}^{-\left(p_{2}-p_{1}\right)} \leq \tilde{r}^{-\omega\left(\Gamma \tilde{r}^{\alpha}\right)} \leq \Gamma^{\frac{\omega\left(\Gamma \tilde{r}^{\alpha}\right)}{\alpha}}\left(\Gamma \tilde{r}^{\alpha}\right)^{-\frac{\omega\left(\Gamma \tilde{r}^{\alpha}\right)}{\alpha}} \leq e^{\frac{2}{\alpha}},
$$

which is the third estimate in (5.4.8). Combining the previous two estimates, we obtain the last estimate in (5.4.8) such that

$$
\lambda^{p_{2}-p_{1}} \leq\left(\Gamma \tilde{r}^{-(n+2)}\right)^{\frac{p_{0}}{2}\left(p_{2}-p_{1}\right)} \leq e^{\frac{p_{0}}{2}\left(1+\frac{2(n+2)}{\alpha}\right)} \leq e^{\frac{3 n \gamma_{2}}{\alpha}} .
$$

The estimates in (5.4.9) can be obtained in a similar way, by using (5.1.4) instead of (5.1.5).

Remark 5.4.2. Actually, from (5.4.18) and (5.4.33), we will take $c_{b}=$ $2(48)^{n+2}$ in the previous lemma, hence define $\Gamma$ is determined by

$$
\Gamma:=8(48)^{n+2} c_{3} M \delta^{-1} .
$$

On the other hand, from the third inequality in (5.4.8), we define $c_{a}>1$ by

$$
c_{a}:=\frac{3 n \gamma_{2}}{\alpha} .
$$

### 5.4.1 choice of intrinsic cylinders.

Let us first define $\lambda_{0}$ by

$$
\begin{equation*}
\lambda_{0}^{\frac{1}{d+}}:=\int_{K_{2 r}}|D u|^{\frac{p(z) q(z)}{q^{-}}} d z+\frac{1}{\delta}\left\{\left(f_{K_{2 r}}|F|^{\frac{p(z) q(z)(1+\bar{\sigma})}{q^{-}}} d z\right)^{\frac{1}{1+\bar{\sigma}}}+1\right\} \tag{5.4.11}
\end{equation*}
$$
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and, for $\lambda>1$ and $1 \leq s \leq 2$, the upper-level set of $|D u(\cdot)|^{\frac{p(\cdot) q(\cdot)}{q^{-}}}$by

$$
\begin{equation*}
E(s, \lambda):=\left\{z \in K_{s r}:|D u(z)|^{\frac{p(z) q(z)}{q^{-}}}>\lambda\right\}, \tag{5.4.12}
\end{equation*}
$$

We fix any $1 \leq s_{1}<s_{2} \leq 2$, and consider $\lambda>1$ satisfying

$$
\begin{equation*}
\lambda>A\left(s_{1}, s_{2}\right) \lambda_{0}, \quad \text { where } A\left(s_{1}, s_{2}\right):=\left\{\left(\frac{16}{7}\right)^{n}\left(\frac{120 \chi}{s_{2}-s_{1}}\right)^{n+2}\right\}^{d^{+}} \tag{5.4.13}
\end{equation*}
$$

where $\chi \geq 5$ is defined in Lemma 5.2.8. Using Lemma 5.2 .8 we obtain the following covering lemma.

Lemma 5.4.3. Let $\lambda$ satisfy (5.4.13). There exist $\left\{w_{i}\right\}_{i=1}^{\infty}=\left\{\left(y_{i}, \tau_{i}\right)\right\}_{i=1}^{\infty} \subset$ $E\left(s_{1}, \lambda\right)$ and

$$
r_{i} \in\left(0, \min \left\{1, \lambda^{\frac{p_{i}-2}{2 p_{i}}}\right\} \frac{\left(s_{2}-s_{1}\right) r}{60 \chi}\right], \quad i=1,2, \ldots,
$$

where $p_{i}:=p\left(w_{i}\right)$, such that $\left\{Q_{r_{i}}^{\lambda}\left(w_{i}\right)\right\}_{i=1}^{\infty}$ is mutually disjoint,

$$
E\left(s_{1}, \lambda\right) \backslash N \subset \bigcup_{i=1}^{\infty} K_{\chi r_{i}}^{\lambda}\left(w_{i}\right) \subset K_{s_{2} r}
$$

for some Lebesgue measure zero set $N$, and for each $i$ we have

$$
\begin{equation*}
f_{K_{r_{i}}^{\lambda}\left(w_{i}\right)}|D u|^{\frac{p(z) q(z)}{q^{-}}} d z+\frac{1}{\delta}\left(f_{K_{r_{i}}^{\lambda}\left(w_{i}\right)}|F|^{\frac{p(z) q(z)(1+\bar{\sigma})}{q^{-}}} d z\right)^{\frac{1}{1+\bar{\sigma}}}=\lambda \tag{5.4.14}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{K_{\bar{r}}^{\lambda}\left(w_{i}\right)}|D u|^{\frac{p(z) q(z)}{q^{-}}} d z+\frac{1}{\delta}\left(f_{K_{\bar{r}}^{\lambda}\left(w_{i}\right)}|F|^{\frac{p(z) q(z)(1+\bar{\sigma})}{q^{-}}} d z\right)^{\frac{1}{1+\bar{\sigma}}}<\lambda \tag{5.4.15}
\end{equation*}
$$

for any $\tilde{r} \in\left(r_{i}, \min \left\{1, \lambda^{\frac{p_{i}-2}{2 p_{i}}}\right\}\left(s_{2}-s_{1}\right) r\right]$.
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Proof. For each $w \in E\left(s_{1}, \lambda\right)$, we denote the continuous function $G_{w}$ on the interval $\left(0, \min \left\{1, \lambda^{\frac{p_{0}-2}{2 p_{0}}}\right\}\left(s_{2}-s_{1}\right) r\right]$ by

$$
G_{w}(\tilde{r}):=\int_{K_{\tilde{r}}^{\lambda}(w)}|D u|^{\frac{p(z) q(z)}{q^{-}}} d z+\frac{1}{\delta}\left(\int_{K_{\tilde{r}}^{\lambda}(w)}|F|^{\frac{p(z) q(z)(1+\bar{\sigma})}{q^{-}}} d z\right)^{\frac{1}{1+\bar{\sigma}}}
$$

and write $p_{0}:=p(0)$ and $d_{w}:=d(w)$. Then, for any

$$
\tilde{r} \in\left(\min \left\{1, \lambda^{\frac{p_{0}-2}{2 p_{0}}}\right\} \frac{\left(s_{2}-s_{1}\right)}{60 \chi} r, \min \left\{1, \lambda^{\frac{p_{0}-2}{2 p_{0}}}\right\}\left(s_{2}-s_{1}\right) r\right],
$$

we have from (5.1.6), (5.4.11) and (5.4.13) that

$$
\begin{aligned}
G_{w}(\tilde{r}) & \leq \frac{\left|Q_{2 r}\right|}{\left|K_{\tilde{r}}^{\lambda}(w)\right|}\left\{f_{K_{2 r}}|D u|^{\frac{p(z) q(z)}{q^{-}}} d z+\frac{1}{\delta}\left(f_{K_{2 r}}|F|^{\frac{p(z) q(z)(1+\bar{\sigma})}{q^{-}}} d z\right)^{\frac{1}{1+\bar{\sigma}}}\right\} \\
& \leq \frac{\left|Q_{2 r}\right|}{\lambda^{\frac{2-p_{0}}{p_{0}}}\left|K_{\tilde{r}}(w)\right|} \lambda_{0}^{\frac{1}{d^{+}}} \\
& \leq\left(\frac{16}{7}\right)^{n}\left(\frac{2 r}{\tilde{r}}\right)^{n+2} \lambda^{\frac{p_{0}-2}{p_{0}}} \lambda_{0}^{\frac{1}{d^{+}}} \\
& \leq\left(\frac{16}{7}\right)^{n}\left(\frac{120 \chi}{\min \left\{1, \lambda^{\frac{p_{0}-2}{2 p_{0}}}\right\}\left(s_{2}-s_{1}\right)}\right)^{n+2} \lambda^{\frac{p_{0}-2}{p_{0}}} \lambda_{0}^{\frac{1}{d^{+}}} \\
& <\frac{\lambda^{\frac{p_{0}-2}{2 p_{0}}} d^{\frac{1}{d_{+}}}}{\min \left\{1, \lambda^{\frac{p_{0}-2}{2 p_{0}}(n+2)}\right\}} .
\end{aligned}
$$

If $p_{0} \geq 2$, then $\min \left\{1, \lambda^{\frac{p_{0}-2}{2 p_{0}}(n+2)}\right\}=1$ and $\frac{1}{d^{+}} \leq \frac{1}{d_{w}}=\frac{2}{p_{0}}$, which implies $G_{w}(\tilde{r})<\lambda$. If $\frac{2 n}{n+2}<p_{0}<2$, then $\min \left\{1, \lambda^{\frac{p_{0}-2}{2 p_{0}}}\right\}=\lambda^{\frac{p_{0}-2}{2 p_{0}}}$ and $\frac{1}{d^{+}} \leq \frac{1}{d_{w}}=$ $\frac{p_{0}(n+2)-2 n}{2 p_{0}}$, which also implies $G_{w}(\tilde{r})<\lambda^{\frac{2 n-p_{0} n}{2 p_{0}}} \lambda^{\frac{p_{0}(n+2)-2 n}{2 p_{0}}}=\lambda$. On the other hands, in view of the Lebesgue differentiation theorem, we have

$$
\lim _{\tilde{r} \rightarrow 0} G_{w}(\tilde{r}) \geq|D u(w)|^{\frac{p_{0} q(w)}{q^{-}}}>\lambda
$$

for every Lebesgue's point $w$ of $|D u|^{\frac{p(\cdot) q(\cdot)}{q^{-}}}$in $E\left(s_{1}, \lambda\right)$.
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Consequently, as $G_{w}$ is continuous function, for every Lebesgue's point $w$ of $|D u|^{\frac{p(\cdot) q(\cdot)}{q^{-}}}$in $E\left(s_{1}, \lambda\right)$ we can find $r_{w} \in\left(0, \min \left\{1, \lambda^{\frac{p_{0}-2}{2 p_{0}}}\right\} \frac{\left(s_{2}-s_{1}\right)}{4 \chi} r\right]$ such that

$$
G_{w}\left(r_{w}\right)=\lambda \text { and } G_{w}(\tilde{r})<\lambda, \quad{ }^{\forall} \tilde{r} \in\left(r_{w}, \min \left\{1, \lambda^{\frac{p_{0}-2}{2 p_{0}}}\right\}\left(s_{2}-s_{1}\right) r\right] .
$$

Since $\tilde{r} \leq r$, we konw by (5.4.2) that $\tilde{r}$ satisfies the condition (5.4.7) in Lemma 5.4.1 for $c_{b}=1$, hence applying Lemma 5.4.1 with $\tilde{r}=r_{w}$ and $c_{b}=1$ we have $\lambda^{p_{2}^{w}-p_{1}^{w}} \leq e^{\frac{3 \gamma_{2}}{\alpha}}$, where $p_{2}^{w}:=\sup _{z \in Q_{r_{w}}^{\lambda}(w)} p(z)$ and $p_{2}^{w}:=\inf _{z \in Q_{r w}^{\lambda}(w)} p(z)$. Finally, applying Lemma 5.2 .8 to $\left\{Q_{r_{w}}^{\lambda}(w)\right\}$ with $c_{a}=e^{\frac{3 n \gamma_{2}}{\alpha}}$, we obtain the conclusion of the lemma.

### 5.4.2 Comparison estimates.

For $\lambda$ satisfying (5.4.13), we consider $Q_{r_{i}}^{\lambda}\left(w_{i}\right), i=1,2, \ldots$, selected in Lemma 5.4.3. From the choice of $r_{i}$ we have

$$
\begin{equation*}
60 \chi r_{i}<\min \left\{1, \lambda^{\frac{p(w)-2}{2 p(w)}}\right\}\left(s_{2}-s_{1}\right) r \leq\left(s_{2}-s_{1}\right) r \leq r . \tag{5.4.16}
\end{equation*}
$$

For each $i$ we note that there are the two possible cases that Case 1: $Q_{4 \chi r_{i}}^{\lambda}\left(w_{i}\right) \subset \Omega_{T}$, and Case 2: $Q_{4 \chi r_{i}}^{\lambda}\left(w_{i}\right) \not \subset \Omega_{T}$.

We first consider Case 1. For the sake of simplicity, we write

$$
Q_{i, j}^{\lambda}:=K_{j \chi r_{i}}^{\lambda}\left(w_{i}\right)=Q_{j \chi r_{i}}^{\lambda}\left(w_{i}\right), \quad j=1,2,3,4,
$$

and

$$
\begin{gathered}
p_{i}:=p\left(w_{i}\right), \quad p_{i}^{-}=\inf _{z \in Q_{i, 4}^{\lambda}} p(z), \quad p_{i}^{+}=\sup _{z \in Q_{i, 4}^{\lambda}} p(z), \\
q_{i}^{-}=\inf _{z \in Q_{i, 4}^{\lambda}} q(z), \quad q_{i}^{+}=\sup _{z \in Q_{i, 4}^{\lambda}} q(z) .
\end{gathered}
$$

Then from (5.4.16) we have $Q_{i, 4}^{\lambda} \subset Q_{s_{2} r} \subset Q_{2 r} \subset Q_{4 r}$ so that

$$
\begin{equation*}
p_{i}^{+}-p_{i}^{-} \leq p^{+}-p^{-} \leq \omega\left(8 R_{0}\right) \quad \text { and } \quad q_{i}^{+}-q_{i}^{-} \leq q^{+}-q^{-} \leq \rho\left(8 R_{0}\right) \tag{5.4.17}
\end{equation*}
$$
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Recalling (5.4.14) in Lemma 5.4.3, we have

$$
\begin{equation*}
\lambda<4^{n+2}\left\{f_{Q_{i, 4}^{\lambda}}|D u|^{\frac{p(z) q(z)}{q^{-}}} d z+\frac{1}{\delta}\left(f_{Q_{i, 4}^{\lambda}}|F|^{\frac{p(z) q(z)(1+\bar{\sigma})}{q^{-}}} d z\right)^{\frac{1}{1+\bar{\sigma}}}\right\}, \tag{5.4.18}
\end{equation*}
$$

hence, in view of Lemma 5.4 .1 with $\tilde{r}=4 \chi r_{i}$ and $w=w_{i}$, we obtain

$$
\begin{equation*}
\lambda^{\frac{2}{p_{i}}} \leq \Gamma \tilde{r}^{-(n+2)}, \quad p_{i}^{+}-p_{i}^{-} \leq \omega\left(\Gamma\left(4 \chi r_{i}\right)^{\alpha}\right), \quad \lambda^{p_{i}^{+}-p_{i}^{-}} \leq c_{a} \tag{5.4.19}
\end{equation*}
$$

and

$$
\begin{equation*}
q_{i}^{+}-q_{i}^{-} \leq \omega\left(\Gamma\left(4 \chi r_{i}\right)^{\alpha}\right), \quad \lambda^{q_{i}^{+}-q_{i}^{-}} \leq e^{\frac{3 n \gamma_{4} L_{1}}{\alpha}} \tag{5.4.20}
\end{equation*}
$$

where $\Gamma=8(48)^{n+2} c_{3} M \delta^{-1}$ and $c_{a}=e^{\frac{3 n \gamma_{2}}{\alpha}}$. Now we claim that

$$
\begin{equation*}
f_{Q_{i, 4}^{\lambda}}|D u|^{p(z)} d z \leq c_{4} \lambda^{\frac{q^{-}}{q_{i}^{+}}} \text {and } f_{Q_{i, 4}^{\lambda}}|F|^{p(z)} d z \leq c_{4} \delta^{\frac{\gamma_{3}}{\gamma_{4}}} \lambda^{\frac{q^{-}}{g_{i}^{+}}} \tag{5.4.21}
\end{equation*}
$$

for some $c_{4}=c_{4}\left(n, \Lambda, \nu, \gamma_{1}, \gamma_{2}, \gamma_{3}, \gamma_{4}, L_{1}\right) \geq 1$. Indeed, by (5.4.15) we have

$$
f_{Q_{i, 4}^{\lambda}}|D u|^{p(z)} d z \leq \lambda+1 \leq 2 \lambda \text { and } f_{Q_{i, 4}^{\lambda}}|F|^{p(z)} d z \leq \delta \lambda+1<2 \lambda
$$

This together with the third inequality in (5.4.20) we obtain

$$
\left(f_{Q_{i, 4}^{\lambda}}|D u|^{p(z)} d z\right)^{q_{i}^{+}-q_{i}^{-}}+\left(f_{Q_{i, 4}^{\lambda}}|F|^{p(z)} d z\right)^{q_{i}^{+}-q_{i}^{-}} \leq c
$$

Therefore, the estimates in (5.4.21) follow from Hölder's inequality, (5.4.15) and the previous estimate such that

$$
\begin{aligned}
f_{Q_{i, 4}^{\lambda}}|D u|^{p(z)} d z & \leq\left(f_{Q_{i, 4}^{\lambda}}|D u|^{p(z)} d z\right)^{\frac{q_{i}^{+}-q_{i}^{-}}{q_{i}^{+}}}\left(f_{Q_{i, 4}^{\lambda}}|D u|^{p(z)} d z\right)^{\frac{q_{i}^{-}}{q_{i}^{+}}} \\
& \leq c\left(f_{Q_{i, 4}^{\lambda}}|D u|^{\frac{p(z) q_{i}^{-}}{q^{-}}} d z\right)^{\frac{q^{-}}{q_{i}^{-}}} \\
& \leq c\left(f_{Q_{i, 4}^{\lambda}}|D u|^{\frac{p(z) q(z)}{q^{-}}} d z+1\right)^{\frac{q_{i}^{-}}{q_{i}^{+}}} \leq c \lambda^{\frac{q_{i}^{-}}{q_{i}^{+}}}
\end{aligned}
$$
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and

$$
\begin{aligned}
f_{Q_{i, 4}^{\lambda}}|F|^{p(z)} d z & \leq c\left(f_{Q_{i, 4}^{\lambda}}|F|^{\frac{p(z) q(z)}{q^{-}}} d x+1\right)^{\frac{q^{-}}{q_{i}^{+}}} \\
& \leq c\left\{\left(f_{Q_{i, 4}^{\lambda}}|F|^{\frac{p(z) q(z)(1+\bar{\sigma})}{q^{-}}} d x\right)^{\frac{1}{1+\bar{\sigma}}}+1\right\}^{\frac{q^{-}}{q_{i}^{+}}} \\
& \leq c \delta^{\frac{\gamma_{3}}{\gamma_{4}}} \lambda^{\frac{q^{-}}{q_{i}^{+}}}
\end{aligned}
$$

In the last inequality, we have used the fact $\delta \lambda>1$ obtained by (5.4.11).
We now see from (5.4.2), (5.4.16), (5.4.17), (5.4.19) and (5.4.21) that the assumptions in Section 5.3, (5.3.2), (5.3.3), (5.3.4), (5.3.14) and (5.3.21), are satisfied for the region $Q_{i, 4}^{\lambda}$ with $\lambda$ and $\delta$ replaced by $c_{4} \lambda^{\frac{q^{-}}{q_{i}^{+}}}$and $\delta^{\frac{\gamma_{3}}{\gamma_{4}}}$. Therefore, by Lemma 5.3.1 and Lemma 5.3.2 and Lemma 5.2.7 (1), we have the following lemma.

Lemma 5.4.4. For any $\epsilon \in(0,1)$, there exist $\delta=\delta\left(n, \Lambda, \nu, \gamma_{1}, \gamma_{2}, \gamma_{3}, \gamma_{4}, L_{1}, \epsilon\right)>$ 0 and $v_{i} \in L^{1}\left(Q_{i, 1}^{\lambda}\right)$ with $D v_{i} \in L^{\infty}\left(Q_{i, 1}^{\lambda}\right)$ for each $i$ satisfying $Q_{i, 4}^{\lambda}=Q_{4 \chi r_{i}}^{\lambda}\left(w_{i}\right) \subset$ $\Omega_{T}$ such that

$$
\begin{gather*}
f_{Q_{i, 1}^{\lambda}}\left|D u-D h_{i}\right|^{p(z)} d z \leq \epsilon \lambda^{\frac{q^{-}}{q_{i}^{+}}}, \quad f_{Q_{i, 1}^{\lambda}}\left|D h_{i}-D v_{i}\right|^{p_{i}} d z \leq \epsilon \lambda^{\frac{q^{-}}{q_{i}^{+}}}  \tag{5.4.22}\\
\quad f_{Q_{i, 2}^{\lambda}}\left|D h_{i}\right|^{p(z)} d z \leq c \lambda^{\frac{q^{-}}{q_{i}^{+}}} \quad \text { and } \quad\left\|D v_{i}\right\|_{L^{\infty}\left(Q_{i, 1}^{\lambda}\right)}^{p_{i}} \leq c \lambda^{\frac{q^{-}}{q_{i}^{+}}} \tag{5.4.23}
\end{gather*}
$$

for some $c=c\left(n, \Lambda, \nu, \gamma_{1}, \gamma_{2}, \gamma_{3}, \gamma_{4}, L_{1}\right) \geq 1$, where $h_{i}$ is the weak solution of

$$
\left\{\begin{aligned}
\left(h_{i}\right)_{t}-\operatorname{div} \mathbf{a}\left(D h_{i}, z\right) & =0 \quad \text { in } Q_{i, 4}^{\lambda}, \\
h_{i} & =u \text { on } \partial_{p} Q_{i, 4}^{\lambda} .
\end{aligned}\right.
$$

Corollary 5.4.5. Under the assumptions and conclusions as in Lemma 5.4.4, we have

$$
\begin{equation*}
f_{Q_{i, 1}^{\lambda}}\left|D u-D v_{i}\right|^{\frac{p(z) q(z)}{q^{-}}} d z \leq \epsilon \lambda \text { and }\left|D v_{i}(z)\right|^{\frac{p(z) q(z)}{q^{-}}} \leq c_{5} \lambda^{\forall} z \in Q_{i, 1}^{\lambda}, \tag{5.4.24}
\end{equation*}
$$

for some $c_{5}=c_{5}\left(n, \Lambda, \nu, \gamma_{1}, \gamma_{2}, \gamma_{3}, \gamma_{4}, L_{1}\right) \geq 1$.

## CHAPTER 5. NONLINEAR PARABOLIC EQUATIONS WITH VARIABLE EXPONENT GROWTH IN NONSMOOTH DOMAINS

Proof. The second inequality in (5.4.24) directly follows from (5.4.19) and the second estimate in (5.4.23). Indeed, for $z \in Q_{i, 1}^{\lambda}$

$$
\begin{aligned}
\left|D v_{i}(z)\right|^{\frac{p(z) q(z)}{q^{-}}} & \leq\left|D v_{i}(z)\right|^{\frac{p_{i}^{+} q_{i}^{+}}{q^{-}}}+1 \leq c_{2} \lambda^{\frac{p_{i}^{+}}{p_{i}}}+1 \leq c_{2} \lambda^{1+\frac{p_{i}^{+}-p_{i}^{-}}{\gamma_{1}}}+1 \\
& \leq\left(c_{2} e^{\frac{3 \gamma_{2}}{\gamma_{1} \alpha}}+1\right) \lambda .
\end{aligned}
$$

We then prove the first inequality in (5.4.24). We observe from (5.4.2) that

$$
\begin{gathered}
\frac{2 q_{i}^{+}}{q^{-}}-1 \leq 1+\frac{2 \rho\left(8 R_{0}\right)}{\gamma_{3}} \leq \min \left\{1+\tilde{\sigma}_{1+\bar{\sigma}}, 1+\tilde{\sigma}_{2}\right\} \\
\frac{2 q_{i}^{+}}{q^{-}}-\frac{p_{i}^{-}}{p_{i}^{+}} \leq 1+\frac{2 \rho\left(8 R_{0}\right)}{\gamma_{3}}+\frac{\omega\left(8 R_{0}\right)}{\gamma_{1}} \leq 1+\tilde{\sigma}_{2}
\end{gathered}
$$

and from (5.4.15) that

$$
\begin{equation*}
f_{Q_{i, 2}^{\lambda}}|D u|^{p(z)} d z+\left(f_{Q_{i, 2}^{\lambda}}|F|^{p(z)(1+\bar{\sigma})} d z\right)^{\frac{1}{1+\bar{\sigma}}}<\lambda+2 \leq 3 \lambda . \tag{5.4.25}
\end{equation*}
$$

Hence applying 5.2 .6 to the weak solutions $u$ and $h_{i}$ on $Q_{i, 1}^{\lambda}$ with (5.4.25) and (5.4.23), respectively, we have

$$
\begin{equation*}
\left.f_{Q_{i, 1}^{\lambda}}\left[|D u|^{p(z)\left(\frac{2 q_{i}^{+}}{q^{-}}-1\right)}+\left|D h_{i}\right|^{p(z)\left(\frac{2 q_{i}^{+}}{q^{-}}-1\right.}\right)\right] d z \leq c\left(\lambda^{\frac{2 q_{i}^{+}}{q^{-}}-1}+\lambda^{2-\frac{q^{-}}{q_{i}^{+}}}\right) \tag{5.4.26}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{Q_{i, 1}^{\lambda}}\left|D h_{i}\right|^{p(z)\left(\frac{2 q_{i}^{+}}{q^{-}}-\frac{p_{i}^{-}}{p_{i}^{+}}\right)} d z \leq c \lambda^{2-\frac{q^{-}}{q_{i}^{+}} \frac{p_{i}^{-}}{p_{i}^{+}}} . \tag{5.4.27}
\end{equation*}
$$

We split the left hand side on the first inequality in (5.4.24) as follow:

$$
\begin{align*}
& f_{Q_{i, 1}^{\lambda}}\left|D u-D v_{i}\right|^{\frac{p(z) q(z)}{q^{-}}} d z \\
& \quad \leq 2^{\frac{\gamma_{2} \gamma_{4}}{\gamma_{3}}-1}\left(f_{Q_{i, 1}^{\lambda}}\left|D u-D h_{i}\right|^{\frac{p(z) q(z)}{q^{-}}} d z+f_{Q_{i, 1}^{\lambda}}\left|D h_{i}-D v_{i}\right|^{\frac{p(z) q(z)}{q^{-}}} d z\right) \\
& \quad=: 2^{\frac{\gamma_{2} \gamma_{4}}{\gamma_{3}}-1}\left(I_{4}+I_{5}\right) . \tag{5.4.28}
\end{align*}
$$

For $I_{4}$, Hölder's inequality implies

$$
\begin{aligned}
I_{4} & =f_{Q_{i, 1}^{\lambda}}\left|D u-D h_{i}\right|^{\frac{p(z)}{2}+p(z)\left(\frac{q(z)}{q^{-}}-\frac{1}{2}\right)} d z \\
& \leq\left(f_{Q_{i, 1}^{\lambda}}\left|D u-D h_{i}\right|^{p(z)} d z\right)^{\frac{1}{2}}\left(f_{Q_{i, 1}^{\lambda}}\left|D u-D h_{i}\right|^{p(z)\left(\frac{2 q(z)}{q^{-}}-1\right)} d z\right)^{\frac{1}{2}} \\
& =:\left(I_{4 a}\right)^{\frac{1}{2}}\left(I_{4 b}\right)^{\frac{1}{2}}
\end{aligned}
$$

We estimate by the first estimates in (5.4.21), (5.4.22) and (5.4.23), and the second estimate in (5.4.20)

$$
\begin{aligned}
& I_{4 a}=\left(f_{Q_{i, 1}^{\lambda}}\left|D u-D h_{i}\right|^{p(z)} d z\right)^{1-\frac{2 q_{i}^{+}}{q_{-}^{-}} \frac{q_{i}^{+}-q_{i}^{-}}{q_{i}^{-}}}\left(f_{Q_{i, 1}^{\lambda}}\left|D u-D h_{i}\right|^{p(z)} d z\right)^{\frac{2 q_{i}^{+}}{q^{-}-\frac{q_{i}^{+}-q_{i}^{-}}{q_{i}^{-}}}} \\
& \leq\left(\epsilon \lambda^{\frac{q^{-}}{q_{i}^{+}}}\right)^{1-\frac{2 q_{i}^{+}}{q^{-}} \frac{q_{i}^{+}-q_{i}^{-}}{q_{i}^{-}}}\left(2^{\gamma_{2}} f_{Q_{i, 1}^{\lambda}}\left[|D u|^{p(z)}+\left|D h_{i}\right|^{p(z)}\right] d z\right)^{\frac{2 q_{i}^{+}}{q^{-}-\frac{q_{i}^{+}-q_{i}^{-}}{q_{i}^{-}}}} \\
& \leq c \epsilon^{\frac{1}{2}} \lambda^{\frac{q^{-}}{q_{i}^{+}}} \frac{2\left(q_{i}^{+}-q_{i}^{-}\right)}{q_{i}^{-}} \lambda^{\left(q_{i}^{+}-q_{i}^{-}\right) \frac{2}{\gamma_{3}}} \leq c \epsilon^{\frac{1}{4}} \lambda^{\frac{q_{i}^{-}}{q_{i}^{+}}-\frac{2\left(q_{i}^{+}-q_{i}^{-}\right)}{q_{i}^{-}}},
\end{aligned}
$$

and by (5.4.26) that

$$
\begin{aligned}
I_{4 b} & \left.\leq c f_{Q_{i, 1}^{\lambda}}\left[|D u|^{p(z)\left(\frac{2 q_{i}^{+}}{q^{-}}-1\right.}\right)+\left|D h_{i}\right|^{p(z)\left(\frac{2 q_{i}^{+}}{q^{-}}-1\right)}\right] d z+1 \\
& \leq c\left(\lambda^{\frac{2 q_{i}^{+}}{q^{-}}-1}+\lambda^{2-\frac{q^{-}}{q_{i}^{+}}}\right)
\end{aligned}
$$

hence we obtain

$$
\begin{equation*}
I_{4} \leq c \epsilon^{\frac{1}{4}} \lambda^{\frac{q^{-}}{2 q_{i}^{+}}-\frac{q_{i}^{+}-q_{i}^{-}}{q_{i}^{-}}}\left(\lambda^{\frac{q_{i}^{+}}{q^{-}}-\frac{1}{2}}+\lambda^{1-\frac{q^{-}}{2 q_{i}^{+}}}\right) \leq c \epsilon^{\frac{1}{4}} \lambda . \tag{5.4.29}
\end{equation*}
$$

We next estimate $I_{5}$. By Hölder's inequality, the second estimates in (5.4.19),
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(5.4.22) and (5.4.23), and (5.4.27)

$$
\begin{align*}
I_{5}= & f_{Q_{i, 1}^{\lambda}}\left|D h_{i}-D v_{i}\right|^{\frac{p_{i}}{2}+\frac{p(z) q(z)}{q^{-}}-\frac{p_{i}}{2}} d z \\
\leq & c\left(f_{Q_{i, 1}^{\lambda}}\left|D h_{i}-D v_{i}\right|^{p_{i}} d z\right)^{\frac{1}{2}}\left(f_{Q_{i, 1}^{\lambda}}\left|D h_{i}-D v_{i}\right|^{p(z)\left(\frac{2 q(z)}{q^{-}}-\frac{p_{i}}{p(z)}\right)} d z\right)^{\frac{1}{2}} \\
\leq & c \epsilon^{\frac{1}{2}} \lambda^{\frac{q^{-}}{2 q_{i}^{+}}} \\
& \left.\left.\times\left(f_{Q_{i, 1}^{\lambda}}\left|D h_{i}\right|^{p(z)\left(\frac{2 q_{i}^{+}}{q^{-}}-\frac{p_{i}^{-}}{p_{i}^{+}}\right.}\right) d z+f_{Q_{i, 1}^{\lambda}}\left|D v_{i}\right|^{p_{i}\left(\frac{2 q_{i}^{+}}{q^{-}} \frac{p_{i}^{+}}{p_{i}^{-}}-1\right.}\right) d z+1\right)^{\frac{1}{2}} \\
\leq & c \epsilon^{\frac{1}{2}}\left(\lambda^{1-\frac{q^{-}}{2 q_{i}^{+}} \frac{p_{i}^{-}}{p_{i}^{+}}}+\lambda^{\frac{p_{i}^{+}}{p_{i}^{-}}-\frac{q^{-}}{2 q_{i}^{+}}}+1\right) \\
\leq & c \epsilon^{\frac{1}{2}}\left(\lambda+\lambda^{\frac{p_{i}^{+}}{p_{i}^{-}}}+1\right) \leq c \epsilon^{\frac{1}{2}} \lambda . \tag{5.4.30}
\end{align*}
$$

Inserting (5.4.29) and (5.4.30) into (5.4.28) we obtain

$$
f_{Q_{i, 1}^{\lambda}}\left|D u-D v_{i}\right|^{\frac{p(z) q(z)}{q^{-}}} d z \leq c \epsilon^{\frac{1}{4}} \lambda .
$$

Since $\epsilon \in(0,1)$ is arbitrary, we get the second inequality in (5.4.24) from the previous one.

We next consider Case 2 that $Q_{4 \chi r_{i}}^{\lambda}\left(w_{i}\right) \not \subset \Omega_{T}$. Note that, since $\operatorname{dist}\left(y_{i}, \partial \Omega\right) \leq$ $4 \chi r_{i}$, we can take $y_{i}^{\prime} \in \partial \Omega$ such that $\left|y_{i}-y_{i}^{\prime}\right| \leq 4 \chi r_{i}$. Since $56 \chi r_{i} \leq R$, in view of Definition 5.1.1 (3), there exists a spatial coordinate system, still denote $x=\left(x_{1}, \ldots, x_{n}\right)$-coordinate, with the origin at $y_{i}^{\prime}$ such that

$$
B_{56 \chi r_{i}}(0) \cap\left\{x_{n}>56 \chi r_{i} \delta\right\} \subset \Omega_{56 \chi r_{i}}(0) \subset B_{56 \chi r_{i}}(0) \cap\left\{x_{n}>-56 \chi \delta r_{i}\right\}
$$

Note from the fact $\delta \leq 1 / 8$ that $B_{48 \chi r_{i}}\left(56 \chi \delta r_{i} e_{n}\right) \subset B_{56 \chi r_{i}}(0)$, where $e_{n}=$ $(0, \ldots, 0, n)$. We then translate the spatial coordinate system to $x_{n}$-direction by $56 \chi \delta r_{i}$, still denote $x=\left(x_{1}, \ldots, x_{n}\right)$-coordinate, so that we have

$$
\begin{equation*}
B_{r}^{+}(0) \subset \Omega_{r}(0) \subset B_{r}(0) \cap\left\{x_{n}>-112 \chi \delta r_{i}\right\}, \text { for any } 0<r<48 \chi r_{i} \tag{5.4.31}
\end{equation*}
$$
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We remark that, since the transformation is composed of only a transformation and a rotation, the basic structures of the problem (5.0.1) and the main assumption Definition 5.1.1 are invariant. Therefore, without loss of generality, we will continuously use the original symbols and notations in this new coordinate system.

After the above transformation of the spatial coordinate system, we set

$$
w_{i}^{\prime}:=\left(0, t_{i}\right), \quad K_{i, j}^{\lambda}:=K_{12 j \chi r_{i}}^{\lambda}\left(w_{i}^{\prime}\right), \quad j=1,2,3,4,
$$

and

$$
\begin{gathered}
p_{i}:=p\left(w_{i}\right), \quad p_{i}^{-}:=\inf _{z \in K_{i, 4}^{\lambda}} p(z), \quad p_{i}^{+}:=\sup _{z \in K_{i, 4}^{\lambda}} p(z), \\
q_{i}^{-}:=\inf _{z \in K_{i, 4}^{\lambda}} q(z), \quad q_{i}^{+}:=\sup _{z \in K_{i, 4}^{\lambda}} q(z) .
\end{gathered}
$$

Since $\left|y_{i}\right| \leq\left|y_{i}-y_{i}^{\prime}\right|+\left|y_{i}^{\prime}\right| \leq(4+56 \delta) \chi r_{i} \leq 11 \chi r_{i}$, we have from (5.4.16) that

$$
\begin{equation*}
K_{\chi r_{i}}^{\lambda}\left(w_{i}\right) \subset K_{i, 1}^{\lambda} \subset K_{i, 4}^{\lambda} \subset K_{60 \chi r_{i}}^{\lambda}\left(w_{i}\right) \subset K_{s_{2} r_{i}} \tag{5.4.32}
\end{equation*}
$$

and so have the relations in (5.4.17).
We first observe from (5.4.14) in Lemma 5.4.3, (5.4.31) and (5.4.32) that

$$
\begin{equation*}
\lambda<2(48)^{n+2}\left\{\int_{K_{i, 4}^{\lambda}}|D u|^{\frac{p(z) q(z)}{q^{-}}} d z+\frac{1}{\delta}\left(f_{K_{i, 4}^{\lambda}}|F|^{\frac{p(z) q(z)(1+\bar{\sigma})}{q^{-}}} d z\right)^{\frac{1}{1+\bar{\sigma}}}\right\} . \tag{5.4.33}
\end{equation*}
$$

Then, in a similar way to Case 1, using Lemma 5.1.10, (5.4.15) and (5.4.31), we obtain (5.4.19), (5.4.20) and the estimates

$$
f_{K_{i, 4}^{\lambda}}|D u|^{p(z)} d z \leq c \lambda^{\frac{q^{-}}{q_{i}^{+}}} \quad \text { and } \int_{K_{i, 4}^{\lambda}}|F|^{p(z)} d z \leq c \delta^{\frac{\gamma_{3}}{\gamma_{4}}} \lambda^{\frac{q_{i}^{-}}{q_{i}^{+}}} .
$$

Therefore, applying Lemma 5.3.1, Lemma 5.3.2, Lemma 5.3.3 and Lemma 5.2.7 (2), we have the following lemma and corollary.

Lemma 5.4.6. For any $\epsilon \in(0,1)$, there exist $\delta=\delta\left(n, \Lambda, \nu, \gamma_{1}, \gamma_{2}, \gamma_{3}, \gamma_{4}, L_{1}, \epsilon\right)>$ 0 and $\bar{v}_{i} \in L^{1}\left(K_{i, 1}^{\lambda}\right)$ with $D \bar{v}_{i} \in L^{\infty}\left(K_{i, 1}^{\lambda}\right)$ for each $i$ satisfying $Q_{4 \chi r_{i}}^{\lambda}\left(w_{i}\right) \not \subset \Omega_{T}$ such that

$$
f_{K_{i, 1}^{\lambda}}\left|D u-D h_{i}\right|^{p(z)} d z \leq \epsilon \lambda^{\frac{q^{-}}{q_{i}^{+}}}, \quad f_{K_{i, 1}^{\lambda}}\left|D h_{i}-D v_{i}\right|^{p_{i}} d z \leq \epsilon \lambda^{\frac{q^{-}}{q_{i}^{+}}}
$$

$$
f_{K_{i, 2}^{\lambda}}\left|D h_{i}\right|^{p(z)} d z \leq c \lambda^{\frac{q^{-}}{q_{i}^{+}}} \quad \text { and } \quad\left\|D v_{i}\right\|_{L^{\infty}\left(K_{i, 1}^{\lambda}\right)}^{p_{p}} \leq c \lambda^{\frac{q_{i}^{-}}{q_{i}^{+}}}
$$

for some $c=c\left(n, \Lambda, \nu, \gamma_{1}, \gamma_{2}, \gamma_{3}, \gamma_{4}, L_{1}\right) \geq 1$, where $h_{i}$ is the weak solution of

$$
\left\{\begin{array}{rlcc}
\left(h_{i}\right)_{t}-\operatorname{div} \mathbf{a}\left(D h_{i}, z\right) & =0 & \text { in } K_{i, 4}^{\lambda}, \\
h_{i} & =u \quad \text { on } \partial_{p} K_{i, 4}^{\lambda} .
\end{array}\right.
$$

Corollary 5.4.7. Under the assumptions and conclusion of Lemma 5.4.6, we have

$$
\begin{equation*}
f_{K_{i, 1}^{\lambda}}\left|D u-D v_{i}\right|^{\frac{p(z) q(z)}{q^{-}}} d z \leq \epsilon \lambda \quad \text { and } \quad\left|D v_{i}(z)\right|^{\frac{p(z) q(z)}{q^{-}}} \leq c_{6} \lambda \quad{ }^{\forall} z \in K_{i, 1}, \tag{5.4.34}
\end{equation*}
$$

for some $c_{6}=c_{6}\left(n, \Lambda, \nu, \gamma_{1}, \gamma_{2}, \gamma_{3}, \gamma_{4}, L_{1}\right) \geq 1$.

### 5.4.3 Gradient estimates on upper-level sets.

Now, for each $1 \leq s_{1}<s_{2} \leq 2$ and each $\lambda>1$ satisfying (5.4.13) we estimate the integration of $|D u|^{\frac{p(\cdot) q(\cdot)}{q^{-}}}$on the upper-level sets $E\left(s_{1}, B \lambda\right)$ and

$$
\begin{equation*}
B:=2^{\frac{\gamma_{2} \gamma_{4}}{\gamma_{3}}} \max \left\{c_{5}, c_{6}\right\} . \tag{5.4.35}
\end{equation*}
$$

We recall Lemma (5.4.3). Then we have $E\left(s_{1}, B \lambda\right) \subset E\left(s_{1}, \lambda\right) \subset \bigcup_{i=1}^{\infty} K_{\chi r_{i}}^{\lambda}\left(w_{i}\right) \backslash$ $N$ and

$$
\int_{E\left(s_{1}, B \lambda\right)}|D u|^{\frac{p(z) q(z)}{q^{-}}} d z \leq \sum_{i=1}^{\infty} \int_{E\left(s_{1}, B \lambda\right) \cap K_{\chi_{r}}^{\lambda}\left(w_{i}\right)}|D u|^{\frac{p(z) q(z)}{q^{-}}} d z .
$$

If $K_{4 \chi r_{i}}^{\lambda}\left(w_{i}\right) \not \subset \Omega_{T}($ Case 2), we have from the second estimate in (5.4.34) and (5.4.35) that

$$
\begin{aligned}
|D u(z)|^{\frac{p(z) q(z)}{q^{-}}} & \leq 2^{\frac{\gamma_{2} \gamma_{4}}{\gamma_{3}}-1}\left(\left|D u(z)-D v_{i}(z)\right|^{\frac{p(z) q(z)}{q^{-}}}+\left|D v_{i}\right|^{\frac{p(z) q(z)}{q^{-}}}\right) \\
& \leq 2^{\frac{\gamma_{2} \gamma_{4}}{\gamma_{3}}-1}\left(\left|D u(z)-D v_{i}(z)\right|^{\frac{p(z) q(z)}{q^{-}}}+c_{6} \lambda\right) \\
& \leq 2^{\frac{\gamma_{2} \gamma_{4}}{\gamma_{3}}-1}\left|D u(z)-D v_{i}(z)\right|^{\frac{p(z) q(z)}{q^{-}}}+\frac{1}{2}|D u(z)|^{\frac{p(z) q(z)}{q^{-}}}
\end{aligned}
$$
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for any $z \in E\left(s_{1}, B \lambda\right) \cap K_{1, i}^{\lambda}$, hence by (5.1.6), (5.4.32) and the first estimate in (5.4.34) we get

$$
\begin{aligned}
& \int_{E\left(s_{1}, B \lambda\right) \cap K_{\chi_{r_{i}}}^{\lambda}\left(w_{i}\right)}|D u|^{\frac{p(z) q(z)}{q^{-}}} \leq 2^{\frac{\gamma_{2} \gamma_{4}}{\gamma_{3}}} \int_{E\left(s_{1}, B \lambda\right) \cap K_{i, 1}^{\lambda}}\left|D u-D v_{i}\right|^{\frac{p(z) q(z)}{q^{-}}} d z \\
& \leq 2^{\frac{\gamma_{2} \gamma_{4}}{\gamma_{3}}} \epsilon \lambda\left|K_{i, 1}^{\lambda}\right| \leq 2^{\frac{\gamma_{2} \gamma_{3}}{\gamma_{3}}}\left(\frac{16}{7}\right)^{n}(10 \chi)^{n+2} \epsilon \lambda\left|K_{r_{i}}^{\lambda}\left(w_{i}\right)\right| .
\end{aligned}
$$

Similarly, if $K_{4 \chi r_{i}}^{\lambda}\left(w_{i}\right) \subset \Omega_{T}($ Case 1), by using (5.4.24) and (5.4.35) we get

$$
\int_{E\left(s_{1}, B \lambda\right) \cap K_{\chi_{r_{i}}\left(w_{i}\right)}|D u|^{\frac{p(z) q(z)}{q^{-}}} \leq 2^{\frac{\gamma_{2} \gamma_{4}}{\gamma_{3}}} \chi^{n+2} \epsilon \lambda\left|K_{r_{i}}^{\lambda}\left(w_{i}\right)\right| . ~ . . ~ . ~}^{\text {. }}
$$

Therefore, we see that

$$
\begin{equation*}
\int_{E\left(s_{1}, B \lambda\right)}|D u|^{\frac{p(z) q(z)}{q^{-}}} d z \leq \epsilon c_{7} \lambda \sum_{i=1}^{\infty}\left|K_{r_{i}}^{\lambda}\left(w_{i}\right)\right|, \tag{5.4.36}
\end{equation*}
$$

where $c_{7}:=2^{\frac{\gamma_{2} \gamma_{4}}{\gamma_{3}}}\left(\frac{16}{7}\right)^{n}(10 \chi)^{n+2}$.
On the other hand, we know from (5.4.14) that

$$
\begin{equation*}
\frac{\lambda}{2} \leq f_{K_{r_{i}}^{\lambda}\left(w_{i}\right)}|D u|^{\frac{p(z) q(z)}{q^{-}}} d z \text { or } \frac{\lambda}{2} \leq \frac{1}{\delta}\left(f_{K_{r_{i}}^{\lambda}\left(w_{i}\right)}|F|^{\frac{p(z) q(z)(1+\bar{\sigma})}{q^{-}}} d z\right)^{\frac{1}{1+\bar{\sigma}}} \tag{5.4.37}
\end{equation*}
$$

The first case of (5.4.37) implies

$$
\left|K_{r_{i}}^{\lambda}\left(w_{i}\right)\right| \leq \frac{4}{\lambda} \int_{\left\{z \in K_{r_{i}}^{\lambda}\left(w_{i}\right):|D u|^{\frac{p(z) q(z)}{q^{-}}}>\frac{\lambda}{4}\right\}}|D u|^{\frac{p(z) q(z)}{q^{-}}} d z
$$

and the second case of (5.4.37) gives

$$
\left|K_{r_{i}}^{\lambda}\left(w_{i}\right)\right| \leq\left(\frac{4}{\delta \lambda}\right)^{1+\bar{\sigma}} \int_{\left\{z \in K_{r_{i}}^{\lambda}\left(w_{i}\right):|F|^{\frac{p(z) q(z)}{q^{-}}}>\frac{\delta \lambda}{4}\right\}}|F|^{\frac{p(z) q(z)(1+\bar{\sigma})}{q^{-}}} d z .
$$

Therefore we get

$$
\begin{align*}
& \left|K_{r_{i}}^{\lambda}\left(w_{i}\right)\right| \leq \frac{4}{\lambda} \int_{\left\{z \in K_{r_{i}}^{\lambda}\left(w_{i}\right):|D u|^{\frac{p(z) q(z)}{q^{-}}}>\frac{\lambda}{4}\right\}}|D u|^{\frac{p(z) q(z)}{q^{-}}} d z \\
& \quad+\left(\frac{4}{\delta \lambda}\right)^{1+\bar{\sigma}} \int_{\left\{z \in K_{r_{i}}^{\lambda}\left(w_{i}\right):|F|^{\frac{p(z) q(z)}{q^{-}}}>\frac{\delta \lambda}{4}\right\}}|F|^{\frac{p(z) q(z)(1+\bar{\sigma})}{q^{-}}} d z . \tag{5.4.38}
\end{align*}
$$
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Plugging (5.4.38) into (5.4.36) and using the fact that the elements of $\left\{K_{r_{i}}^{\lambda}\left(w_{i}\right)\right\}_{i=1}^{\infty}$ are disjoint, we finally obtain

$$
\begin{align*}
\int_{E\left(s_{1}, B \lambda\right)}|D u|^{\frac{p(z) q(z)}{q^{-}}} d z \leq 4^{1+\bar{\sigma}} c_{7} \epsilon\left\{\int_{E\left(s_{2}, \frac{\lambda}{4}\right)}|D u|^{\frac{p(z) q(z)}{q^{-}}} d z\right. \\
\left.\quad+\frac{1}{\lambda^{\bar{\sigma}} \delta^{1+\bar{\sigma}}} \int_{\left\{z \in K_{s_{2} r}:|F|^{\frac{p(z) q q(z)}{q^{-}}}>\frac{\delta \lambda}{4}\right\}}|F|^{\frac{p(z) q(z)(1+\bar{\sigma})}{q^{-}}} d z\right\} . \tag{5.4.39}
\end{align*}
$$

### 5.4.4 Local gradient estimates in $L^{p(\cdot) q(\cdot)}$-space: the proof of (5.1.12).

For a sufficiently large $k \in \mathbb{N}$, we first define the truncations of $|D u|^{\frac{p(\cdot) q(\cdot)}{q^{-}}}$ such that

$$
\left(|D u|^{\frac{p(\cdot) q \cdot(\cdot)}{q^{-}}}\right)_{k}:=\min \left\{|D u|^{\frac{p(\cdot) q(\cdot)}{q^{-}}}, k\right\} .
$$

Let $1 \leq s_{1}<s_{2} \leq 2$. By Fubini's theorem we have

$$
\begin{aligned}
& \int_{K_{s_{1} r}}\left(|D u|^{\frac{p(\cdot) q(\cdot)}{q^{-}}}\right)_{k}^{q^{-}-1}|D u|^{\frac{p(z) q(z)}{q^{-}}} d z \\
&=\left.\left(q^{-}-1\right) \int_{K_{s_{1} r}}\left[\int_{0}^{\left(|D u|^{\frac{p(\cdot) q(\cdot)}{q^{-}}}\right.}\right)_{k} \lambda^{q^{-}-2} d \lambda\right]|D u|^{\frac{p(z) q(z)}{q^{-}}} d z \\
&=\left(q^{-}-1\right) \int_{0}^{k} \lambda^{q^{--2}} \int_{K_{s_{1} r \cap\left\{|D u|^{\frac{p(z) q(z)}{q^{-}}}>\lambda\right\}}|D u|^{\frac{p(z) q(z)}{q^{-}}} d z d \lambda}^{=}\left(q^{-}-1\right) B^{q^{--1}} \int_{0}^{k / B} \lambda^{q^{--2}} \int_{E\left(s_{1}, B \lambda\right)}|D u|^{\frac{p(z) q(z)}{q^{-}}} d z d \lambda \\
&=\left(q^{-}-1\right) B^{q^{-}-1} \int_{0}^{A \lambda_{0}} \lambda^{q^{--2}} d \lambda \int_{K_{s_{1} R}}|D u|^{\frac{p(z) q(z)}{q^{-}}} d z \\
&+\left(q^{-}-1\right) B^{q^{--1}} \int_{A \lambda_{0}}^{k / B} \lambda^{q^{--}} \int_{E\left(s_{1}, B \lambda\right)}|D u|^{\frac{p(z) q(z)}{q^{-}}} d z d \lambda \\
&= I_{6}+I_{7},
\end{aligned}
$$
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where $\lambda_{0}, A\left(s_{1}, s_{2}\right)$ and $B$ are defined (5.4.11), (5.4.13) and (5.4.35), respectively. For $I_{3}$, a direct calculation yields that

$$
\begin{aligned}
I_{6} & \leq\left(A\left(s_{1}, s_{2}\right) B \lambda_{0}\right)^{q^{-}-1} \int_{K_{2 r}}|D u|^{\frac{p(z) q(z)}{q^{-}}} d z \\
& \leq \frac{c \lambda_{0}^{q^{-}-1}}{\left(s_{2}-s_{1}\right)^{(n+2) d^{+}}} \int_{K_{2 r}}|D u|^{\frac{p(z) q(z)}{q^{-}}} d z .
\end{aligned}
$$

For $I_{7}$, inserting (5.4.39) into $I_{4}$ and using Fubini's theorem we have

$$
\begin{aligned}
I_{7} \leq & 4^{1+\bar{\sigma}} c_{7}\left(q^{-}-1\right) B^{q^{-}-1} \epsilon\left\{\int_{0}^{4 k} \lambda^{q^{-}-2} \int_{E\left(s_{2}, \frac{\lambda}{4}\right)}|D u|^{\frac{p(z) q(z)}{q^{-}}} d z d \lambda\right. \\
& \left.+\frac{1}{\delta^{1+\bar{\sigma}}} \int_{0}^{\infty} \lambda^{q^{-}-2-\bar{\sigma}} \int_{\left\{z \in K_{s_{2} r}:|F|^{\frac{p(z) q(z)}{q^{-}}}>\frac{\delta \lambda}{4}\right\}}|F|^{\frac{p(z) q(z)(1+\bar{\sigma})}{q^{-}}} d z d \lambda\right\} \\
= & 4^{q^{-}+\bar{\sigma}} c_{7}\left(q^{-}-1\right) B^{q^{--1}} \epsilon\left\{\int_{0}^{k} \lambda^{q^{-}-2} \int_{E\left(s_{2}, \lambda\right)}|D u|^{\frac{p(z) q(z)}{q^{-}}} d z d \lambda\right. \\
& \left.+\frac{1}{4^{\bar{\sigma}} \delta^{q^{-}}} \int_{0}^{\infty} \lambda^{q^{-}-2-\bar{\sigma}} \int_{\left\{z \in K_{s_{2} r}:|F| \frac{p(z) q(z)}{q^{-}}>\lambda\right\}}|F|^{\frac{p(z) q(z)(1+\bar{\sigma})}{q^{-}}} d z d \lambda\right\} \\
= & 4^{\gamma_{4}+\bar{\sigma}} c_{7} B^{\gamma_{4}-1} \epsilon \int_{K_{s_{2} r}}\left(|D u|^{\frac{p(\cdot) q(\cdot)}{q^{-}}}\right)_{k}^{q^{--1}}|D u|^{\frac{p(z) q(z)}{q^{-}}} d z \\
& +c(\epsilon, \delta) \int_{K_{s_{2} r}}|F|^{p(z) q(z)} d z,
\end{aligned}
$$

where $c(\epsilon, \delta)$ is a positive constant depending only on $n, \Lambda, \nu, \gamma_{1}, \gamma_{2}, \gamma_{3}, \gamma_{4}, L_{1}$.
At this point, we choose $\epsilon=\epsilon\left(n, \Lambda, \nu, \gamma_{1}, \gamma_{2}, \gamma_{3}, \gamma_{4}, L_{1}\right) \in(0,1)$ sufficiently small such that

$$
4^{\gamma_{4}+\bar{\sigma}} c_{7} B^{\gamma_{4}-1} \epsilon=\frac{1}{2} .
$$

Remark 5.4.8. From the choice of $\epsilon, \delta \in(0,1 / 8)$ is determined to be a sufficiently small constant depending only on $n, \Lambda, \nu, \gamma_{1}, \gamma_{2}, \gamma_{3}, \gamma_{4}, L_{1}$.

Combining the above results we derive

$$
\begin{aligned}
\int_{K_{s_{1} r}}\left(|D u|^{\frac{p(\cdot) q(\cdot)}{q^{-}}}\right. & )_{k}^{q^{-}-1}|D u|^{\frac{p(z) q(z)}{q^{-}}} d z \\
\leq & \frac{1}{2} \int_{K_{s_{2} r}}\left(|D u|^{\frac{p(\cdot) q(\cdot)}{q^{-}}}\right)_{k}^{q^{-}-1}|D u|^{\frac{p(z) q(z)}{q^{-}}} d z \\
& +\frac{c \lambda_{0}^{q^{-}-1}}{\left(s_{2}-s_{1}\right)^{(n+2) d^{+}}} \int_{K_{2 r}}|D u|^{\frac{p(z) q(z)}{q^{-}}} d z+c \int_{K_{2 r}}|F|^{p(z) q(z)} d z
\end{aligned}
$$

Since $1 \leq s_{1}<s_{2} \leq 2$ are arbitrary, applying Lemma 5.2.9, we have

$$
\begin{aligned}
\int_{K_{r}}\left(|D u|^{\frac{p(\cdot) q(\cdot)}{q^{-}}}\right)_{k}^{q^{-}-1} & |D u|^{\frac{p(z) q(z)}{q^{-}}} d z \\
& \leq c \lambda_{0}^{q^{-}-1} \int_{K_{2 R}}|D u|^{\frac{p(z) q(z)}{q^{-}}} d z+c \int_{K_{2 r}}|F|^{p(z) q(z)} d z
\end{aligned}
$$

Passing to the limit $k \rightarrow \infty$ in the above inequality and applying Fatou's lemma we have

$$
\int_{K_{r}}|D u|^{p(z) q(z)} d z \leq c \lambda_{0}^{q^{-}-1} \int_{K_{2 R}}|D u|^{\frac{p(z) q(z)}{q^{-}}} d z+c \int_{K_{2 r}}|F|^{p(z) q(z)} d z,
$$

which implies

$$
\begin{align*}
& f_{K_{r}}|D u|^{p(z) q(z)} d z \\
& \quad \leq c\left\{f_{K_{4 r}}|D u|^{p(z)} d z+\left(f_{K_{4 r}}|F|^{p(z) q(z)} d z\right)^{\frac{1}{q-}}+1\right\}^{1+d^{+}\left(q^{-}-1\right)} . \tag{5.4.40}
\end{align*}
$$

Indeed, we first observe from (5.1.4), (5.1.6), (5.2.7) and the fact $M<\frac{1}{4 R_{0}} \leq$ $\frac{1}{4 r}$ by (5.4.2) that

$$
\begin{aligned}
\left(f_{K_{2 r}}\left[|D u|^{p(z)}+|F|^{p(z) q(z)}\right] d z\right)^{\rho(8 r)} & \leq c\left(\frac{M}{\left|K_{2 r}\right|}\right)^{\rho(8 r)} \\
& \leq c\left(\frac{1}{(8 r)^{n+3}}\right)^{\rho(8 r)} \leq c
\end{aligned}
$$
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From this, (5.4.3) and (5.4.4) we see

$$
\begin{aligned}
& f_{K_{2 r}}|D u|^{\frac{p(z) q(z)}{q^{-}}} d z \leq f_{K_{2 r}}|D u|^{p(z)\left(1+\frac{\rho(8 r)}{\gamma_{3}}\right)} d z+1 \\
& \leq c\left\{\left(f_{K_{4 r}}\left[|D u|^{p(z)}+|F|^{p(z)}\right] d z\right)^{1+\frac{\rho(8 r)}{\gamma_{3}} d_{0}}+f_{K_{4 r}}|F|^{p(z)\left(1+\frac{\rho(8 r)}{\gamma_{3}}\right)} d z+1\right\} \\
& \leq c\left\{f_{K_{4 r}}\left[|D u|^{p(z)}+|F|^{p(z)}\right] d z+\left(f_{K_{4 r}}|F|^{p(z) q^{-}} d z\right)^{\left(1+\frac{\rho(8 r)}{\gamma_{3}}\right) \frac{1}{q^{-}}}+1\right\} \\
& \leq c\left\{f_{K_{4 r}}|D u|^{p(z)} d z+\left(f_{K_{4 r}}|F|^{p(z) q(z)} d z\right)^{\frac{1}{q^{-}}}+1\right\} .
\end{aligned}
$$

Therefore, applying (5.4.11) and the previous estimate and Höler's inequality we obtain (5.4.40). Finally, using (5.1.4), (5.1.5) and the fact $M<\frac{1}{4 R_{0}} \leq \frac{1}{4 r}$ by (5.4.2), we can replace $d^{+}$and $q^{-}$in (5.4.40) by $d_{w}=d(w)$ and $q_{w}=q(w)$, which proves the desired estimate (5.1.12).

We end the subsection determining the constant $\tilde{\delta}$ in Theorem 5.1.3. In view of Remark 5.4.2 and Remark 5.4.8, we can rewrite (5.4.2) as

$$
4 R_{0} \leq \delta_{1} R^{\frac{1}{\alpha}} M^{-\left(\frac{n+3}{\alpha}+1\right)}, \quad \omega\left(8 R_{0}\right) \leq \delta_{2} \quad \text { and } \quad \rho\left(8 R_{0}\right) \leq \delta_{3}
$$

for some $\delta_{1}, \delta_{2}, \delta_{3} \in(0,1)$ depending only on $n, \Lambda, \nu, \gamma_{1}, \gamma_{2}, \gamma_{3}, \gamma_{4}, L_{1}$. Hence we take $R_{0}$ such that

$$
\begin{equation*}
R_{0}:=\tilde{\delta} R^{\frac{1}{\alpha}} M^{-\left(\frac{n+3}{\alpha}+1\right)} \quad \text { where } \tilde{\delta}:=\min \left\{\frac{\delta_{1}}{4}, \frac{\omega^{-1}\left(\delta_{2}\right)}{8}, \frac{\rho^{-1}\left(\delta_{3}\right)}{8}\right\} \tag{5.4.41}
\end{equation*}
$$

Here $\omega^{-1}, \rho^{-1}:[0, \infty) \rightarrow[0, \infty]$ are denoted by
$\omega^{-1}(s):=\sup \{\tilde{s} \in[0, \infty): \omega(\tilde{s}) \leq s\}$ and $\rho^{-1}(s):=\sup \{\tilde{s} \in[0, \infty): \rho(\tilde{s}) \leq s\}$.
At the end, $R_{0}$ satisfies the condition (5.4.2) and then the estimate (5.1.12) holds for every $r \leq R_{0}$.

### 5.4.5 Global gradient estimates in $L^{p(\cdot) q(\cdot)}$-space: the proof of (5.1.13).

We derive the global estimate (5.1.13) from the local estimates (5.1.12) by using a standard covering argument. Recall $R_{0}>0$ defined in (5.4.41)(without
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loss of generality we assume $R_{0} \leq \sqrt{T / 16}$ ). From the local estimate (5.1.12) and (5.1.6) we have

$$
\begin{align*}
& \int_{K_{R_{0}}(w)}|D u|^{p(z) q(z)} d z \leq c\left|Q_{4 R_{0}}\right|^{1-d_{1}}\left\{\left|Q_{4 R_{0}}\right|^{1-\gamma_{4}}\left(\int_{K_{4 R_{0}}(w)}|D u|^{p(z)} d z\right)^{\gamma_{4}}\right. \\
&\left.+\int_{K_{4 R_{0}}(w)}\left[|F|^{p(z) q(z)}+1\right] d z\right\}^{d_{1}} \cdot \tag{5.4.42}
\end{align*}
$$

for every $w \in \Omega_{T}$, where $d_{1}:=\frac{1+d_{M}\left(\gamma_{3}-1\right)}{\gamma_{3}}>1$. Since $\overline{\Omega_{T}}$ is compact in $\mathbb{R}^{n+1}$, using Vitali's covering lemma we can find $\left\{w_{k}\right\}_{k=1}^{k_{0}} \subset \Omega_{T}, k_{0} \in \mathbb{N}$, such that all $Q_{R_{0} / 3}\left(w_{k}\right), k=1,2, \ldots, k_{0}$, are disjoint and $\left\{Q_{R_{0}}\left(w_{k}\right)\right\}$ covers $\Omega_{T}$. Moreover one has

$$
\sum_{k=1}^{k_{0}} \int_{K_{4 R_{0}}\left(w_{k}\right)} f d z \leq c(n) \int_{\Omega_{T}} f d z
$$

for every $f \in L^{1}\left(\Omega_{T}\right)$, where $c(n)>0$ depends only on $n$. Then we see from (5.4.41) and (5.4.42) that

$$
\begin{aligned}
& \int_{\Omega}|D u|^{p(z) q(z)} d z \leq \sum_{k=1}^{k_{0}} \int_{K_{R_{0}}\left(w_{k}\right)}|D u|^{p(z) q(z)} d z \\
& \quad \leq c M^{\alpha_{0}(n+2)\left(d_{1}-1\right)}\left\{M^{\alpha_{0}(n+2)\left(\gamma_{4}-1\right)}\left(\sum_{k=1}^{k_{0}} \int_{K_{4 R_{0}\left(w_{k}\right)}}|D u|^{p(z)} d z\right)^{\gamma_{4}}\right. \\
& \left.\quad+\sum_{k=1}^{k_{0}} \int_{K_{4 R_{0}\left(w_{k}\right)}}\left[|F|^{p(z) q(z)}+1\right] d z\right\}^{d_{1}} \\
& \leq c M^{\alpha_{0}(n+2)\left(d_{1}-1\right)}\left(M^{\alpha_{0}(n+2)\left(\gamma_{4}-1\right)+\frac{\gamma_{4}}{\gamma_{3}}}+M\right)^{d_{1}} \\
& \leq c M^{\alpha_{0}(n+2)\left(\gamma_{4} d_{1}-1\right)+\frac{\gamma_{4} d_{1}}{\gamma_{3}}} .
\end{aligned}
$$

This proves (5.1.13).

## Bibliography

[1] E. Acerbi and G. Mingione, Gradient estimates for the $p(x)$-Laplacean system, J. Reine Angew. Math., 584 (2005), 117-148.
[2] E. Acerbi and G. Mingione, Gradient estimates for a class of parabolic systems, Duke Math. J., 136 (2) (2007), 285-320.
[3] S. Antontsev and S. Shmarev, A model porous medium equation with variable exponent of nonlinearity: Existence, uniqueness and localization properties of solutions, Nonlinear Anal., 60 (2005), 515-545.
[4] P. Baroni and V. Bögelein, Calderón-Zygmund estimates for parabolic $p(x, t)$-Laplacian systems, Rev. Mat. Iberoam. to appear.
[5] V. Bögelein, Global Calderón-Zygmund theory for nonlinear parabolic systems, Calc. Var. Partial Differential Equations, DOI 10.1007/s00526-013-0687-4.
[6] V. Bögelein and F. Duzaar, Higher integrability for parabolic systems with non-standard growth and degenerate diffusions. Publ. Mat. 55 (1) (2011), 201-250.
[7] V. Bögelein, F. Duzaar, G. Mingione, Degenerate problems with irregular obstacles, J. Reine Angew. Math., 650 (2011), 107-160.
[8] S. Byun, J. Ok and S. Ryu, Global gradient estimates for general nonlinear parabolic equations in nonsmooth domains, J. Differential Equations 254 (11) (2013), 4290-4326.

## BIBLIOGRAPHY

[9] S. Byun, J. Ok and S. Ryu, Global gradient estimates for elliptic equations of $p(x)$-Laplacian type with BMO nonlinearity, J. Reine Angew. Math., to appear
[10] S. Byun, J. Ok and L. Wang, $W^{1, p(\cdot)}$-regularity for elliptic equations with measurable coefficients in nonsmooth domains, Comm. Math. Phys., 329 (3) (2014), 937-958.
[11] S. Byun, D. Palagachev, and L. Wang, Parabolic Systems with Measurable Coefficients in Reifenberg Domains, Int. Math. Res. Notices. IMRN (13) (2013), 3053-3086.
[12] S. Byun and S. Ryu, Global weighted estimates for the gradient of solutions to nonlinear elliptic equations, Ann. Inst. H. Poincaré Anal. Non Linéaire, 30 (2) (2013), 291-313.
[13] S. Byun and L. Wang, Elliptic equations with BMO coefficients in Reifenberg domains, Comm. Pure Appl. Math., 57 (10) (2004), 12831310.
[14] S. Byun, L. Wang, Elliptic equations with measurable coefficients in Reifenberg domains, Adv. Math. 225 (5) (2010), 2648-2673.
[15] S. Byun and L. Wang, Nonlinear gradient estimates for elliptic equations of general type. Calc. Var. Partial Differential Equations, 45 (3-4) (2012), 403-419.
[16] L. A. Caffarelli, Interior a priori estimates for solutions of fully nonlinear equations, Ann. Math. 130 (1989), 189-213.
[17] L.A. Caffarelli and X. Cabré, Fully nonlinear elliptic equations, American Mathematical Society Colloquium Publications, 43, American Mathematical Society, Providence, R.I., 1995.
[18] L. A. Caffarelli and I. Peral, On $W^{1, p}$ estimates for elliptic equations in divergence form, Comm. Pure Appl. Math., 51 (1) (1998), 1-21.

## BIBLIOGRAPHY

[19] Y. Chen, S. Levine, and M. Rao. Variable exponent, linear growth functionals in image restoration, SIAM J. Appl. Math., 66 (4) (2006), 1383-1406 (electronic).
[20] A. P. Calderon and A. Zygmund, On the existence of certain singular integrals, Acta Math., 88 (1952), 85-139.
[21] E. DiBenedetto and A. Friedman, Degenerate parabolic equations, Universitext. Springer-Verlag, New York, 1993.
[22] E. DiBenedetto and J. Manfredi. On the higher integrability of the gradient of weak solutions of certain degenerate elliptic systems, Amer. J. Math., 115 (5) (1993), 1107-1134.
[23] E. DiBenedetto and A. Friedman, Regularity of solutions of nonlinear degenerate parabolic systems, J. Reine Angew. Math. 349 (1984), 83-128.
[24] L. Diening, P. Harjulehto, P. Hästö, Y. Mizuta and T. Shimomura, Maximal functions in variable exponent spaces: limiting cases of the exponent, Ann. Acad. Sci. Fenn. Math., 34 (2) (2009), 503-522.
[25] L. Diening and P. Harjulehto, P. Hästö and M. Růžička, Lebesgue and Sobolev Spaces with Variable Exponents, Lecture Notes in Math., vol. 2017, Springer-Verlag, Berlin, 2011.
[26] L. Diening, D. Lengeler, and M. Růžička, The Stokes and Poisson problem in variable exponent spaces, Complex Var. Elliptic Equ. 56 (7-9) (2011), 789-811.
[27] L. Diening, P. Nägele and M. Růžiččka, Monotone operator theory for unsteady problems in variable exponent spaces, Complex Var. Elliptic Equ. 57 (11) (2012), 1209-1231.
[28] L. Diening, M. Růžička, Calderón-Zygmund operators on generalized Lebesgue spaces $L^{p(\cdot)}$ and problems related to fluid dynamics, J. Reine Angew. Math., 563 (2003), 197-220.

## BIBLIOGRAPHY

[29] F. Duzaar, G. Mingione and K. Steffen, Parabolic systems with polynomial growth and regularity, Mem. Am. Math. Soc. 214 (1005) (2011).
[30] A. H. Erhardt, Calderón-Zygmund theory for parabolic obstacle problems with nonstandard growth, Advances in Nonlinear analysis, DOI 10.1515/anona-2013-0024.
[31] A. Erhardt, Existence and gradient estimates in parabolic obstacle problems with nonstandard growth, Dissertationsschrift, Universität Erlangen, (2013).
[32] A. Erhardt, Existence of solutions to parabolic problems with nonstandard growth and irregular obstacle, preprint.
[33] M. Eleuteri and J. Habermann, Calderón-Zygmund type estimates for a class of obstacle problems with $p(x)$ growth, J. Math. Anal. Appl., 372 (1) (2010), 140-161.
[34] L. C. Evans, Partial differential equations, Graduate Studies in Mathematics, 19. American Mathematical Society, Providence, RI, 1998.
[35] M. Giaquinta and M. Struwe, On the partial regularity of weak solutions of nonlinear parabolic systems, Math. Z. 179 (4) (1982), 437451.
[36] J. Habermann, Calderón-Zygmund estimates for higher order systems with $p(x)$ growth, Math. Z. 258 (2) (2008), 427-462.
[37] Q. Han and F. Lin, Elliptic Partial Differential Equation, Courant Institute of Math. Sci., New York University, 1997.
[38] P. Harjulehto. Variable exponent Sobolev spaces with zero boundary values, Math. Bohem., 132 (2) (2007), 125-136.
[39] E. Henriques and J. M. Urbano, Intrinsic scaling for PDE's with an exponential nonlinearity, Indiana Univ. Math. J. 55 (2006), 17011722.

## BIBLIOGRAPHY

[40] T. Iwaniec, Projections onto gradient fields and $L^{p}$-estimates for degenerated elliptic operators, Studia Math., 75 (1983), 293-312.
[41] O. A. Ladyženskaya, V. A. Solonnikov and N. N. Ural'ceva, Linear and quasilinear equations of parabolic type, Transl. Math. Monographs, American Mathematical Society, 23, Providence, RI, (1968).
[42] J. Kinnunen and S. Zhou, A local estimate for nonlinear equations with discontinuous coefficients, Commun. Partial Differ. Equ. 24 (11-12) (1999), 2043-2068.
[43] J. Kinnunen and S. Zhou, A boundary estimate for nonlinear equations with discontinuous coefficients, Differential Integral Equations 14 (4) (2001), 475-492.
[44] O. Kováčik and J. Rákosník, On spaces $L^{p(x)}$ and $W^{1, p(x)}$, Czechoslovak Math. J., 41 (116) (1991), 592-618.
[45] G. M. Lieberman, The natural generalization of the natural conditions of Ladyzenskaja and Ural'tzeva for elliptic equations, Comm. Partial Differential Equations, 16 (1991), 311-361.
[46] G. M. Lieberman, Boundary regularity for solutions of degenerate elliptic equations, Nonlinear Anal. TMA 12, (1988), 1203-1219.
[47] G. M. Lieberman, Boundary and initial regularity for solutions of degenerate parabolic equations, Nonlinear Anal., 20 (5) (1993), 551-569.
[48] J. Malý and W.P. Ziemer, Fine Regularity of Solutions of Elliptic Partial Differential Equations, Mathematical Surveys and Monographs 51, American Mathematical Society, Providence, RI, 1997.
[49] M. Misawa, $L^{q}$ estimates of gradients for evolutional p-Laplacian systems, J. Differ. Equ. 219 (2006), 390-420.
[50] N. C. Phuc, Nonlinear Muckenhoupt-Wheeden type bounds on Reifenberg flat domains, with applications to quasilinear Riccati type equations, Adv. Math. 250 (2014), 387-419.

## BIBLIOGRAPHY

[51] K.R. Rajagopal and M. Růžička, Mathematical modeling of electrorheological materials, Contin. Mech. Thermodyn. 13 (2001), 59-78.
[52] E. Reinfenberg, Solutions of the plateau problem for m-dimensional surfaces of varying topological type, Acta Math., (1960), 1-92.
[53] M. Růžička, Electrorheological Fluids: Modeling and mathematical theory, Springer Lecture Notes in Math. Vol. 1748, Springer-Verlag, Berlin, Heidelberg, New York 2000.
[54] M. Růžička, Flow of shear dependent electrorheological fluids, C. R. Acad. Sci. Paris (I Math.), 329 (1999), 393-398.
[55] S. Samko, Denseness of $C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ in the generalized Sobolev spaces $W^{M, P(X)}\left(\mathbb{R}^{N}\right)$, In Direct and inverse problems of mathematical physics (Newark, DE, 1997), volume 5 of Int. Soc. Anal. Appl. Comput., pages 333-342. Kluwer Acad. Publ., Dordrecht, 2000.
[56] R. E. Showalter, Monotone operators in Banach Space and Nonlinear Partial Differential Equations, Mathematical Surveys and Monographs, Vol. 49, American Mathematical Society, Providence, RI, 1997.
[57] E. M. Stein, Harmonic analysis: Real-variable methods, orthogonality, and oscillatory integrals, Princeton Math. Ser. 43, Princeton University Press, Princeton, NJ, 1993.
[58] T. Toro, Doubling and atness: geometry of measures, Notices Amer. Math. Soc., (1997), 1087-1094.
[59] L. Wang, A geometric approach to the Calderón-Zygmund estimates, Acta Math. Sin. (Engl. Ser.), 19 (2) (2003), 381-396.
[60] V. V. Zhikov, Averaging of functionals of the calculus of variations and elasticity theory, (Russian), Izv. Akad. Nauk SSSR Ser. Mat., 50 (4) (1986), 675-710, 877.

## 국문초록

이 학위 논문에서는 변동지수르베그공간에서의 발산형 타원형 및 포물형 방 정식들에 대한 대역적 칼데론-지그먼드 이론에 대하여 연구한다. 특히, 적절한 가늠을 유도함으로써 디리클레 형식의 경계값이 영인 방정식의 유일한 해의 그레디언트가 변동지수르베그공간에서 비동차항과 동등한 적분가능성을 가진 다는 것을 증명한다. 본 연구에서는 선형 타원형 방정식, 선형 포물형 방정식, 변동 성장조건을 가지는 타원형 방정식, 변동 성장조건을 가지는 포물형 방정 식등 네가지 형태의 방정식을 다룬다. 그리고 대역적 칼데론-지그먼드 이론을 얻기위한 변동지수, 계수함수, 경계영역의 최소 조건을 제시한다.
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