QUANTIZED ENVELOPING ALGEBRAS
FOR BORCHERDS SUPERALGEBRAS
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Abstract. We construct quantum deformations of enveloping algebras of
Borcherds superalgebras, their Verma modules, and their irreducible highest
weight modules.

Introduction

Quantized enveloping algebras for Kac-Moody algebras were introduced inde-
pendently by Drinfel’d [D] and Jimbo [Ji] in studying the quantum Yang-Baxter
equation and two-dimensional solvable lattice models. The decade since then has
seen a rich mathematical theory develop for these objects and their representations
with connections to many areas of both mathematics and physics.

In 1988 Borcherds [B1] developed a generalization of Kac-Moody algebras to
accommodate his study of monstrous moonshine and the vertex algebra represen-
tation of the monster simple group. These generalized Kac-Moody or Borcherds
algebras, as they have become known, were originally described in terms of gener-
ators and relations which relax the defining conditions for Kac-Moody algebras. A
major difference is that imaginary simple roots are allowed. In [B3] Borcherds gave
a second characterization of them as Lie algebras with an almost positive symmetric
contravariant bilinear form, and in [B5] he described a third characterization, which
amounts to a recognition theorem. The most widely-studied examples of Borcherds
algebras are the ‘fake’ monster [B2] and the monster [B4]. Recently Kang [Kn] has
constructed quantum deformations for Borcherds algebras and their modules.

Lie superalgebras can be regarded as yet a third generalization of Kac-Moody
algebras. Most attention so far has focused on the finite-dimensional simple Lie sup-
eralgebras, which were classified by Kac [Kc1]-[Kc2], and on their affine cousins,
which have been shown to have important connections with number theory (see
Kac-Wakimoto [KW1]-[KW2]). For many families of finite-dimensional Lie super-
algebras such as the general linear, special linear, orthosymplectic, and Q-algebras,
quantum deformations of their universal enveloping algebras have been constructed
(see for example, Scheunert [S2], Floreanini et al. [FLV], Olshanski [O], Zou [Z],
and Yamane [Y] (for affine superalgebras)). However, one of the difficulties that
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arises in constructing these deformations is determining what additional Serre relations are required in the presentation of the algebras. Thus far this problem has been addressed by treating specific families of finite-dimensional superalgebras, such as the ones cited above, in a case-by-case manner. For Kac-Moody Lie superalgebras defined by a symmetrizable Cartan matrix, Khoroshkin and Tolstoy [KT] have described quantized enveloping algebras and given an explicit expression for their universal $\mathcal{R}$-matrix.

In this paper we weave these three strands together to discuss quantized enveloping algebras for Borcherds superalgebras whose Cartan matrix satisfies restrictions similar to those found in the paper by Kac [Kc2]. These conditions guarantee that the resulting algebras have a nondegenerate symmetric invariant bilinear form. Thus, included in the class of algebras we study are all the Kac-Moody superalgebras that appear in [Kc2] and the ‘monstrous’ and ‘fake monstrous’ Lie superalgebras, which are believed to have important connections with sporadic simple groups. Rather than assume we are working with a $\mathbb{Z}_2$-graded algebra, it is more convenient for us to suppose that the algebra is graded by an arbitrary abelian group (for example, the root lattice). Such algebras are often termed color algebras, but we will refer to them simply as superalgebras.

Section 1 contains all the necessary basic results on the structure and representations of Borcherds superalgebras, including the Weyl-Kac-Borcherds character formula, recently proven in this setting by Ray [Ra] and Miyamoto [M]. Additional background material can be found in the books of Chari and Pressley [CP], Jantzen [Ja], Kassel [Ks], and Lusztig [L2] for quantized enveloping algebras; in the survey [G] by Gebert for Borcherds algebras; and in the paper [S1] by Scheunert and the book [BMPZ] by Bahturin et al. for color algebras. In Section 2 we introduce super analogues of the $q$-binomial coefficients (see 2.6); construct a quantized enveloping algebra $U_q(g)$ for the Borcherds superalgebra $g$ (Theorem 4.11 proves $U_q(g)$ is actually a quantum deformation); and establish the standard properties of Verma modules for $U_q(g)$. Using the $A$-form approach due originally to Lusztig [L1] for Kac-Moody algebras and to Kang [Kn] for generalized Kac-Moody algebras, we prove in Sections 3 and 4 that the quantum irreducible highest weight modules and quantum Verma modules are true deformations of the classical irreducible highest weight and Verma modules. Thus, for generic $q$, the dimensions of weight spaces are invariant under deformation, and the characters of the irreducible $U_q(g)$-modules with dominant integral highest weights are given by the extensions of the Weyl-Kac-Borcherds formula due to Ray and Miyamoto.
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1. Borcherds Superalgebras

1.1. Let $I$ be a countable (possibly infinite) index set. A matrix $A = (a_{i,j})_{i,j \in I}$ with entries in the real numbers is a Borcherds-Cartan matrix if

\begin{enumerate}
  \item[(1.2).] (i) $a_{i,i} = 2$ or $a_{i,i} \leq 0$ for all $i \in I$,
  \item[(ii)] $a_{i,j} \leq 0$ if $i \neq j$, and $a_{i,j} \in \mathbb{Z}$ if $a_{i,i} = 2$,
  \item[(iii)] $a_{i,j} = 0$ if and only if $a_{j,i} = 0$.
\end{enumerate}

If there is a diagonal matrix $D = \text{diag}(s_i | i \in I, s_i > 0)$ such that $DA$ is symmetric, then $A$ is symmetricizable. A symmetricizable Borcherds-Cartan matrix $A$ is said to be integral if it further satisfies the following constraints:
(1.3). (i) \( a_{i,j} \in \mathbb{Z} \) for all \( i, j \in I \),
(ii) \( a_{i,i} \in 2\mathbb{Z} \),
(iii) \( s_i \in \mathbb{Z}_{>0} \).

1.4. A complex matrix \( C = (\theta_{i,j})_{i,j \in I} \) is a coloring matrix if \( \theta_{i,j} \theta_{j,i} = 1 \) for all \( i, j \in I \). Necessarily \( \theta_{i,i} = \pm 1 \), and we say \( i \) is even when \( \theta_{i,i} = 1 \), and \( i \) is odd when \( \theta_{i,i} = -1 \). The Borcherds-Cartan matrix \( A \) is restricted with respect to \( C \) if \( a_{i,i} = 2 \) and \( \theta_{i,i} = -1 \) imply that \( a_{i,j} \in 2\mathbb{Z} \) for all \( j \in I \). For the matrices below, \( A \) is restricted with respect to \( C \) for any \( c \neq 0 \):

\[
A = \begin{pmatrix} 2 & -4 \\ -1 & -2 \end{pmatrix}, \quad C = \begin{pmatrix} -1 & c \\ c^{-1} & 1 \end{pmatrix}.
\]

1.5. Throughout this paper we assume \( A \) is a symmetrizable integral Borcherds-Cartan matrix which is restricted with respect to the coloring matrix \( C \).

1.6. Suppose \( P^\vee = \bigoplus_{i \in I} \mathbb{Z} h_i \oplus \bigoplus_{i \in I} \mathbb{Z} d_i \), and let \( \mathfrak{h} = C \otimes \mathbb{Z} P^\vee \) be the complex space with basis \( \{h_i, d_i | i \in I\} \). For \( i \in I \) we define \( \alpha_i \) in the dual space \( \mathfrak{h}^* \) of \( \mathfrak{h} \) by setting \( \alpha_i(h_j) = a_{j,i} \) and \( \alpha_i(d_j) = \delta_{i,j} \).

1.7. The free abelian group \( Q = \bigoplus_{i \in I} \mathbb{Z} \alpha_i \) generated by \( \alpha_i \)'s \( (i \in I) \) is the root lattice associated to \( A \). Since \( A \) is assumed to be symmetrizable, there exists a symmetric bilinear form \( \langle \cdot | \cdot \rangle \) on \( Q \) given by \( (\alpha_i | \alpha_j) = s_i a_{i,j} = s_j a_{j,i} \). Let \( Q^+ = \sum_{i \in I} \mathbb{Z}_{\geq 0} \alpha_i \) and \( Q^- = -Q^+ \). There is a partial ordering on \( \mathfrak{h}^* \) in which \( \lambda \geq \mu \) if and only if \( \lambda - \mu \in Q^+ \). The coloring matrix \( C = (\theta_{i,j}) \) gives rise to a complex valued mapping \( \theta : Q \times Q \rightarrow \mathbb{C}^* \) satisfying

(1.8). (i) \( \theta(\alpha_i, \alpha_j) = \theta_{i,j} \),
(ii) \( \theta(\alpha, \beta + \gamma) = \theta(\alpha, \beta) \theta(\alpha, \gamma) \),
(iii) \( \theta(\alpha + \beta, \gamma) = \theta(\alpha, \gamma) \theta(\beta, \gamma) \),

for all \( \alpha, \beta, \gamma \in Q \). These relations imply that \( \theta(\alpha, \beta) \theta(\beta, \alpha) = 1 \) for all \( \alpha, \beta \), and thus that \( \theta(\alpha, \alpha) = \pm 1 \). We say that \( \alpha \in Q \) is even if \( \theta(\alpha, \alpha) = 1 \) and odd if \( \theta(\alpha, \alpha) = -1 \). Then \( \alpha_i \) is even (odd) if and only if \( i \) is even (odd). Conditions (ii) and (iii) imply that \( \theta(\alpha, 0) = 1 = \theta(0, \alpha) \) for all \( \alpha \in Q \). In particular, 0 is even.

**Definition 1.9.** A complex vector space \( L = \bigoplus_{\alpha \in Q} L_\alpha \) is a \( \theta \)-colored Lie superalgebra if there is a \( \mathbb{C} \)-bilinear product \( [\cdot, \cdot] \) on \( L \) such that \( [L_\alpha, L_\beta] \subseteq L_{\alpha + \beta} \) and

\[
[x, y] = -\theta(\alpha, \beta)[y, x],
\]

\[
[x, [y, z]] = [[x, y], z] + \theta(\alpha, \beta)[y, [x, z]]
\]

for all \( x \in L_\alpha, y \in L_\beta, \) and \( z \in L \).

1.11. If \( x \in L_\alpha \) in a \( \theta \)-colored Lie superalgebra, then \( [x, x] = 0 \) when \( \alpha \) is even and \( [x, [x, x]] = 0 \) when \( \alpha \) is odd. Suppose \( L_\ell = \bigoplus_{\alpha \in Q, \theta(\alpha, \alpha) = (-1)\ell} L_\alpha \) for \( \ell = 0, 1 \). The relation \( \theta(\alpha + \beta, \alpha + \beta) = \theta(\alpha, \alpha) \theta(\beta, \beta) \) shows that \( L = L_\sigma \oplus L_\tau \) is \( \mathbb{Z}_2 \)-graded. Moreover, in the special case that \( \theta(\alpha, \beta) = (-1)^{k\ell} \) whenever \( \theta(\alpha, \alpha) = (-1)^k \) and \( \theta(\beta, \beta) = (-1)^\ell \), the resulting algebra \( L = L_\sigma \oplus L_\tau \) is a Lie superalgebra.
1.12. With respect to the Borcherds-Cartan matrix $A$, let $I^{re} = \{i \in I \mid a_{i,i} = 2\}$, $I^{rm} = \{i \in I \mid a_{i,i} \leq 0\}$. A collection of positive integers $m = (m_i \mid i \in I)$ such that $m_i = 1$ for all $i \in I^{re}$ is called the charge of the matrix $A$. This brings us to the following definition, which is the superalgebra version of a Borcherds (or generalized Kac-Moody) Lie algebra.

**Definition 1.13.** Suppose $A$ is an integral Borcherds-Cartan matrix which is restricted with respect to the coloring matrix $C$. Then the **Borcherds superalgebra** $\mathfrak{g}(A,\omega, C) = \sum_{\alpha \in Q} \mathfrak{g}_\alpha$ of charge $m$ is the $\theta$-colored Lie superalgebra over $C$ generated by the elements

$$h_i, d_i \in \mathfrak{g}_0 \quad (i \in I), \quad e_i, k \in \mathfrak{g}_{\alpha_i}, \quad f_i, k \in \mathfrak{g}_{-\alpha_i} \quad (i \in I, \ k = 1, \ldots, m_i)$$

subject to the defining relations:

$$
\begin{align*}
[h_i, h_j] &= [h_i, d_j] = [d_i, d_j] = 0, \\
[h_i, e_{j,k}] &= a_{i,j} e_{j,k}, \quad [h_i, f_{j,k}] = -a_{i,j} f_{j,k}, \\
[d_i, e_{j,k}] &= \delta_{i,j} e_{j,k}, \quad [d_i, f_{j,k}] = -\delta_{i,j} f_{j,k}, \\
[e_{i,k}, f_{j,k}] &= \delta_{i,j} \delta_{k,\ell} h_{i}, \\
(\text{ad}e_{i,k})^{1-a_{i,j}}(e_{j,\ell}) &= (\text{ad}f_{i,k})^{1-a_{i,j}}(f_{j,\ell}) = 0 \quad \text{if} \ a_{i,i} = 2 \text{ and } i \neq j, \\
[e_{i,k}, e_{j,\ell}] &= [f_{i,k}, f_{j,\ell}] = 0 \quad \text{if} \ a_{i,j} = 0,
\end{align*}
$$

(1.14)

for all $i, j \in I$, and $k = 1, \ldots, m_i, \ell = 1, \ldots, m_j$.

1.15. It follows from (1.14) that $\mathfrak{h} = \mathfrak{g}_0$ and $[h, x] = \alpha(h)x$ for all $x \in \mathfrak{g}_\alpha$. In particular, $\mathfrak{g}_{\alpha_i} = C e_{i,1} \oplus \cdots \oplus C e_{i,m_i}$, and $\mathfrak{g}_{-\alpha_i} = C f_{i,1} \oplus \cdots \oplus C f_{i,m_i}$. If $\mathfrak{g}_\alpha \neq (0)$ for $\alpha \neq 0$, then $\alpha \in Q$ is said to be a root and $\dim \mathfrak{g}_\alpha$ is its multiplicity. The relations in (1.14) imply that a root $\alpha$ must belong to $Q^+$ or $Q^-$, and we denote by $\Phi$, $\Phi^+$, and $\Phi^-$ the set of all roots, positive roots, and negative roots respectively.

The subspaces $\mathfrak{g}^\pm = \bigoplus_{\alpha \in \Phi^\pm} \mathfrak{g}_\alpha$ are subalgebras of $\mathfrak{g}$, and they afford a **triangular decomposition** $\mathfrak{g} = \mathfrak{g}^- \oplus \mathfrak{h} \oplus \mathfrak{g}^+$ of $\mathfrak{g}$. A root $\alpha$ is real if $(\alpha|\alpha) > 0$, and imaginary if $(\alpha|\alpha) \leq 0$. The simple root $\alpha_i$ is real if $a_{i,i} = 2$ (that is, if $i \in I^{re}$), and imaginary if $a_{i,i} \leq 0$ ($i \in I^{rm}$). If $\alpha_i$ is an imaginary simple root, then its multiplicity is $m_i$. For each $i \in I^{re}$, let $r_i \in \text{GL}(\mathfrak{h}^*)$ be the **simple reflection** on $\mathfrak{h}^*$ defined by $r_i(\lambda) = \lambda - \lambda(h_i)\alpha_i$ for $\lambda \in \mathfrak{h}^*$. The subgroup $W$ of $\text{GL}(\mathfrak{h}^*)$ generated by the $r_i$'s ($i \in I^{re}$) is the Weyl group of $\mathfrak{g}$.

1.16. The tensor algebra $T(L)$ of a $\theta$-colored Lie superalgebra $L$ is $Q$-graded. The universal enveloping algebra $U(L)$ of $L$ is obtained from $T(L)$ by factoring out by the ideal generated by the elements $[u, v] - u \otimes v + \theta(\alpha, \beta)v \otimes u$, where $u \in L_\alpha$ and $v \in L_\beta$. The universal enveloping algebra is a $Q$-graded associative algebra $U(L) = \bigoplus_{\alpha \in Q} U_\alpha$, containing $L$ with identity element $1 \in U_0$, and it has a Hopf superalgebra structure with comultiplication $\Delta$, counit $\epsilon$, and antipode $S$ such that

$$
\begin{align*}
\Delta(1) &= 1 \otimes 1, \quad \Delta(x) = x \otimes 1 + 1 \otimes x, \\
\epsilon(1) &= 1, \quad \epsilon(x) = 0, \\
S(1) &= 1, \quad S(x) = -x,
\end{align*}
$$

(1.17)

for all $x \in L$. Note that in dealing with $\theta$-colored superalgebras, we have

$$
(a \otimes b)(a' \otimes b') = \theta(\beta, \alpha')aa' \otimes bb'
$$

(1.18)

whenever $b$ lies in the $\beta$-graded subspace and $a'$ in the $\alpha'$-graded subspace.
1.19. Suppose \( g = g(A, m, C) \) is the Borcherds superalgebra of charge \( m \) determined by \( A \) and \( C \). Then \( U(g^+) \) (resp. \( U(g^-) \)) is the \( C \)-subalgebra of \( U(g) \) with 1 generated by \( e_{i,k} \) (resp. \( f_{i,k} \)) for \( i \in I, k = 1, \ldots, m_i \) and \( U(g) \cong U(g^-) \otimes U(h) \otimes U(g^+) \). A \( g \)-module \( V \) is said to be \( h \)-diagonalizable if it admits a weight space decomposition \( V = \bigoplus_{\mu \in h^*} V_{\mu} \), where \( V_{\mu} = \{ v \in V | h \cdot v = \mu(h)v \ \text{for all} \ h \in h \} \). If \( \dim_{\mathbb{C}} V_{\mu} < \infty \) for all \( \mu \in h^* \), then the character of \( V \) is

\[
\text{ch} V = \sum_{\mu \in h^*} (\dim_{\mathbb{C}} V_{\mu}) e^{\mu},
\]

where \( e^{\mu} \) are the basis elements of the group algebra \( \mathbb{C}[h^*] \) with the multiplication given by \( e^{\mu} e^{\nu} = e^{\mu + \nu} \) for \( \mu, \nu \in h^* \). An \( h \)-diagonalizable \( g \)-module \( V \) is a highest weight module with highest weight \( \lambda \in h^* \) if there is a nonzero vector \( v_{\lambda} \in V \) (a highest weight vector) such that (i) \( e_{i,k} \cdot v_{\lambda} = 0 \) for all \( i \in I, k = 1, \ldots, m_i \), (ii) \( h \cdot v_{\lambda} = \lambda(h)v_{\lambda} \) for all \( h \in h \), (iii) \( V = U(g^-) \cdot v_{\lambda} \). For a highest weight module \( V \) with highest weight \( \lambda \), we have (i) \( V = U(g^-) \cdot v_{\lambda} \), (ii) \( V = \bigoplus_{\mu \leq \lambda} V_{\mu} \) where \( V_{\lambda} = \mathbb{C} v_{\lambda} \), and (iii) \( \dim_{\mathbb{C}} V_{\mu} < \infty \) for all \( \mu \).

1.20. Let \( \lambda \in h^* \) and consider the left ideal \( J(\lambda) \) of \( U(g) \) generated by the elements \( e_{i,k} (i \in I, k = 1, \ldots, m_i) \) and \( h - \lambda(h)1 \) (\( h \in h \)). Then \( M(\lambda) = U(g)/J(\lambda) \) is a left \( U(g) \)-module which is a highest weight module with highest weight \( \lambda \) and highest weight vector \( v_{\lambda} = 1 + J(\lambda) \). The \( U(g) \)-module \( M(\lambda) \) is the Verma module with highest weight \( \lambda \). The standard facts about Verma modules can be proved in this context:

**Proposition 1.21.** (a) Every highest weight module over \( U(g) \) with highest weight \( \lambda \in h^* \) is a homomorphic image of \( M(\lambda) \).

(b) As a \( U(g^-) \)-module, \( M(\lambda) \) is free of rank one generated by the highest weight vector \( v_{\lambda} = 1 + J(\lambda) \).

(c) \( M(\lambda) \) contains a unique maximal submodule \( N(\lambda) \) and has a unique irreducible quotient \( V(\lambda) = M(\lambda)/N(\lambda) \). Every irreducible highest weight module of weight \( \lambda \) is isomorphic to \( V(\lambda) \).

1.22. Let

\[
P = \{ \lambda \in h^* | \lambda(h_i) \in \mathbb{Z}, \lambda(d_i) \in \mathbb{Z} \ \text{for all} \ i \in I \}.
\]

\( P \) is called the weight lattice of \( g \) with respect to \( h \). An element \( \lambda \in P \) is said to be a dominant integral weight if

\[
\lambda(h_i) \in \mathbb{Z}_{\geq 0} \ \text{for all} \ i \in I,
\lambda(h_i) \in 2\mathbb{Z}_{\geq 0} \ \text{for all} \ i \in I^{re} \cap I^{odd},
\]

where \( I^{odd} \) denotes the set of \( i \in I \) such that \( \theta(\alpha_i, \alpha_i) = \theta_{1,1} = -1 \). Let \( P^+ \) denote the set of dominant integral weights.

1.25. Suppose \( \rho \in h^* \) satisfies \( \rho(h_i) = \frac{1}{2}a_{1,i} \) for all \( i \in I \), and let \( R \) be the set of all imaginary simple roots counted with multiplicities. When \( A \) is restricted with respect to \( C \), Ray [Ra] and Miyamoto [M] have established the following generalization of the Weyl-Kac-Borcherds formula for the character of the irreducible highest weight module \( V(\lambda) \) with highest weight \( \lambda \in P^+ \) for the Borcherds superalgebra \( g(A, m, C) \):
Theorem 1.26 ([Ra, Theorem 2.3], [M, Theorem 9.1]). For \( \lambda \in P^+ \), let 
\[
S_{\lambda} = e^{\lambda + \rho} \sum_{\beta} (-1)^{|\beta|} e^{-\beta},
\]
where \( \beta \) runs over all the elements of the weight lattice \( P \) of the form
\[
\beta = \alpha_i + \cdots + \alpha_{i_r} + p_j \beta_j + \cdots + p_j \beta_j \quad (r = s = 0 \text{ if } \beta = 0)
\]
such that \( \alpha_{ik} \) (resp. \( \beta_{jk} \)) are distinct even (resp. odd) imaginary simple roots of \( R \) satisfying \( (\alpha_{ik}, \alpha_i) = (\beta_{jk}, \beta_j) = 0 \) if \( k \neq 1 \), \( (\alpha_{ik}, \beta_j) = 0 \) for all \( k, l \), \( (\beta_{jk}, \beta_{jk}) = 0 \) if \( p_{jk} \geq 2 \), and \( (\lambda, \alpha_{ik}) = (\lambda, \beta_{jk}) = 0 \) for all \( k, l \). For such a \( \beta \), we denote \( |\beta| = r + \sum_{k=1}^{s} p_{jk} \).

Then we have
\[
\text{ch}V(\lambda) = \frac{e^{-\rho} \sum_{w \in W} (-1)^{|w|} \text{ch}w(S_{\lambda})}{\prod_{\alpha \in \Phi} (1 - \theta(\alpha, \alpha)e^{\alpha})^{\text{dim} \Phi(\alpha)}}.
\]

Corollary 1.27. Assume that \( V \) is a highest weight module over \( U(g) \) with highest weight \( \lambda \in P^+ \) and highest weight vector \( v_{\lambda} \) such that
(i) if \( \lambda(h_i) = 0 \), then \( f_{i,k} \cdot v_{\lambda} = 0 \) for \( k = 1, \ldots, m_i \),
(ii) if \( a_{i,k} = 2 \), then \( f_{i,k}^{\lambda(h_i)+1} \cdot v_{\lambda} = 0 \).

Then \( V \) is isomorphic to the irreducible highest weight module \( V(\lambda) \).

2. A Quantum Deformation of \( g(A, m, C) \)

2.1. In this section we construct a deformation \( U_q(g) \) of the Borcherds superalgebra \( g = g(A, m, C) \), and in subsequent sections we show that highest weight modules for \( g \) deform to highest weight modules for \( U_q(g) \).

2.2. Let us begin by defining the \( q \)-commutator for a Lie color algebra to be
\[
[x, y]_q = xy - q^{(\alpha, \beta)}\theta(\alpha, \beta)yx
\]
for \( x \) of degree \( \alpha \) and \( y \) of degree \( \beta \), and by denoting the corresponding adjoint mapping by \( \text{ad}_q(x) \). Since \( [y, x]_q = yx - q^{(\beta, \alpha)}\theta(\beta, \alpha)yx = -q^{(\beta, \alpha)}\theta(\beta, \alpha)(xy - q^{-(\beta, \alpha)}\theta(\alpha, \beta)yx) \), it follows that the relation
\[
[y, x]_q = -q^{(\beta, \alpha)}\theta(\beta, \alpha)[x, y]_{q^{-1}}
\]
holds. Applying (2.3) and induction, we have in the case \( a_{i,k} = 2 \) that
\[
(\text{ad}_q(e_{i,k}))^N(e_{j,i}) = \sum_{n=0}^{N} (-1)^n \theta_{i,j}^n \theta_{i,i}^{n(n-1)/2} q_i^{n(n-1)/2} q_i^{-n} \{ N \}_{q_i} \{ N \}_{q_i}^{N-n} e_{i,k}^{N-n} e_{j,i}^{N-n},
\]
where \( q_i = q^{a_{i,k}} \) and \( \theta_{i,j} = \theta(\alpha_{i,j}, \alpha_{j,i}) \). The binomial coefficients are defined by
\[
\{ n \}_{q_i} = \frac{\theta_{i,i}^{n} q_i^{n-n} - q_i^{-n}}{\theta_{i,i} - q_i^{-1}}, \quad \{ n \}_{q_i}^{N-n} = \prod_{m=1}^{N-n} \{ m \}_{q_i} = \frac{\{ N \}_{q_i}^{N-n}}{\{ N \}_{q_i}},
\]
where \( \{ 0 \}_{q_i} = 1 \).

Definition 2.7. Suppose \( g = g(A, m, C) \) is the Borcherds superalgebra of charge \( m \) determined by the symmetrizable integral Borcherds-Cartan matrix \( A \) which is restricted with respect to the coloring matrix \( C \). Assume \( q \) is an indeterminate. Then the quantum algebra \( U_q(g) \) associated to \( g \) is the associative algebra over \( \mathbb{C}(q) \) with 1 generated by the elements \( q^h (h \in P^+) \), \( e_{i,k}, f_{i,k} \) (\( i \in I, k = 1, \ldots, m_i \)) with defining relations.
(2.8). (i) $q^0 = 1$, $q^h q^{h'} = q^{h+h'}$ for $h, h' \in P^\vee$;
(ii) $q^h e_{i,k} q^{-h} = q^{\alpha_i(h)} e_{i,k}$, $q^h f_{i,k} q^{-h} = q^{-\alpha_i(h)} f_{i,k}$
for $h \in P^\vee$, $i \in I$, $k = 1, \ldots, m_i$;
(iii) $e_{i,k} f_{j,\ell} - \theta_{j,\ell} f_{j,\ell} e_{i,k} = \delta_{i,j} \delta_{k,\ell} \frac{K_i - K_i^{-1}}{q_i - q_i^{-1}}$
where $q_i = q^{h_i}$ and $K_i = q^{h_i}$, for $i, j \in I$, $k = 1, \ldots, m_i$, $\ell = 1, \ldots, m_j$;
(iv) $\left( \text{ad}_{q_{i,k}}(e_{i,k}) \right)^{1-a_{i,j}} (e_{j,\ell})$
\[ = \sum_{n=0}^{\infty} (-1)^n \theta_{i,j} n q^{n(n-1)/2} \left\{ \frac{1}{n} \right\} q_i^{1-a_{i,j}-n} e_{i,k} e_{j,\ell} e_{i,k} = 0 \]
if $a_{i,j} = 2$ and $i \neq j$;
(v) $\left( \text{ad}_{q_{i,k}}(f_{i,k}) \right)^{1-a_{i,j}} (f_{j,\ell})$
\[ = \sum_{n=0}^{\infty} (-1)^n \theta_{i,j} n q^{n(n-1)/2} \left\{ \frac{1}{n} \right\} q_i^{1-a_{i,j}-n} f_{i,k} f_{j,\ell} f_{i,k} = 0 \]
if $a_{i,j} = 2$ and $i \neq j$;
(vi) $e_{i,k} e_{j,\ell} - \theta_{i,j} e_{j,\ell} e_{i,k} = 0$ if $a_{i,j} = 0$;
(vii) $f_{i,k} f_{j,\ell} - \theta_{i,j} f_{j,\ell} f_{i,k} = 0$ if $a_{i,j} = 0$;
where $\theta_{i,j} = \theta(\alpha_i, \alpha_j)$ is the $(i,j)$ entry of the coloring matrix $C$.

**Proposition 2.9.** The algebra $U_q(\mathfrak{g})$ has a Hopf superalgebra structure with comultiplication $\Delta$, counit $\varepsilon$, and antipode $S$ defined by
\[
\begin{align*}
\Delta(q^h) &= q^h \otimes q^h \quad \text{for } h \in P^\vee, \\
\Delta(e_{i,k}) &= e_{i,k} \otimes K_i^{-1} + 1 \otimes e_{i,k}, \\
\Delta(f_{i,k}) &= f_{i,k} \otimes 1 + K_i \otimes f_{i,k} \quad \text{for } i \in I, k = 1, \ldots, m_i, \\
\varepsilon(q^h) &= 1 \quad \text{for } h \in P^\vee, \\
\varepsilon(e_{i,k}) &= \varepsilon(f_{i,k}) = 0 \quad \text{for } i \in I, k = 1, \ldots, m_i, \\
S(q^h) &= q^{-h} \quad \text{for } h \in P^\vee, \\
S(e_{i,k}) &= -e_{i,k} K_i, \quad S(f_{i,k}) = -K_i^{-1} f_{i,k} \quad \text{for } i \in I, k = 1, \ldots, m_i.
\end{align*}
\]

**Proof.** The assertions can be verified by defining these maps on the generators $q^h$ ($h \in P^\vee$), $e_{i,k}$, $f_{i,k}$ ($i \in I, k = 1, \cdots, m_i$) as in (2.10)-(2.12), extending them to the free associative algebra with 1 over $C(q)$ by requiring that $\Delta$ and $\varepsilon$ be algebra morphisms and $S$ be a $\theta$-colored antimorphism (that is, $S(ab) = \theta(\alpha, \beta) S(b) S(a)$ whenever $a \in U_q(\mathfrak{g})$, and $S \in U_q(\mathfrak{g})^\beta$, and then showing that they preserve the relations in (2.8). All of this is straightforward, save perhaps the calculations involving relations (iv) and (v). We illustrate the arguments in these cases.

Using the fact that the antipode is a $\theta$-colored antimorphism and equation (2.4) above, we have for any $x$ of degree $\alpha$ and $y$ of degree $\beta$ that
\[
(2.13) \quad S \left( (\text{ad}_q(x))^N(y) \right) = (-1)^N q^{(\alpha \beta)N + (\alpha \alpha)N(N-1)/2} \left( \text{ad}_{q^{-1}}(S(x)) \right)^N (S(y)).
\]

Let us apply this now when $x = e_{i,k}$ and $a_{i,j} = 2$, $y = e_{j,\ell}$, and $N = 1 - a_{i,j}$, and use the fact that $S(e_{i,k}) = -e_{i,k} K_i$, which has the same degree as $e_{i,k}$. We will
also make use of the fact that \( q^{(\alpha_i|\alpha_j)} = q^{a_{i,j}} = q^{a_{i,j}} \). Then

\[
S\left( (\text{ad}_q(e_{i,k}))^N (e_{j,l}) \right) = (-1)^N q^{(1-N)N+2N(N-1)/2} \left( \text{ad}_{q^{-1}}(S(e_{i,k})) \right)^N (S(e_{j,l})) \\
= (-1)^N \left( \text{ad}_{q^{-1}}(S(e_{i,k})) \right)^N (S(e_{j,l})) \\
= (-1)^N \sum_{n=0}^N (-1)^n \theta_{i,j}^n \left( \frac{N}{n} \right)^{n(n-1)/2} \left( \frac{N}{n} \right) q^{-n} S(e_{i,k})^{N-n} S(e_{j,l}) \ S(e_{i,k})^n.
\]

To unravel this, note that

\[
S(e_{i,k})^{N-n} S(e_{j,l}) S(e_{i,k})^n = (-1)^{N+1} (e_{i,k} K_i)^{N-n} e_{j,l} K_j (e_{i,k} K_i)^n \\
= (-1)^{N+1} q^{(\alpha_i|\alpha_j)N+(\alpha_i|\alpha_j)(N-1)/2} e_{i,k}^{N-n} e_{j,l} e_{i,k}^{n} K_i K_j \\
= (-1)^{N+1} \ e_{i,k}^{N-n} e_{j,l} e_{i,k}^{n} K_i K_j.
\]

Also observe that

\[
\left\{ \frac{N}{n} \right\}_{q_i^{-1}} = \theta_{i,i}^{(N-n)} \left\{ \frac{N}{n} \right\}_{q_i}.
\]

We would like to argue that \( \theta_{i,i}^{(N-n)} = 1 \) when \( N = 1 - a_{i,j} \). Now if \( \theta_{i,i} = 1 \), this is clear. If instead \( \theta_{i,i} = -1 \), then \( a_{i,j} \in 2\mathbb{Z} \) for all \( j \), so that \( N = 1 - a_{i,j} \) is odd. If \( n \) is even, \( \theta_{i,i}^{(N-n)} = 1 \). If \( n \) is odd, then \( N - n \) is even, and again the expression is 1. Thus,

\[
\left\{ \frac{N}{n} \right\}_{q_i^{-1}} = \left\{ \frac{N}{n} \right\}_{q_i}
\]

under the hypothesis \( N = 1 - a_{i,j} \). Putting this in, we have for \( N = 1 - a_{i,j} \),

\[
S\left( (\text{ad}_q(e_{i,k}))^N (e_{j,l}) \right) \\
= (-1)^N \sum_{n=0}^N (-1)^n \theta_{i,j}^n \theta_{i,i}^{n(n-1)/2} \left\{ \frac{N}{n} \right\}_{q_i} S(e_{i,k})^{N-n} S(e_{j,l}) \ S(e_{i,k})^n K_i K_j = 0,
\]

which shows that the antipode preserves the Serre relation.

Now to prove the comultiplication preserves the Serre relation, first note that by induction,

\[
\Delta((\text{ad}_q(e_{i,k}))^N (e_{j,l})) = (\text{ad}_q(e_{i,k}))^N (e_{j,l}) \otimes K_i^{-N} K_j^{-1} \\
+ \sum_{n=0}^{N-1} \tau_n^{(N)} q_i^{(N-n)} \left\{ \frac{N}{n} \right\}_{q_i} e_{i,k}^{N-n} \otimes K_i^{-N+n} (\text{ad}_q(e_{i,k}))^n (e_{j,l}) \\
+ 1 \otimes (\text{ad}_q(e_{i,k}))^N (e_{j,l}),
\]

where \( \tau_n^{(N)} = \prod_{t=1}^{N-1} (1 - \theta_{i,i}^t q_i^{2(1+a_{i,j})}) \). If \( N = 1 - a_{i,j} \), then \( 1 - \theta_{i,i}^{-1} q_i^{2(N-1+a_{i,j})} = 1 - \theta_{i,i}^{-a_{i,j}} \). Recall that \( a_{i,j} \in 2\mathbb{Z} \) if \( \theta_{i,i} = -1 \). Hence \( 1 - \theta_{i,i}^{-a_{i,j}} = 0 \), which implies
\[ \tau_n^{(N)} = 0 \text{ for all } n = 0, 1, \ldots, N-1, \text{ so that all the middle terms drop out. Therefore, the comultiplication } \Delta \text{ preserves the Serre relation.} \]

2.14. The \( C(q) \)-subalgebra \( U_q \) of \( U_q(g) \) generated by the elements \( q^h (h \in P^\vee) \) is the group algebra \( C(q)[P^\vee] \). Assume \( U_q^+ \) (resp. \( U_q^- \)) is the \( C(q) \)-subalgebra of \( U_q(g) \) with 1 generated by the elements \( e_{i,k} \) (resp. \( f_{i,k} \)) for \( i \in I, k = 1, \ldots, m_i \).

2.15. We define a \( C(q) \)-linear transformation \( T \) on \( U_q(g) \) by first specifying that
\[
T(q^h) = q^{-h} \text{ for } h \in P^\vee, \\
T(e_{i,k}) = \theta_{i,i} f_{i,k}, \quad T(f_{i,k}) = e_{i,k} \quad \text{for } i \in I, k = 1, \ldots, m_i,
\]
and then extending \( T \) to the free associative algebra with 1 on those generators by requiring that \( T \) is an algebra morphism, i.e. \( T(ab) = T(a)T(b) \). It is not difficult to check that the relations in (2.8) are preserved by \( T \), and hence that \( T \) induces an algebra morphism on \( U_q(g) \). Moreover, \( T \) satisfies the properties
\[
T^4 = \text{id}, \\
\Delta \circ T = \sigma \circ (T \otimes T) \circ \Delta, \\
\varepsilon \circ T = \varepsilon, \\
T \circ S = d \circ S \circ T,
\]
where \( \sigma \) is the twist map \( \sigma(a \otimes b) = b \otimes a \), and \( d \) is the degree map \( d(a) = q^{\langle \alpha, a \rangle} a \) if \( a \in U_q(g) \). The second property says that \( T \) is a coalgebra morphism. It is apparent that the following holds:

**Lemma 2.18.** The mapping \( T \) gives an algebra isomorphism between \( U_q^- \) and \( U_q^+ \).

2.19. We will use the next result along with ideas of Rosso [Ro] to argue that \( U_q(g) \) admits a triangular decomposition \( U_q(g) \cong U_q^- \otimes U_q^0 \otimes U_q^+ \).

**Lemma 2.20.** Let \( U_q^{\geq 0} \) (resp. \( U_q^{\leq 0} \)) denote the \( C(q) \)-subalgebra of \( U_q(g) \) generated by the elements \( q^h (h \in P^\vee) \) and the elements \( e_{i,k} \) (resp. \( f_{i,k} \)) for \( i \in I, k = 1, \ldots, m_i \). Then
\[
U_q^{\geq 0} \cong U_q^0 \otimes U_q^+, \\
U_q^{\leq 0} \cong U_q^- \otimes U_q^0.
\]

**Proof.** We present an argument for the second one and obtain the first from that by applying \( T \). Let \( \{f_{\zeta} \mid \zeta \in \Omega\} \) denote a basis for \( U_q^- \) consisting of monomials \( f_{\zeta} \) in the elements \( f_{i,k} \), where \( \Omega \) is just a set indexing the basis elements. The defining relations imply that the elements \( f_{\zeta} q^h (\zeta \in \Omega, h \in P^\vee) \) span \( U_q^{\leq 0} \). There is a surjective \( C(q) \)-linear map \( U_q^- \otimes U_q^0 \rightarrow U_q^{\leq 0} \) given by \( f_{\zeta} \otimes q^h \rightarrow f_{\zeta} q^h \). To show injectivity of this map, it suffices to show that the elements \( f_{\zeta} q^h (\zeta \in \Omega, h \in P^\vee) \) are linearly independent over \( C(q) \).

Suppose \( \sum_{\zeta \in \Omega, h \in P^\vee} c_{\zeta,h} f_{\zeta} q^h = 0 \) is a dependence relation with \( c_{\zeta,h} \in C(q) \). Then
\[
\sum_{\beta \in Q^-} \left( \sum_{\deg f_{\zeta} = \beta, h \in P^\vee} c_{\zeta,h} f_{\zeta} q^h \right) = 0,
\]
which implies that
\[(2.22) \quad \sum_{\deg f_\zeta = \beta, h \in P^V} c_{\zeta, h} f_\zeta q^h = 0\]
for each \(\beta\). Suppose \(\beta = -\sum_{i \in I} k_i \alpha_i\) \((k_i \in \mathbb{Z}_{\geq 0})\), and let \(h_\beta = \sum_{i \in I} k_i s_i h_i\). Since \(f_\zeta\) is a monomial in the \(f_{i, k}\)'s, we have
\[\Delta(f_\zeta) = f_\zeta \otimes 1 + \text{(intermediate terms)} + q^{h_\beta} \otimes f_\zeta.\]

Therefore, applying \(\Delta\) to (2.22) gives
\[
0 = \sum_{\deg f_\zeta = \beta, h \in P^V} c_{\zeta, h} \left( f_\zeta \otimes 1 + \text{(intermediate terms)} + q^{h_\beta} \otimes f_\zeta \right) \left( q^h \otimes q^h \right)
\]
\[
= \sum_{\deg f_\zeta = \beta, h \in P^V} c_{\zeta, h} \left( f_\zeta q^h \otimes q^h + \text{(intermediate terms)} + q^{h_\beta + h} \otimes f_\zeta q^h \right).
\]

The terms of degree \((0, \beta)\) must sum to zero, so
\[
\sum_{\deg f_\zeta = \beta, h \in P^V} c_{\zeta, h} q^{h_\beta + h} \otimes f_\zeta q^h = 0.
\]

But since the elements \(q^{h_\beta + h}\) are linearly independent, this implies that \(\sum_{\deg f_\zeta = \beta} c_{\zeta, h} f_\zeta q^h = 0\). Consequently \(\sum_{\deg f_\zeta = \beta} c_{\zeta, h} f_\zeta = 0\), and thus \(c_{\zeta, h} = 0\) for all \(\zeta, h \in \Omega, h \in P^V\).

**Theorem 2.23.** There is a \(C(q)\)-linear isomorphism \(U_q(\mathfrak{g}) \cong U_q^- \otimes U_q^0 \otimes U_q^+\).

**Proof.** As in the previous lemma, it suffices to show that the elements \(f_\zeta q^h e_\eta\) \((\zeta, \eta \in \Omega, h \in P^V)\) are linearly independent over \(C(q)\). From the dependence relation \(\sum_{\zeta, \eta, h \in P^V} c_{\zeta, h, \eta} f_\zeta q^h e_\eta = 0\) we obtain
\[
\sum_{h \in P^V, \deg f_\zeta = \alpha, \deg e_\eta = \gamma} c_{\zeta, h, \eta} f_\zeta q^h e_\eta = 0
\]
for each \(\gamma \in Q\). Now when \(\deg f_\zeta = \alpha = -\sum_{i \in I} k_i \alpha_i\), we write \(h_\zeta = h_\alpha = \sum_{i \in I} k_i s_i h_i\); and similarly when \(\deg e_\eta = \beta = \sum_{i \in I} m_i \alpha_i\), we set \(h_\eta = h_\beta = \sum_{i \in I} m_i s_i h_i\). Then
\[
\Delta(e_\eta) = e_\eta \otimes q^{-h_\eta} + \text{(intermediate terms)} + 1 \otimes e_\eta,
\]
\[
\Delta(f_\zeta) = f_\zeta \otimes 1 + \text{(intermediate terms)} + q^{h_\xi} \otimes f_\zeta.
\]

Therefore,
\[
0 = \Delta \left( \sum_{h \in P^V, \deg f_\zeta = \alpha, \deg e_\eta = \gamma} c_{\zeta, h, \eta} f_\zeta q^h e_\eta \right)
\]
\[
= \sum_{h \in P^V, \deg f_\zeta = \alpha, \deg e_\eta = \gamma} c_{\zeta, h, \eta} \left( f_\zeta \otimes 1 + \text{(intermediate terms)} + q^{h_\xi} \otimes f_\zeta \right)
\]
\[
\times \left( q^h \otimes q^h \right) \left( e_\eta \otimes q^{-h_\eta} + \text{(intermediate terms)} + 1 \otimes e_\eta \right).
\]

Consider the total ordering \(\leq\) on \(Q\), first by height and then, within a given height, by a lexicographical ordering with respect to the \(\alpha_i\)'s. Suppose \(\Omega\) is the set of all \(\zeta \in \Omega\) such that \(\deg f_\zeta\) is minimal among the terms in (2.24), and let \(\tilde{\Omega}^V\) be the ones
among the $\eta \in \Omega$ in (2.24) with degree maximal. Since $\deg f_\zeta + \deg \eta = \gamma$, it is clear that $\zeta \in \hat{\Omega}$ if and only if $\eta \in \hat{\Omega}'$. As a result, the terms in (2.24) of degree $(\alpha, \beta)$ with $\alpha \in Q^-$ minimal and $\beta \in Q^+$ maximal must sum to zero. Hence,

$$\sum_{h \in P^\vee, \deg f_\zeta = \alpha, \deg \eta = \beta} q^h \eta \otimes f_\zeta q^{h-\beta} = 0.$$ 

Since the vectors $f_\zeta q^{h-\beta}$ ($\zeta \in \hat{\Omega}, h \in P^\vee$) are linearly independent by Lemma 2.20, $\sum_{h \in P^\vee, \deg f_\zeta = \alpha, \deg \eta = \beta} c_{\zeta, \eta} q^h \eta = 0$. Again using Lemma 2.20, we have $c_{\zeta, \eta} = 0$ for all $\zeta \in \hat{\Omega}, h \in P^\vee, \eta \in \hat{\Omega}'$. Repeating this argument with the remaining terms, we conclude that $c_{\zeta, \eta} = 0$ for all $\zeta, \eta \in \Omega, h \in P^\vee$.

2.25. A $U_q(\mathfrak{g})$-module $V^q$ is said to be diagonalizable if it admits a weight space decomposition $V^q = \bigoplus_{\mu \in P} V^q_\mu$, where $V^q_\mu = \{ v \in V^q | q^h v = q^{\mu(h)} v \ for all h \in P^\vee \}$. If $V^q$ is diagonalizable, then so is every submodule $X^q$. Indeed, this can be argued inductively by supposing $x = x_1 + \cdots + x_p \in X^q$, with $x_i \in V^q_{\mu_i}$ ($\mu_i \neq \mu_j$ if $i \neq j$), and every element with fewer summands has its weight components in $X^q$. Then $\sum_{i=1}^p (q^{\mu_1(h)} - q^{\mu_i(h)}) x_i = q^{\mu_1(h)} x - q^{\mu_1} x \in X^q$, and, by minimality, $(q^{\mu_1(h)} - q^{\mu_1}) x_i \in X^q$ for all $i \neq 1$. Since the weights $\mu_i$ are distinct, and $q$ is not a root of unity, this forces $x_i \in X^q$ for all $i$. Thus, $X^q = \bigoplus_{\mu \in P} X^q_\mu$, where $X^q_\mu = X^q \cap V^q_\mu$.

2.26. If $\dim C(q) V^q_\mu < \infty$ for all $\mu \in P$, then the character of $V^q$ is defined to be

$$ch V^q = \sum_{\mu \in P} (\dim C(q) V^q_\mu) e^\mu,$$

where $e^\mu$ are the basis elements of the group algebra $C(q)[P]$ with the multiplication given by $e^\mu e^\nu = e^{\mu + \nu}$ for $\mu, \nu \in P$. A diagonalizable $U_q(\mathfrak{g})$-module $V^q$ is a highest weight module with highest weight $\lambda \in P$ if there is a nonzero vector $v_\lambda \in V^q$ (a highest weight vector) such that (i) $e_i k_i : v_\lambda = 0$ for all $i \in I$, $k = 1, \ldots, m_i$, (ii) $q^h \cdot v_\lambda = q^{\lambda(h)} v_\lambda$ for all $h \in P^\vee$, (iii) $V^q = U_q(\mathfrak{g}) \cdot v_\lambda$. When $V^q$ is a highest weight $U_q(\mathfrak{g})$-module with highest weight $\lambda \in P$, then (i) $V^q = U_q^{-1} v_\lambda$, (ii) $V^q = \bigoplus_{\mu \leq \lambda} V^q_\mu$, $V^q_\lambda = C(q) v_\lambda$, and (iii) $\dim C(q) V^q_\mu < \infty$ for all $\mu \leq \lambda$.

2.27. Assume $\lambda \in P$ and consider the left ideal $I_q(\lambda)$ of $U_q(\mathfrak{g})$ generated by the elements $e_i k_i$ ($i \in I$, $k = 1, \ldots, m_i$) and $q^h - q^{\lambda(h)}$ ($h \in P^\vee$). Then $M^q(\lambda) \overset{\text{def}}{=} U_q(\mathfrak{g})/I_q(\lambda)$ is a highest weight $U_q(\mathfrak{g})$-module under left multiplication with highest weight $\lambda$ and highest weight vector $v_\lambda = 1 + I_q(\lambda)$. It is the Verma module with highest weight $\lambda$ for $U_q(\mathfrak{g})$.

Proposition 2.28 (cf. [Kc3, Proposition 9.2]). (a) For every $\lambda \in P$, every highest weight module over $U_q(\mathfrak{g})$ with highest weight $\lambda$ is a homomorphic image of $M^q(\lambda)$.

(b) As a $U_q^{-1}$-module, $M^q(\lambda)$ is free of rank one generated by the highest weight vector $v_\lambda = 1 + I_q(\lambda)$.

(c) $M^q(\lambda)$ contains a unique maximal submodule $N^q(\lambda)$.

Proof. (a) If $V^q$ is a highest weight $U_q(\mathfrak{g})$-module with highest weight $\lambda$ and highest weight vector $w_\lambda$, then the map $M^q(\lambda) \to V^q$ given by $u \mapsto (1 + I_q(\lambda)) \mapsto u \cdot w_\lambda$ defines a surjective $U_q(\mathfrak{g})$-module homomorphism.

(b) Since every element $u$ of $U_q(\mathfrak{g})$ can be written as a sum of elements of the form $u^- u^0 u^+$, where $u^\pm \in U_q^\pm$ and $u^0 \in U_q^0$, every element of $M^q(\lambda)$ has the form
$u^- \cdot (1 + I_q(\lambda))$ for some $u^- \in U_q(\mathfrak{g}^-)$. If $u^- \cdot (1 + I_q(\lambda)) = 0$, then $u^- \in I_q(\lambda)$, which is generated by $e_{i,k}$ ($i \in I, k = 1, \cdots, m_i$) and $q^h - q^{(h)}1$ ($h \in P^\vee$). Hence $u^-$ must be zero, and our assertion follows.

(c) Note that for any proper submodule $M'$ of $M^q(\lambda)$, $M' \subseteq \bigoplus_{\mu \in P^\vee, \mu \neq \lambda} V_\mu^q$. Thus the sum of proper submodules is again a proper submodule of $M^q(\lambda)$. Let $N^q(\lambda)$ be the sum of all the proper submodules of $M^q(\lambda)$. Then $N^q(\lambda)$ is the unique maximal submodule of $M^q(\lambda)$. \hfill \square

2.29. For $\lambda \in P$, the unique irreducible quotient $V^q(\lambda) \overset{\text{def}}{=} M^q(\lambda)/N^q(\lambda)$ is the irreducible highest weight module over $U_q(\mathfrak{g})$ with highest weight $\lambda$.

3. A-forms

3.1. Let $A = (a_{i,j})_{i,j \in I}$ be a symmetrizable integral Borcherds-Cartan matrix with charge $m_i = (m_i | i \in I)$ which is restricted with respect to the coloring matrix $C = (c_{i,j})_{i,j \in I}$, and let $U_q(\mathfrak{g})$ be the quantum algebra associated with the Borcherds superalgebra $\mathfrak{g} = \mathfrak{g}(A, m_i, C)$. Recall that $q_i = q^{a_{i,j}}$ and $K_i = q^{c_{i,j}}$ for $i \in I$. Assume that $D_i = q^{a_{i,j}}$ ($i \in I$). Then for $i, j \in I$ and $k = 1, \cdots, m_i$, we have

$$K_i e_{j,k} K_i^{-1} = q_i^{a_{i,j}} e_{j,k}, \quad K_i f_{j,k} K_i^{-1} = q_i^{-a_{i,j}} f_{j,k}, \quad D_i e_{j,k} D_i^{-1} = q_i^{c_{i,j}} e_{j,k}, \quad D_i f_{j,k} D_i^{-1} = q_i^{-c_{i,j}} f_{j,k}.$$  

For $i \in I$, $c \in \mathbb{Z}$, $n \in \mathbb{Z}_{\geq 0}$, we adopt the following conventions used in [L1]:

$$\begin{align*}
[K_i ; c]_n &= \prod_{r=1}^{n} \frac{K_i q_i^{c-r+1} - K_i^{-1} q_i^{-(c-r+1)}}{q_i^r - q_i^{-r}}, \\
[D_i ; c]_n &= \prod_{r=1}^{n} \frac{D_i q_i^{c-r+1} - D_i^{-1} q_i^{-(c-r+1)}}{q_i^r - q_i^{-r}}.
\end{align*}$$

3.5 The “ordinary” binomial coefficients in $q_i$ are defined by

$$\begin{align*}
[n]_{q_i} &= q_i^n - q_i^{-n}, \quad [n]_{q_i}! = \prod_{m=1}^{n} [m]_{q_i}, \quad [N]_{q_i} = \frac{[N]_{q_i}!}{[n]_{q_i}![N-n]_{q_i}!}, \\
[-N]_{q_i} &= (-1)^n \frac{[N+n-1]_q}{n}.
\end{align*}$$

where $N > 0$, $n \geq 0$, and $[0]_{q_i}! = 1$. Then since

$$\begin{align*}
K_i q_i^{c-r+1} - K_i^{-1} q_i^{-(c-r+1)} &= q_i^r - q_i^{-r}, \\
K_i q_i^{c-r+1} - K_i^{-1} q_i^{-(c-r+1)} &= q_i^{c-r+1} (K_i - K_i^{-1}) + K_i^{-1} q_i^{c-r+1} - q_i^{-c-r+1}
\end{align*}$$

$$\begin{align*}
&= q_i^{c-r+1} (q_i - q_i^{-1}) K_i - K_i^{-1} + K_i^{-1} q_i^{c-r+1} - q_i^{-c-r+1}
\end{align*}$$

$$\begin{align*}
&= \frac{1}{[q_i]_{q_i} c-r+1} \left[ K_i ; 0 \right]_1 + [c-r+1]_{q_i} K_i^{-1}.
\end{align*}$$
In particular, from (3.8) we see that
\[ [K_i : c]_n = \prod_{r=1}^{n} \frac{1}{[q_q q_i^{c-r+1} - q_i^{c-r}]} \quad \text{for all } c \in \mathbb{Z}, \text{ and an analogous relation holds with } D_i \text{ in place of } K_i. \]

3.9. Let \( \mathcal{A} = \mathbb{C}[q, q^{-1}, 1/n] \), \( i \in I, n > 0 \) and define the \( \mathcal{A} \)-form \( U_{\mathcal{A}} \) of the quantum algebra \( U_q(\mathfrak{g}) \) to be the \( \mathcal{A} \)-subalgebra of \( U_q(\mathfrak{g}) \) with 1 generated by the elements \( e_{i,k}, f_{i,k} \ (i \in I, k = 1, \cdots, m_i) \), \( q^h \ (h \in P^+) \), \( [K_i : c]_n = \frac{K_i - K_i^{-1}}{q_i - q_i^{-1}}, \)
\[ [D_i : c]_n = \frac{D_i - D_i^{-1}}{q_i - q_i^{-1}} \quad (i \in I). \]
We denote by \( U_{\mathcal{A}} \) (resp. \( \bar{U}_{\mathcal{A}} \)) the \( \mathcal{A} \)-subalgebra of \( U_q(\mathfrak{g}) \) with 1 generated by \( e_{i,k} \) (resp. \( f_{i,k} \)) for \( i \in I, k = 1, \cdots, m_i \), and by \( U^0_{\mathcal{A}} \) the \( \mathcal{A} \)-subalgebra of \( U_q(\mathfrak{g}) \) with 1 generated by \( q^h \ (h \in P^+) \), \( [K_i : c]_n = [D_i : c]_n \quad (i \in I). \)

In particular, from (3.8) we see that \( [K_i : c]_n \) and \( [D_i : c]_n \) belong to \( U^0_{\mathcal{A}} \) for all \( c \in \mathbb{Z}, \ n \in \mathbb{Z}_{>0} \). Moreover, the following commutation relations hold in \( U_{\mathcal{A}} \):

**Lemma 3.10.** For \( i,j \in I, k = 1, \cdots, m_i, \ell = 1, \cdots, m_j, \ c \in \mathbb{Z}, \text{ and } n \in \mathbb{Z}_{>0}, \) we have
\[ e_{j,\ell} [K_i : c]_n = [K_i : c - a_{i,j}]_n e_{j,\ell}, \]
\[ f_{j,\ell} [K_i : c]_n = [K_i : c - a_{i,j}]_n f_{j,\ell}, \]
\[ e_{j,\ell} [D_i : c]_n = [D_i : c - \delta_{i,j}]_n e_{j,\ell}, \]
\[ f_{j,\ell} [D_i : c]_n = [D_i : c - \delta_{i,j}]_n f_{j,\ell}, \]
\[ e_{i,k} f_{j,\ell} = \theta_{i,j} f_{j,\ell} e_{i,k} \quad \text{if } i \neq j \text{ or } k \neq \ell, \]
\[ e_{i,k} f_{j,\ell} = \theta_{i,j} f_{j,\ell} e_{i,k} + f_{j,\ell}^{n-1} \sum_{r=0}^{n-1} \theta_{i,j}^{r-1} [K_i : -r a_{i,j}]_n. \]

**Proof.** Equations (3.11)–(3.15) follow directly from the defining relations of \( U_q(\mathfrak{g}) \) and (3.2)–(3.4), while (3.16) can be proved by induction. \( \square \)

3.17. As an immediate consequence of Lemma 3.10 we have the triangular decomposition of the algebra \( U_{\mathcal{A}} \):
\[ U_{\mathcal{A}} \cong U_{\mathcal{A}}^- \otimes U_{\mathcal{A}}^0 \otimes U_{\mathcal{A}}^+. \]

In particular, every element \( u \) of \( U_{\mathcal{A}} \) can be written as a sum of monomials of the form \( u^n u^+ \), where \( u^0 \in U_{\mathcal{A}}^0, u^+ \in U_{\mathcal{A}}^+ \).

**Corollary 3.19.** Let \( V^q(\lambda) \) be the irreducible highest weight \( U_q(\mathfrak{g}) \)-module with highest weight \( \lambda \in P^+ \) and highest weight vector \( v_\lambda \).

(a) If \( \lambda(h_i) = 0 \), then \( f_{i,k} \cdot v_\lambda = 0 \) for \( k = 1, \cdots, m_i \).

(b) If \( a_{i,i} = 2 \), then \( f_{i,k}^{\lambda(h_i)+1} \cdot v_\lambda = 0. \)
\textbf{Proof.} (a) If }k \neq \ell, \text{ then } e_{i,\ell}f_{i, k} \cdot v_{\lambda} = \theta_{i, \ell}f_{i, k}e_{i, \ell} \cdot v_{\lambda} = 0. \text{ If } k = \ell, \text{ then since } \lambda(h_i) = 0 \text{ we have}

\begin{align*}
e_{i, k}f_{i, k} \cdot v_{\lambda} &= \theta_{i, i}f_{i, k}e_{i, k} \cdot v_{\lambda} + \frac{K_i - K_i^{-1}}{q_i - q_i^{-1}} v_{\lambda} \\
&= \frac{q^\lambda(h_i) - q^{-\lambda(h_i)}}{q_i - q_i^{-1}} v_{\lambda} = 0.
\end{align*}

For } j \neq i, e_{j, \ell}f_{i, k} \cdot v_{\lambda} = \theta_{j, i}f_{i, k}e_{j, \ell} \cdot v_{\lambda} = 0 \text{ for } \ell = 1, \ldots, m_j. \text{ Hence } f_{i, k} \cdot v_{\lambda} \text{ is a primitive vector in } V(\lambda). \text{ Since } V(\lambda) \text{ is irreducible, it must be that } f_{i, k} \cdot v_{\lambda} = 0, \text{ for otherwise } f_{i, k} \cdot v_{\lambda} \text{ would generate a proper submodule of } V(\lambda) \text{ with highest weight } \lambda - \alpha_i \neq \lambda, \text{ which is a contradiction.}

(b) If } a_{i, i} = 2, \text{ then } \lambda(h_i) \in \mathbb{Z}_{\geq 0} \text{ for } i \in I^{\text{even}} \text{ and } \lambda(h_i) \in 2\mathbb{Z}_{\geq 0} \text{ for } i \in I^{\text{odd}}, \text{ since } \lambda \in P^+.

\text{Suppose } i \in I^{\text{even}}. \text{ Then by (3.16) we have}

\begin{align*}
e_{i, k}f_{i, k}^{\lambda(h_i)+1} \cdot v_{\lambda} &= f_{i, k}^{\lambda(h_i)+1}e_{i, k} \cdot v_{\lambda} + f_{i, k}^{\lambda(h_i)} \sum_{r=0}^{\lambda(h_i)} \left[ K_i^{r} / 1 \right] \cdot v_{\lambda} \\
&= \frac{f_{i, k}^{\lambda(h_i)} q^{\lambda(h_i)-2r} - q^{-\lambda(h_i)+2r}}{q_i - q_i^{-1}} v_{\lambda} \\
&= (q_i - q_i^{-1})^{-1} \left( (q_i^{\lambda(h_i)} - q_i^{-\lambda(h_i)}) + (q_i^{\lambda(h_i)-2} - q_i^{-\lambda(h_i)+2}) + \cdots + (q_i^{-\lambda(h_i)+2} - q_i^{\lambda(h_i)-2}) + (q_i^{\lambda(h_i)} - q_i^{-\lambda(h_i)}) \right) f_{i, k}^{\lambda(h_i)} \cdot v_{\lambda} = 0.
\end{align*}

If } i \in I^{\text{odd}}, \text{ then } \lambda(h_i) \in 2\mathbb{Z}_{\geq 0} \text{ and } \theta_{i, i} = -1. \text{ Hence relation (3.16) yields}

\begin{align*}
e_{i, k}f_{i, k}^{\lambda(h_i)+1} \cdot v_{\lambda} &= (-1)^{\lambda(h_i)+1} f_{i, k}^{\lambda(h_i)+1}e_{i, k} \cdot v_{\lambda} \\
&+ f_{i, k}^{\lambda(h_i)} \sum_{r=0}^{\lambda(h_i)} (-1)^{\lambda(h_i)-r} \left[ K_i^{r} / 1 \right] \cdot v_{\lambda} \\
&= \frac{f_{i, k}^{\lambda(h_i)} (-1)^{\lambda(h_i)-r} q^{\lambda(h_i)-2r} - q^{-\lambda(h_i)+2r}}{q_i - q_i^{-1}} v_{\lambda} \\
&= (q_i - q_i^{-1})^{-1} \left( (q_i^{\lambda(h_i)} - q_i^{-\lambda(h_i)}) - (q_i^{\lambda(h_i)-2} - q_i^{-\lambda(h_i)+2}) + \cdots + (q_i^{-\lambda(h_i)+2} - q_i^{\lambda(h_i)-2}) + (q_i^{\lambda(h_i)} - q_i^{-\lambda(h_i)}) \right) f_{i, k}^{\lambda(h_i)} \cdot v_{\lambda} = 0.
\end{align*}

Note that we used the fact that } \lambda(h_i) \in 2\mathbb{Z}_{\geq 0} \text{ in a critical way.}

\text{Finally, for } j \neq i, \text{ we have } e_{j, i}f_{i, k}^{\lambda(h_i)+1} \cdot v_{\lambda} = \theta_{i, j}f_{i, k}^{\lambda(h_i)+1}e_{j, i} \cdot v_{\lambda} = 0. \text{ Therefore, } f_{i, k}^{\lambda(h_i)+1} \cdot v_{\lambda} \text{ is a primitive vector of weight } \lambda - (\lambda(h_i) + 1)\alpha_i \neq \lambda, \text{ and hence } f_{i, k}^{\lambda(h_i)+1} \cdot v_{\lambda} = 0.

\textbf{3.20.} Assume } \lambda \in P \text{ and let } V^q \text{ be a highest weight module over } \mathfrak{u}_q(\mathfrak{g}) \text{ with highest weight } \lambda \text{ and highest weight vector } v_{\lambda}. \text{ We define the } \mathbb{A} \text{-form } V^q_{\mathbb{A}} \text{ of } V^q \text{ to be the } U_{\mathbb{A}} \text{-submodule of } V^q \text{ generated by } v_{\lambda}; \text{ that is, } V^q_{\mathbb{A}} = U_{\mathbb{A}} \cdot v_{\lambda}.\]
Proposition 3.21. \( V^q_\Lambda = U^-_\Lambda \cdot v_\Lambda \).

Proof. Recall that every element \( u \) of \( U_\Lambda \) can be written as a sum of elements of the form \( u^- u^+ \), where \( u^0 \in U^0_\Lambda \), \( u^\pm \in U^\pm_\Lambda \). By definition, \( u^+ \cdot v_\Lambda = 0 \) unless \( u^+ \in \Lambda \), and \( q^h \cdot v_\Lambda = q^\lambda(h) v_\Lambda \in A v_\Lambda \). For \( i \in I, c \in Z \), and \( n \in Z_{>0} \), we have

\[
\begin{bmatrix} K_i; c \\ n \end{bmatrix} \cdot v_\Lambda = \begin{bmatrix} \lambda(h_i) + c \\ n \end{bmatrix} q^r v_\Lambda ,
\]

where

\[
\begin{bmatrix} \lambda(h_i) + c \\ n \end{bmatrix} q_i = \prod_{r=1}^n \frac{q_i^{\lambda(h_i)+c-r+1} - q_i^{-(\lambda(h_i)+c-r+1)}}{q_i^r - q_i^- r} .
\]

Since \( \begin{bmatrix} \lambda(h_i) + c \\ n \end{bmatrix} q_i \in \Lambda \), it follows that \( \begin{bmatrix} K_i; c \\ n \end{bmatrix} \cdot v_\Lambda \in A v_\Lambda \); similarly, \( \begin{bmatrix} D_i; c \\ n \end{bmatrix} \cdot v_\Lambda \in A v_\Lambda \). Therefore \( u^- u^+ \cdot v_\Lambda \in A u^- \cdot v_\Lambda \subset U^-_\Lambda \cdot v_\Lambda \). Consequently, \( V^q_\Lambda = U^-_\Lambda \cdot v_\Lambda \) as claimed. \( \square \)

Proposition 3.22. The map \( \phi : C(q) \otimes A V^q_\Lambda \to V^q \) given by \( f \otimes v \mapsto fv \) (\( f \in C(q), v \in V^q_\Lambda \)) is an \( (q) \)-linear isomorphism.

Proof. It is clear that the \( C(q) \)-linear map \( \phi \) given above is surjective. Let \( \{ f_\zeta \cdot v_\zeta | \zeta \in \Omega \} \) be a basis of \( V^q \), where \( f_\zeta \) is a monomial in \( f_{i,k} \)'s. Define a \( C(q) \)-linear map \( \psi : V^q \to C(q) \otimes A V^q_\Lambda \) by

\[
\psi(f_\zeta \cdot v_\zeta) = 1 \otimes f_\zeta \cdot v_\zeta.
\]

Then it is easy to see that \( \phi \) and \( \psi \) are inverses of each other, which proves our assertion. \( \square \)

Proposition 3.23. For \( \mu \in P \), let \( (V^q_\Lambda)^\mu = V^q_\Lambda \cap V^q_\mu \). Then \( V^q_\Lambda \) has the weight space decomposition, \( V^q_\Lambda = \bigoplus_{\mu \in P} (V^q_\Lambda)^\mu \).

Proof. Assume \( v = v_1 + \cdots + v_p \in V^q_\Lambda \), where \( v_j \in V^q_{\mu_j} \) (\( \mu_j \in P, j = 1, \ldots, p \)). We would like to prove that \( v_j \in V^q_\Lambda \) for all \( j = 1, \ldots, p \). We will show that \( v_1 \in V^q_\Lambda \). The other cases can be verified in a similar way.

For \( j = 1, 2, \ldots, p \) and \( i \in I \), write \( \mu_j(h_i) = S_{i,j} \) and \( \mu_j(d_i) = T_{i,j} \). Since \( \mu_j \neq \mu_1 \) for \( j = 2, \ldots, p \), we can choose an index \( i_j \in I \) such that \( S_{i,j} \neq S_{i,1} \) or \( T_{i,j} \neq T_{i,1} \). Let \( I_0 = \{ i_2, i_3, \ldots, i_p \} \), and let \( s \) be a positive integer such that \( s \geq |S_{i,j} - S_{i,1}| \) and \( s \geq |T_{i,j} - T_{i,1}| \) for all \( i \in I_0, j = 1, \ldots, p \). (Simply take the maximum of the numbers \( |S_{i,j} - S_{i,1}|, |T_{i,j} - T_{i,1}| \) for \( i \in I_0, j = 1, \ldots, p \).) Let \( u \in U_\Lambda \) be defined by

\[
u = \prod_{i \in I_0} \begin{bmatrix} K_i; -S_{i,1} + s \\ s \\ s \\ s \\ s \end{bmatrix} \times \begin{bmatrix} D_i; -T_{i,1} + s \\ s \\ s \\ s \end{bmatrix} \cdot v_1 .
\]

Then we have

\[
\begin{bmatrix} D_i; -T_{i,1} + s \\ s \end{bmatrix} \cdot v_1 = \prod_{r=1}^s \frac{q_i^{T_{i,1} - r} - q_i^{-1} q_i^{T_{i,1} + r}}{q_i^r - q_i^{-r}} v_1 = \prod_{r=1}^s \frac{q_i^{r-T_{i,1}} - q_i^{-r}}{q_i^r - q_i^{-r}} v_1 = (-1)^s v_1,
\]
and
\[
\begin{bmatrix}
D_i : -T_{i,1} + s
\end{bmatrix} \cdot v_1 = \prod_{r=1}^{s} \frac{D_i q_i^{-T_{i,1} + s - r + 1} - D_i^{-1} q_i^{-T_{i,1} - s + r - 1}}{q_i^r - q_i^{-r}} v_1 = \prod_{r=1}^{s} \frac{q_i^r - q_i^{-r}}{q_i^r - q_i^{-r}} v_1 = v_1.
\]

Similarly,
\[
\begin{bmatrix}
K_i : -S_{i,1} - 1
\end{bmatrix} \cdot v_1 = (-1)^s v_1, \quad \text{and} \quad \begin{bmatrix}
K_i : -S_{i,1} + s
\end{bmatrix} \cdot v_1 = v_1.
\]

Therefore, \( u \cdot v_1 = (-1)^{2s(p-1)} v_1 = v_1 \).

If \( j \neq 1 \), then
\[
\begin{bmatrix}
D_i : -T_{i,1} - 1
\end{bmatrix} \cdot v_j = \prod_{r=1}^{s} \frac{q_i^{T_{i,j} - T_{i,1} - r} - q_i^{-(T_{i,j} - T_{i,1} - r)}}{q_i^r - q_i^{-r}} v_j
\]

and
\[
\begin{bmatrix}
D_i : -T_{i,1} + s
\end{bmatrix} \cdot v_j = \prod_{r=1}^{s} \frac{q_i^{T_{i,j} - T_{i,1} + s - r + 1} - q_i^{-(T_{i,j} - T_{i,1} + s - r + 1)}}{q_i^r - q_i^{-r}} v_j.
\]

Thus,
\[
\prod_{i \in I_0} \begin{bmatrix}
D_i : -T_{i,1} + s
\end{bmatrix} \begin{bmatrix}
D_i : -T_{i,1} - 1
\end{bmatrix} \cdot v_j
= \prod_{i \in I_0} \prod_{r=1}^{s} \left( \frac{q_i^{T_{i,j} - T_{i,1} - r} - q_i^{-(T_{i,j} - T_{i,1} - r)}}{q_i^r - q_i^{-r}} \right) \left( \frac{q_i^{S_{i,j} - S_{i,1} + s - t + 1} - q_i^{-(S_{i,j} - S_{i,1} + s - t + 1)}}{q_i^r - q_i^{-r}} \right) v_j.
\]

Similarly,
\[
\prod_{i \in I_0} \begin{bmatrix}
K_i : -S_{i,1} + s
\end{bmatrix} \begin{bmatrix}
K_i : -S_{i,1} - 1
\end{bmatrix} \cdot v_j
= \prod_{i \in I_0} \prod_{r=1}^{s} \left( \frac{q_i^{S_{i,j} - S_{i,1} - r} - q_i^{-(S_{i,j} - S_{i,1} - r)}}{q_i^r - q_i^{-r}} \right) \left( \frac{q_i^{S_{i,j} - S_{i,1} + s - t + 1} - q_i^{-(S_{i,j} - S_{i,1} + s - t + 1)}}{q_i^r - q_i^{-r}} \right) v_j.
\]

The terms where \( r + t = s + 1 \) are
\[
\begin{align*}
(q_i^{T_{i,j} - T_{i,1} - r} - q_i^{-(T_{i,j} - T_{i,1} - r)})(q_i^{T_{i,j} - T_{i,1} + s - t + 1} - q_i^{-(T_{i,j} - T_{i,1} + s - t + 1)}) \\
&= q_i^{2(T_{i,j} - T_{i,1})} - q_i^{2r} - q_i^{-2r} + q_i^{-2(T_{i,j} - T_{i,1})},
\end{align*}
\]
\[
\begin{align*}
(q_i^{S_{i,j} - S_{i,1} - r} - q_i^{-(S_{i,j} - S_{i,1} - r)})(q_i^{S_{i,j} - S_{i,1} + s - t + 1} - q_i^{-(S_{i,j} - S_{i,1} + s - t + 1)}) \\
&= q_i^{2(S_{i,j} - S_{i,1})} - q_i^{2r} - q_i^{-2r} + q_i^{-2(S_{i,j} - S_{i,1})}.
\end{align*}
\]

By the definition of \( I_0 \), either \( S_{i,j} - S_{i,1} \neq 0 \) or \( T_{i,j} - T_{i,1} \neq 0 \) for \( i = i, j \in I_0 \). Thus, as \( r \) runs from 1 to \( s \), there is some value of \( r \) such that \( r = |S_{i,j} - S_{i,1}| \) or \( r = |T_{i,j} - T_{i,1}| \) for \( i = i, j \in I_0 \), which implies \( u \cdot v_j = 0 \). Therefore, \( u \cdot v = v_1 \), and hence \( v_1 \in V_x^q \).
Corollary 3.25. For all $\mu \in P$, $(V^q_A)_\mu$ is a free $A$-module, and $\text{rank}_A(V^q_A)_\mu = \dim_{C_q} V^q_A$.

Proof. By Propositions 3.22 and 3.23, there is a $C(q)$-linear isomorphism $C(q) \otimes_A (V^q_A)_\mu \cong V^q_\mu$ for all $\mu \in P$, from which the assertion follows.

4. Classical Limits

4.1. Recall that $A = C[q, q^{-1}, 1/[n]_q, i \in I, n > 0]$ and $U_A$ is the $A$-form in the quantum algebra $U_q(\mathfrak{g})$, where $\mathfrak{g}$ is the Borcherds superalgebra $g = g(A, m, C)$. Let $J$ be the ideal of $A$ generated by $q - 1$. Then there is an isomorphism of fields $A/J \cong C$ given by $f + J \mapsto f(1)$ for $f \in A$. As before, suppose $V^q = U_q(\mathfrak{g})v_\lambda$ is any highest weight module and $V^q_A$ is the $U_A$-module generated by $v_\lambda$ inside $V^q$. Set

$$U \overset{\text{def}}{=} (A/J) \otimes_A U_A,$$

$$V \overset{\text{def}}{=} (A/J) \otimes_A V^q_A,$$

and note that $U \cong U_A/JU_A$ and $V \cong V^q_A/JV^q_A$. For each $\mu \in P$, let $V_\mu = A/J \otimes_A (V^q_A)_\mu$. Since $V^q_A = \bigoplus_{\mu \in P} (V^q_A)_\mu$, then $V = \bigoplus_{\mu \in P} V_\mu$, and the following holds:

Proposition 4.3. $\dim_{A/J} V_\mu = \text{rank}_A(V^q_A)_\mu$.

Proof. If $\{v_j \mid j = 1, \ldots, r\}$ ($r = \text{rank}_A(V^q_A)_\mu$) is a basis of the free $A$-module $(V^q_A)_\mu$, then by [H, Theorem 5.11, Ch. 4] every element $v$ of $V_\mu = A/J \otimes_A (V^q_A)_\mu$ can be written uniquely as $v = \sum_{j=1}^r a_j \otimes v_j$ ($a_j \in A/J$). It follows that $\{v_j \mid j = 1, \ldots, r\}$ is a basis of the $A/J$-vector space $V_\mu$.

4.4. Consider the natural maps $U_A \rightarrow U_A/JU_A \cong U$ and $V^q_A \rightarrow V^q_A/JV^q_A \cong V$. We see that $q \rightarrow 1$ under these mappings. We write $\pi$ and $\overline{\pi}$ for the images of the elements $u \in U_A$ and $v \in V^q_A$, respectively. We also denote by $K_i$ and $D_i$ ($i \in I$) the images of $K_i \otimes 1$ and $D_i \otimes 1 = [K_i : 0] = D_i^{-1}$ and $D_i^{-1}$, respectively. It is natural to expect that the algebra $U$ is isomorphic to the universal enveloping algebra $U(\mathfrak{g})$ of the Borcherds superalgebra $\mathfrak{g}$. We argue in the next lemma that $\overline{K_i} = \overline{D_i} = 1$ in $U$, but to obtain the desired isomorphism we have to factor out more from $U$.

Lemma 4.5. In the algebra $U$ we have $\overline{K_i}^2 = \overline{D_i}^2 = 1$ for all $i \in I$.

Proof. In $U_A$ we have

$$K_i - K_i^{-1} = (q_i - q_i^{-1}) [K_i : 0] = (q_i - 1)(1 + q_i^{-1}) [K_i : 0].$$

Thus, $\overline{K_i} - \overline{K_i}^{-1} = 0 \cdot \overline{K_i} = 0$ in $U$, which implies that $\overline{K_i}^2 = 1$. Similarly, we have $\overline{D_i}^2 = 1$ in $U$. 

\qed
4.6. Let $R$ be the ideal of $U$ generated by the elements $q^h - 1$ ($h \in P^\vee$), and set $U_1 = U/R$. By abuse of notation, we will also use $\overline{\pi}$ for the image of the element $u \in U_A$ in $U_1$, and $\overline{h}_i$ and $\overline{d}_i$ for the images of the matrices $[D_i : 0 \ 1] = \frac{D_i - D_i^{-1}}{q_i - q_i^{-1}}$ in $U_1$, respectively. Then, since $\overline{q^h} = 1$ in $U_1$, the algebra $U_1$ is generated by the elements $\overline{v}_i, \overline{f}_{i,k}, \overline{h}_i, \overline{d}_i$ ($i \in I, k = 1, \ldots, m_i$). Note that $\overline{q^h} \in U_1$ acts as the identity on $V = A/J \otimes_A V^q_A$ for any highest weight module $V^q$ over $U_q(\mathfrak{g})$. Indeed, if $\{v_j\}_{j=1}^r$ ($r = \text{rank}_A(V^q_A)_\mu$) is an $A$-basis of $(V^q_A)_\mu$ ($\mu \in P$), then by Proposition 4.3, $\{\overline{v}_j = 1 \otimes v_j\}_{j=1}^r$ is an $A/J$-basis of $V_\mu$. Since $q^h \cdot v_j = q^{\mu(h)} v_j$ for all $h \in P^\vee, j = 1, \ldots, r$, letting $q \to 1$, we obtain $\overline{q^h} \cdot \overline{v}_j = \overline{v}_j$ for all $j = 1, \ldots, r$. Therefore, $\overline{q^h} = id_{V_\mu}$ on $V_\mu$ ($\mu \in P$), and hence $\overline{q^h}$ is the identity transformation on $V$. It follows that $U_1 \cdot \overline{\pi} = U \cdot \overline{\pi} = V$.

Consider the natural maps 

$$U_A \to U_A/JU_A \cong U \to U_1 = U/R$$

and 

$$V^q_A \to V^q_A/JV^q_A \cong V = U_1 \cdot \overline{\pi}.$$ 

The passage from $U_A$ (resp. $V^q_A$) to $U_1$ (resp. $V$) under these maps is referred to as taking the classical limit.

**Theorem 4.7.** (a) The elements $\overline{v}_i, \overline{f}_{i,k}, \overline{h}_i, \overline{d}_i$ ($i \in I, k = 1, \ldots, m_i$) in $U_1$ satisfy the relations in (1.14). Hence as endomorphisms on $V$ they satisfy the relations in (1.14), and thus $V$ has a $U(\mathfrak{g})$-module structure.

(b) As a $U(\mathfrak{g})$-module, $V$ is a highest weight module with highest weight $\lambda \in P$ and highest weight vector $\overline{\pi} = 1 \otimes \overline{\pi}_\lambda$.

(c) The endomorphisms $\overline{h}_i$ and $\overline{d}_i$ ($i \in I$) act on $V_\mu$ ($\mu \in P$) as scalar multiplication by $\mu(h_i)$ and $\mu(d_i)$, respectively. Therefore $V_\mu$ is the $\mu$-weight space of the $U(\mathfrak{g})$-module $V$.

**Proof.** (a) Since $[K_i - K_i^{-1} \ q_i - q_i^{-1}, \ K_j - K_j^{-1} \ q_j - q_j^{-1}] = 0$ for $i, j \in I$, by letting $q \to 1$. Similarly, $[\overline{h}_i, \overline{d}_j] = 0$ and $[\overline{d}_i, \overline{d}_j] = 0$.

For $i, j \in I, k = 1, \ldots, m_j$, we have

$$\frac{K_i - K_i^{-1}}{q_i - q_i^{-1}} e_{j,k} - e_{j,k} \frac{K_i - K_i^{-1}}{q_i - q_i^{-1}} = \frac{K_i - K_i^{-1}}{q_i - q_i^{-1}} e_{j,k} - \frac{K_i q_i^{-a_{i,j}} - K_i^{-1} q_i^{a_{i,j}}}{q_i - q_i^{-1}} e_{j,k} = \frac{K_i (1 - q_i^{-a_{i,j}}) - K_i^{-1} (1 - q_i^{a_{i,j}})}{q_i - q_i^{-1}} e_{j,k} = \frac{K_i q_i^{a_{i,j}} - q_i^{-a_{i,j}}}{q_i - q_i^{-1}} e_{j,k} + (1 - q_i^{a_{i,j}}) \frac{K_i - K_i^{-1}}{q_i - q_i^{-1}} e_{j,k}.$$ 

Thus, taking the classical limit gives $\overline{h}_i e_{j,k} - \overline{e}_{j,k} \overline{h}_i = a_{i,j} \overline{e}_{j,k}$ for $i, j \in I, k = 1, \ldots, m_j$. 
Similarly, we obtain
\[
\begin{align*}
\bar{h}_i f_{j,k} - f_{j,k} \bar{h}_i &= -a_{i,j} f_{j,k}, \\
\bar{d}_i v_{j,k} - v_{j,k} \bar{d}_i &= \delta_{i,j} v_{j,k}, \\
\bar{d}_i f_{j,k} - f_{j,k} \bar{d}_i &= -\delta_{i,j} f_{j,k}.
\end{align*}
\]

The rest of the relations can be derived using the fact that
\[
\{n\}_{q_i} \rightarrow \begin{cases} 
  n & \text{if } i \text{ is even}, \\
  0 & \text{if } i \text{ is odd, } n \text{ is even}, \\
  1 & \text{if } i \text{ is odd, } n \text{ is odd}
\end{cases}
\]
as \( q \rightarrow 1 \) (\( n \in \mathbb{Z}_{\geq 0} \)). Therefore, there exists a surjective algebra homomorphism
\[
\psi : U(\mathfrak{g}) \rightarrow U_1 \text{ defined by } e_{i,k} \mapsto \bar{e}_{i,k}, f_{i,k} \mapsto \bar{f}_{i,k}, h_i \mapsto \bar{h}_i, d_i \mapsto \bar{d}_i \text{ (} i \in I, k = 1, 2, \ldots, m_i \text{)}, \]
which yields a deformation to the irreducible highest weight module
\[
\bar{V}_\lambda \text{ over } U(\mathfrak{g}),
\]
where \( \lambda \in I, k = 1, 2, \ldots, m_i. \) Hence, \( V \) is a highest weight module over \( U(\mathfrak{g}) \) with highest weight \( \lambda \) and highest weight vector \( \bar{v}_\lambda \).

(b) It is clear that \( \bar{e}_{i,k} : \bar{v}_\lambda = 0 \) for \( i \in I, k = 1, \ldots, m_i. \) Therefore, \( V \) is a highest weight module over \( U(\mathfrak{g}) \) with highest weight \( \lambda \) and highest weight vector \( \bar{v}_\lambda \).

(c) For \( v \in (V^q_\lambda)_\mu \) (\( \mu \in P \)) and \( i \in I \), we have
\[
\frac{K_i - K_i^{-1}}{q_i - q_i^{-1}} v = q_i^{\mu(h_i)} - q_i^{-\mu(h_i)} q_i - q_i^{-1} v,
\]
which yields \( \bar{h}_i \cdot \bar{v} = \mu(h_i) \bar{v} \) by taking the classical limit. Similarly, \( \bar{d}_i \cdot \bar{v} = \mu(d_i) \bar{v} \) (\( i \in I \)).

4.8. We now prove our main results. We will show first that the irreducible highest weight module \( V^q(\lambda) \) over \( U_q(\mathfrak{g}) \) with highest weight \( \lambda \in P^+ \) is a quantum deformation of the irreducible highest weight module \( V(\lambda) \) over \( U(\mathfrak{g}) \), and that they have the same character formula. Using this result, we will argue that the classical limit \( U_1 \) of the quantum group \( U_q(\mathfrak{g}) \) is isomorphic to the universal enveloping algebra \( U(\mathfrak{g}) \) of the Borcherds superalgebra \( \mathfrak{g} \), and then prove that the Verma module \( M(\lambda) \) over \( U(\mathfrak{g}) \) for \( \lambda \in P \) also can be deformed to the Verma module \( M_q(\lambda) \) over the quantum algebra \( U_q(\mathfrak{g}) \).

Theorem 4.9. If \( \lambda \in P^+ \) and \( V^q \) is the irreducible highest weight module \( V^q(\lambda) \) over \( U_q(\mathfrak{g}) \) with highest weight \( \lambda \), then \( V \) is isomorphic to the irreducible highest weight module \( V(\lambda) \) over \( U(\mathfrak{g}) \) with highest weight \( \lambda \). Therefore, any irreducible highest weight module \( V(\lambda) \) over \( U(\mathfrak{g}) \) with highest weight \( \lambda \in P^+ \) admits a quantum deformation to the irreducible highest weight module \( V^q(\lambda) \) over \( U_q(\mathfrak{g}) \) with highest weight \( \lambda \in P^+ \) in such a way that the dimensions of weight spaces are invariant under the deformation. In particular, the character of \( V^q(\lambda) \) is given by the Weyl-Kac-Borcherds formula in Theorem 1.26.
Proof. Let $v_\lambda$ be a highest weight vector of $V^q = V^q(\lambda)$. By Corollary 3.19, if $\lambda(h_i) = 0$, then $f_{i,k} \cdot v_\lambda = 0$ for $k = 1, \ldots, m_i$, and if $\alpha_{i,k} = 2$, then $f_{i,k}^{\lambda(h_i)+1} \cdot v_\lambda = 0$. Letting $q \rightarrow 1$, we see that $V$ is a highest weight module over $U(\mathfrak{g})$ with highest weight $\lambda \in P^+$ and highest weight vector $v_\lambda$ that satisfies the conditions of Corollary 1.27. Therefore, $V$ is isomorphic to $V(\lambda)$. The second assertion follows from Corollary 3.25 and Proposition 4.3. 

\textbf{Corollary 4.10.} Suppose that $\lambda \in P^+$ and $V^q$ is a highest weight module over $U_q(\mathfrak{g})$ with highest weight $\lambda$ and highest weight vector $v_\lambda$ such that

(i) if $\lambda(h_i) = 0$, then $f_{i,k} \cdot v_\lambda = 0$ for $k = 1, \ldots, m_i$,

(ii) if $\alpha_{i,k} = 2$, then $f_{i,k}^{\lambda(h_i)+1} \cdot v_\lambda = 0$.

Then $V^q$ is isomorphic to the irreducible highest weight module $V^q(\lambda)$.

Proof. As we have seen in the proof of Theorem 4.7, if $V^q$ is a highest weight $U_q(\mathfrak{g})$-module satisfying the above conditions, then $V = A/J \otimes A V^q$ is a highest weight $U(\mathfrak{g})$-module satisfying the conditions of Corollary 1.27. Hence $V \cong V(\lambda)$, and $\text{ch}V$ is given by the Weyl-Kac-Borcherds formula. By Corollary 3.25 and Proposition 4.3, we have

$$\text{ch}V^q = \text{ch}V = \text{ch}V(\lambda) = \text{ch}V^q(\lambda).$$

Therefore we have $V^q \cong V^q(\lambda)$. 

\textbf{Theorem 4.11.} The classical limit $U_1$ of $U_q(\mathfrak{g})$ is isomorphic to the Hopf superalgebra $U(\mathfrak{g})$.

Proof. By Theorem 4.7 (a) the elements $c_{i,k}, f_{i,k}, h_i, a_i \ (i \in I, k = 1, \ldots, m_i)$ in the algebra $U_1$ satisfy the relations in (1.14). Therefore, there exists a surjective algebra homomorphism $\psi : U(\mathfrak{g}) \longrightarrow U_1$ defined by $c_{i,k} \mapsto c_{i,k}, f_{i,k} \mapsto f_{i,k}, h_i \mapsto h_i$, $a_i \mapsto a_i \ (i \in I, k = 1, 2, \ldots, m_i)$.

Let $U_0$ be the subalgebra of $U_1$ generated by $h_i, a_i \ (i \in I)$, and $U_1^+$ (resp. $U_1^-$) be the subalgebra of $U_1$ generated by $\bar{a}_i, \bar{f}_{i,k} \ (i \in I, k = 1, 2, \ldots, m_i)$. We first show that the restriction $\psi_0$ of $\psi$ to $U(\mathfrak{h})$ is an isomorphism of $U(\mathfrak{h})$ onto $U_0^q$. Suppose $g \in \text{Ker} \psi_0$, a polynomial in $h_i$ and $d_i \ (i \in I)$. For any linear functional $\lambda \in \mathfrak{h}^*$, we have $0 = \bar{g} \cdot \tau_\lambda = \lambda(g) \tau_\lambda$, where $\tau_\lambda$ is the highest weight vector of the $U_i$-module $V$ having highest weight $\lambda$, and $\lambda(g)$ denotes the polynomial in $\lambda(h_i)$ and $\lambda(d_i)$ corresponding to $g$. Hence, we have $\lambda(g) = 0$ for all $\lambda \in \mathfrak{h}^*$. By assigning various values to the $\lambda(h_i)$’s and $\lambda(d_i)$’s, we can argue that $g = 0$, which implies that $U_0^q$ is isomorphic to $U(\mathfrak{h})$.

Next, we would like to show that the restriction of $\psi$ to $U(\mathfrak{g}^-)$, which will be denoted by $\psi_-$, is an isomorphism of $U(\mathfrak{g}^-)$ onto $U_1^-$. Suppose $\text{Ker} \psi_- \neq 0$ and $u = \sum a_\zeta f_\zeta \in \text{Ker} \psi_-$, where $a_\zeta \in \mathbb{C}$ and $f_\zeta$ are monomials in the $f_{i,k}$’s. Let $N$ be the maximal length of the monomials $f_\zeta$ in the expression of $u$, and choose a dominant integral weight $\lambda \in P^+$ such that $\lambda(h_i) > N$ for all $i \in I$. If $V^q = V^q(\lambda)$ is the irreducible $U_q(\mathfrak{g})$-module with highest weight $\lambda$, then by Theorem 4.9, the representation $\varphi : U(\mathfrak{g}) \longrightarrow V$ with $x \mapsto \varphi(x) \cdot v_\lambda$ gives the irreducible $U(\mathfrak{g})$-module $V(\lambda)$ with highest weight $\lambda$. By Corollary 1.27 and our assumption on $\lambda$, the kernel of $\varphi$ restricted to $U(\mathfrak{g}^-)$ is the left ideal of $U(\mathfrak{g}^-)$ generated by the elements $f_{i,k}^{\lambda(h_i)+1}$ for $i \in I^\alpha$. Therefore, $u = \sum a_\zeta f_\zeta$ does not belong to $\text{Ker} \varphi$. That is, $u \cdot v_\lambda \neq 0$. But, since $U(\mathfrak{g}^-)$ acts on $V$ via the homomorphism $\psi_-$, we
admits a quantum deformation to the Verma module in the algebra we again denote $\Delta$ by taking the classical limit we have

$$U(\mathfrak{g}) \cong U(\mathfrak{g}^-) \otimes U(\mathfrak{h}) \otimes U(\mathfrak{g}^+) \cong U_1^- \otimes U_1^0 \otimes U_1^+ \cong U_1.$$ 

Now it follows from Proposition 2.9 and the relations

$$\Delta([K_i : 0]) = [K_i : 0] \otimes K_i + K_i^{-1} \otimes [K_i : 0],$$

$$\Delta([D_i : 0]) = [D_i : 0] \otimes D_i + D_i^{-1} \otimes [D_i : 0],$$

$$\varepsilon([K_i : 0]) = 0 = \varepsilon([D_i : 0]),$$

$$S([K_i : 0]) = -[K_i : 0], \quad S([D_i : 0]) = -[D_i : 0]$$

(4.12)

that $\Delta : U_\mathfrak{A} \rightarrow U_\mathfrak{A} \otimes U_\mathfrak{A}$, $\varepsilon : U_\mathfrak{A} \rightarrow \mathfrak{A}$ and $S : U_\mathfrak{A} \rightarrow U_\mathfrak{A}$. Thus, by tensoring these mappings with the identity map on $\mathfrak{A}/\mathfrak{J}$, we obtain mappings on $U$, which we again denote $\Delta, \varepsilon, S$, giving $U$ a Hopf superalgebra structure. In particular, in the algebra $U_1$ we have

$$\Delta(h_i) = h_i \otimes 1 + 1 \otimes h_i,$$

$$\Delta(d_i) = d_i \otimes 1 + 1 \otimes d_i,$$

$$\Delta(e_{i,k}) = e_{i,k} \otimes 1 + 1 \otimes e_{i,k},$$

$$\Delta(f_{i,k}) = f_{i,k} \otimes 1 + 1 \otimes f_{i,k},$$

and $\varepsilon(\overline{\mathfrak{x}}) = 0, S(\overline{\mathfrak{x}}) = -\overline{\mathfrak{x}}$ for $\mathfrak{x} = e_{i,k}, f_{i,k}, h_i, d_i, (i \in I, k = 1, \ldots, m_i)$. Therefore, the algebra $U_1$ has the Hopf superalgebra structure whose comultiplication, counit, and antipode are given by (4.13). The universal enveloping algebra $U(\mathfrak{g})$ of $\mathfrak{g}$ also has a Hopf superalgebra structure $(\Delta^*, \epsilon^*, S^*)$. The generators $x = e_{i,k}, f_{i,k}, h_i, d_i, (i \in I, k = 1, \ldots, m_i)$ are primitive elements, (i.e. $\Delta^*(x) = x \otimes 1 + 1 \otimes x$), and satisfy $\epsilon^*(x) = 0, S^*(x) = -x$. Thus, we see that the homomorphism $\psi : U(\mathfrak{g}) \rightarrow U_1$ is a Hopf superalgebra isomorphism.

Remark 4.14. For generalized Kac-Moody (Borcherds) algebras $\mathfrak{g}$, it was asserted in [Kn] that the classical limit of the deformation $U_q(\mathfrak{g})$ is $U(\mathfrak{g})$, but no proof was given there. That result can be viewed as a special case of the one we just proved by taking $\theta_{i,j} = 1$ for all $i, j \in I$.

Theorem 4.15. If $V^q$ is the Verma module $M^q(\lambda)$ over $U_q(\mathfrak{g})$ with highest weight $\lambda \in P$, then $V$ is isomorphic to the Verma module $M(\lambda)$ over $U(\mathfrak{g})$ with highest weight $\lambda$. Therefore, any Verma module $M(\lambda)$ over $U(\mathfrak{g})$ with highest weight $\lambda \in P$ admits a quantum deformation to the Verma module $M^q(\lambda)$ over $U_q(\mathfrak{g})$ with highest weight $\lambda \in P$ in such a way that the dimensions of weight spaces are invariant under the deformation.

Proof. Let $v_{\lambda}$ be a highest weight vector of $V^q$. It suffices to prove that $V$ is a free $U_1^-$-module of rank one generated by the vector $\overline{v_{\lambda}}$. Now $V^q = M^q(\lambda)$ is a free $U_q^-$-module of rank one generated by the highest weight vector $v_{\lambda}$. Thus by Propositions 3.21 and 3.22, the $\mathfrak{A}$-form $V^q_{\mathfrak{A}}$ of $V^q$ is also a free $U_{\mathfrak{A}}^-$-module generated by $v_{\lambda}$. Since $V^q_{\mathfrak{A}} = U_{\mathfrak{A}}^- \cdot v_{\lambda}$, by taking the classical limit we have $V = U_1^- \cdot \overline{v_{\lambda}} = U^- \cdot \overline{v_{\lambda}}$, where $U^- = \mathfrak{A}/\mathfrak{J} \otimes_U U^- \cong U^- / JU^-\mathfrak{A}$ is the $\mathfrak{A}/\mathfrak{J}$-subalgebra of $U$ with 1 generated
by \( f_{i,k} \) for \( i \in I, k = 1, \ldots, m_i \). Suppose \( \overline{v} \cdot \overline{v}_\lambda = 0 \) for some \( \overline{v} \in U^- \). Then 

\[
(u + JU^-) \cdot (v_\lambda + Jv_\lambda) = u \cdot v_\lambda + Jv_\lambda \in Jv_\lambda = JU^- \cdot v_\lambda,
\]

so that \( u \cdot v_\lambda = u' \cdot v_\lambda \) for some \( u' \in JU^- \). But since \( v_\lambda \) is a free \( U^- \)-module generated by \( v_\lambda \), we must have 

\( u = u' \), which implies \( \overline{v} = 0 \) in \( U^- \). Therefore, \( V \) is a free \( U^- \)-module generated by \( \overline{v}_\lambda \). Since \( U^- \cong U^- \) and \( V = U^- \cdot \overline{v}_\lambda = U^- \cdot \overline{v}_\lambda \), \( V \) is a free \( U^- \)-module generated by \( \overline{v}_\lambda \), and hence \( V \cong M(\lambda) \). The second assertion is a consequence of Corollary 3.25 and Proposition 4.3. 

\[
\square
\]
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