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We present a policy learning algorithm for task allocation which has multiple objectives. Usually in many task allocation algorithms, the total distance which robots move is considered as an objective but if there exist threats on robots, avoiding threats also can be an objective of task allocation. The proposed algorithm learns a policy defined by weights of total distance and threat level. A Bayesian approach and k-Nearest Neighbor classifier are employed as learning algorithms and the comparison of these approaches is presented. The policy learning algorithm precisely estimates the policy as the results of task allocations are accumulated. By using the proposed algorithm, a manual task allocation of the user can be successfully replaced with the automated allocation algorithm using the same policy. As an application, reliability of the human user in task allocation will be figured out, and an user assistance algorithm is also presented to support task allocation of the human user. The performance and the reliability of the user can be improved using the assistance algorithm.
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Introduction

For an operation of multi-robot systems, task allocation is an important problem. The main purpose of task allocation is assigning tasks or resources effectively and quickly to the robots, but in some cases, survivability can also be an important performance measure [1]. For example, if the robots are deployed to a rescuing mission or battlefield, there may exist threats on robots [2]. For those situations, threat avoidance is included as an additional mission of task allocation. In the task allocation algorithm, these two performance metric, total distance and threat avoidance, are needed. In this paper, we simplified this as a weighted sum of two performances in one objective function. Then the weight set can be understood as a policy of task allocation.

In this situation, however, setting the proper objective function autonomously can be a difficult problem because there are various policies as the goals which the user wants to achieve. For this reason, human user’s monitoring or intervening the process is required in many cases, though there are various task allocations algorithms which run fully autonomously. In Multi Autonomous Ground-robotic International Challenge (MAGIC 2010), many teams considered interventions of human operators while autonomous algorithms are
running [3–5]. On the other hand, due to insufficiency of possible human operators, it requires an automation of task allocation which includes setting the policy.

To improve automation in task allocation, learning from demonstration can be an answer. Several algorithms for policy learning have been introduced by using demonstrated trials as training data to learn the policy [6]. A policy gradient method was used to learn the motion of robot in [7,8]. Dynamic programming was used to learn an air-combat strategy in [9]. Bayesian approaches were tried for policy estimation in [10–12] which assume probabilistic distribution of training data. These approaches are useful when there are a lot of training data for policy learning. In several researches k-Nearest Neighbors (kNN) classifier was used as a policy learning algorithm [13–16]. Although these researches about policy learning are for motion planning or path planning of robots, there exist learning algorithms for the task allocation problem. In [17], imitation learning was conducted for expert’s demonstration of task allocation. A closed-loop method which adjusts the parameters for auction algorithm was used to estimate the best cost for tasks in the task allocation problem in [18]. However, the objectives of learning in these researches are focused on the type of tasks and the threats of task allocation are not considered. There were trials to solve inverse linear programming directly but they considered a simple assignment problem in which each agent performs only one task [19].

In this research, we present an algorithm which learns hidden weights of task allocation from manual allocation of the human users. The weights in objective function control importance between fast arrival and threat avoidance in task allocations. To estimate weights of manual task allocation, we first gather automated allocation results from several candidate sets of the weight values. This is a data accumulation process and the results are used as the training set for policy learning. We use the Bayesian approach and kNN for policy learning and comparison of these algorithms are presented. By applying the policy learning algorithm, a policy can be estimated from user’s manual mission planning. From the estimated policy, automation of task allocation is possible as shown in Fig. 1.1. In the monitoring part, several applications can be conducted using the estimation algorithm.
The reliability of task allocation demonstrations can be calculated with the algorithm, which shows consistency of task allocations. The user assistance algorithm is introduced to improve the reliability and performance of manual task allocation.

In Section 2, the background of this research is presented. Problem formulation and automated task allocation algorithm are presented. The algorithm used to learn the policy of human user in task assignment is described in Section 3. Several test results are introduced in Section 4. Convergence of policy estimation error, user policy tracking test, user reliability test, and the user assistance algorithm are also presented. Section 5 is conclusions.
In this section, problem formulation for task allocation is introduced [20, 21]. The threat level is defined to be similar to the distance in order to make problem simple. Genetic algorithm is used for task allocation algorithm and detailed genetic operations are presented.

### 2.1 Problem formulation

We consider task allocation scenarios in which the agents perform multiple tasks. To compose a realistic task allocation scenario, it is assumed that every agent starts from a fixed position and has to arrive at a fixed goal position and the tasks are deployed randomly in the field. While moving to goal position, the agents perform a fixed number of tasks. The paths of agents are considered as straight lines between nodes which include agents,
tasks and the goal point. This process can be formulated as follows:

\[ x_{i,j} = \begin{cases} 
1 & \text{if there exists path } i \text{ to } j \\
0 & \text{otherwise} 
\end{cases} \] (2.1)

\[ x_{i,j} = 0 \text{ if } i = j \] (2.2)

\[ x_{i,j} \neq x_{j,i} \] (2.3)

\[ i, j \in \{1, 2, ..., N\} \]

\[ N = N_a + N_t + 1 \] (2.4)

The adjacency matrix \( x_{i,j} \) for task allocation is defined in (2.1) which can give whole information of paths. In the adjacency matrix, each path is directed as expressed in (2.3). Eq. (2.2) limits making a path to itself. \( N_a \) and \( N_t \) are the number of total agents and the number of total tasks, respectively. The number of total nodes \( N \) is expressed as (2.4) including the agents and tasks. The value 1 is added to total number because of the goal point.

Every path in task allocation can be expressed with the adjacency matrix in (2.1), but it is convenient to use another type of the allocation matrix to express constraints of task allocation. The allocation matrix can be expressed as follows:

\[ z_{i,j} = \begin{cases} 
1 & \text{if task } j \text{ is assigned to agent } i \\
0 & \text{otherwise} 
\end{cases} \] (2.5)

\[ \sum_{i}^{N_a} z_{i,j} \leq 1 \] (2.6)

\[ \sum_{j}^{N_t} z_{i,j} = 3 \] (2.7)

\[ i \in \{1, 2, ..., N_a\} \]

\[ j \in \{1, 2, ..., N_t\} \]

The allocation matrix in (2.5) shows which tasks are assigned to each agent but the matrix does not inform the order of task performing. The rules of task allocation can be expressed
with this allocation matrix. Eq. (2.6) is a constraint that the task can not be allocated by more than 1 agent. Eq. (2.7) limits the number of tasks which can be assigned by each agent as 3.

The total distances traversed by each agent can be expressed with the adjacency matrix and distance matrix. The distance matrix is a $N$ by $N$ matrix which includes the information of distances between nodes. The distance matrix $q_{i,j}$ and total distance $D$ are defined by the following:

$$q_{i,j} = \text{distance between node } i \text{ and } j$$

$$D = \sum_{i}^{N} \sum_{j}^{N} q_{i,j} x_{i,j}$$

In this research, we assume that task allocation considers both distance and threat level as a performance measure. The threat level is defined as total threat exposure distance exposed to the threat, i.e, the length of the straight line segment located in the threat range as shown in Fig. 2.1. The threat level is calculated when the agents pass through threat range. Because the agents follow straight paths between nodes, the threat level can
be formulated similarly with the distance matrix of (2.8).

\[ r_{i,j} = \text{threat level between node } i \text{ and } j \]  

\[ T = \sum_{i}^{N} \sum_{j}^{N} r_{i,j} x_{i,j} \]

where \( T \) is the total threat level. The matrices \( q_{i,j} \) in (2.8) and \( r_{i,j} \) in (2.9) contain information of task allocation scenarios.

To consider both total distance and threat level as objectives of task allocation, the objective function is composed of weighted sum of two value, \( D \) and \( T \). The equation is

\[ P = w_1 D + w_2 T \]

\[ W = (w_1, w_2) \]

The weight set of task allocation \( W \) in (2.10) can be understood as a policy of task allocation because this value reflects characteristic of task allocation. For example a policy with the high weight on the total distance is the same with the weight set of which \( w_1 \) is high.

\section{2.2 Task allocation algorithm}

In this research, the policy learning algorithm uses a model-based learning so the algorithm requires pre-generated training data of task allocations. This means that repeated automated task allocation must be conducted for training data so effective task allocation algorithm is necessary to facilitate the data collection. To achieve this, automated task allocation based on genetic algorithm is used in this research [22,23]. The main operations of genetic algorithm can be expressed as below.

- \textit{Initialization}

  Before applying genetic operations, feasible solutions have to be made initially as a population of genetic algorithm. In this research, this process means initializing the adjacency matrix in (2.1). The initial solutions are generated randomly satisfying the constraints.
• **Selection**
  Deterministic tournament selection is used in this phase [24]. Tournament selection is a method of selecting a solution which gives best performance among the feasible solutions. For crossover phase, two best solutions are selected as parents solutions.

• **Crossover**
  For the task allocation problem, crossover operation can make infeasible solution because there exist a constraint which prohibits the task being assigned by two agents. Therefore, we used two-point crossover method which changes the order of performing tasks without breaking feasibility of the solution.

• **Mutation**
  For the task allocation problem, there can exist two types of mutation. First one is changing assignment of the tasks to the agents and the other is changing the order of performing tasks. Mixing these two types of mutation properly is important in genetic operation. For example, if the tasks are already assigned to each agent properly, a good solution can be obtained by simply repeating the mutation which changes the order of performing tasks. In the crossover phase, changing the assignment of tasks are not considered so in this phase, mutation which changes the assignment is mainly used for compensation.
3

Policy learning

We use a model-based learning algorithm to estimate the policy of the user task allocation, which necessitate the training data for learning. Several weight set models are defined and autonomous task allocation is conducted with each weight set model for different scenarios. The characteristic of each task allocation depends on the weight set so the weight set model can be understood as the policy of task allocation. Total distance and threat level are set as features for policy learning is introduced. Two Bayesian approaches and kNN are employed as policy learning algorithms. In kNN approach, probabilistic distribution of task allocation demonstrations is used to assign weight of each demonstration.

3.1 Setup: data generation and user interface

For data generation, the automated task allocation algorithm mentioned in the previous section is used. The weight set models are defined as follows:

\[ W = (w_1, w_2) \]  \hspace{1cm} (3.1)

\[ W_i \in \{(0.0, 1.0), (0.1, 0.9), ..., (1.0, 0.0)\} \]
where $w_1$ and $w_2$ are weights on total distance and total threat level, respectively, as defined in (2.10). For example, the weight set $(0.0, 1.0)$ is a policy which cares only about the avoidance of threat as the performance measure.

In this research, we handle task allocation demonstrations of human users. To achieve this, an interface for human user task allocation is needed so we developed this as shown in Fig. 3.1. With this interface, the user can generate a manual task allocation result quickly by clicking agent and task buttons in sequence. For human-robot interaction, the human user can compare his own task allocation result with automated result right after his demonstration. Two scores, the total distance score and the threat level score, are shown to the user and the task allocation results are accumulated for an analysis. From this, the human user can try to reassign the tasks to improve the resulting scores.

### 3.2 Feature selection for machine learning

In the previous section, we considered the data generation for the policy estimation. The result of task allocation contains information about every path of the agents and the order of task allocation. However, not all the information is necessary for the policy learning algorithm. The policy learning can be conducted only using the distance score and threat level score from task allocation results. From the generated data, the total distance of task allocation and the total threat level can be derived because task allocation scenarios are assumed to be known in the policy learning phase. These two values are used as features of the policy learning for task allocation. These can be express as follows:

\[
P^* = w_1 D^* + w_2 T^* \tag{3.2}
\]

\[
D^* = k_D \sum_{i}^{N} \sum_{j}^{N} q_{i,j} x_{i,j}
\]

\[
T^* = k_T \sum_{i}^{N} \sum_{j}^{N} r_{i,j} x_{i,j}
\]
in the equations, $x^*$ is an optimal solution which gives an optimal performance $P^*$ for the user. Because matrices $q_{i,j}$ and $r_{i,j}$ are known from the task allocation scenario, the total distance and the threat level can be calculated. The purpose of policy learning is to find out the hidden weight set $w_1$ and $w_2$ in (3.2). The reason of using these two values as features is that different policies of task allocation are expected to generate distinctive distributions of task allocation results in the feature space. For example, a policy with high weight on distance in task allocation gives small distance as a result.

In (3.2), $k_D$ and $k_T$ are normalizing factors which are used to make feature values $D$ and $T$. As mentioned before, every task allocation scenario is randomly generated and the differences in each scenario make errors in learning task allocation results. To reduce gaps from using different scenarios, the normalizing factors $k_D$ and $k_T$ are defined as follows:

$$k_D = \frac{1}{\sum_{i=1}^{N} \sum_{j=1}^{N} q_{i,j}}$$

$$k_T = \frac{1}{\sum_{i=1}^{N} \sum_{j=1}^{N} r_{i,j}}$$

The normalizing factors which are defined as these equations make total distances and total threat levels of all paths as 1. By normalizing distance and threat level, different characteristics of scenarios can be generalized. For example, there only exist long paths between nodes in some scenarios. In this case, all of the elements of matrix $r$ are relatively larger than other scenarios. The normalizing process makes the results from these scenarios also useful for the learning phase. Furthermore, this work adjusts relations between two feature values, the distance and the threat level and reduces outliers in feature space plots.

The distributions of all 11 weight set models are shown in Fig. 3.2. In the figure, the results with high priority on total distances are located in the top left parte showing small total distance and large threat level. Table 3.1 shows the means of feature values of task allocation results by the weight set models.
Table 3.1: Means of training data in feature space

<table>
<thead>
<tr>
<th>Weightset</th>
<th>Mean(Distance)</th>
<th>Mean(Threat)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.0,1.0)</td>
<td>0.513</td>
<td>0.081</td>
</tr>
<tr>
<td>(0.1,0.9)</td>
<td>0.488</td>
<td>0.082</td>
</tr>
<tr>
<td>(0.2,0.8)</td>
<td>0.456</td>
<td>0.083</td>
</tr>
<tr>
<td>(0.3,0.7)</td>
<td>0.433</td>
<td>0.091</td>
</tr>
<tr>
<td>(0.4,0.6)</td>
<td>0.416</td>
<td>0.102</td>
</tr>
<tr>
<td>(0.5,0.5)</td>
<td>0.398</td>
<td>0.121</td>
</tr>
<tr>
<td>(0.6,0.4)</td>
<td>0.388</td>
<td>0.155</td>
</tr>
<tr>
<td>(0.7,0.3)</td>
<td>0.372</td>
<td>0.185</td>
</tr>
<tr>
<td>(0.8,0.2)</td>
<td>0.366</td>
<td>0.221</td>
</tr>
<tr>
<td>(0.9,0.1)</td>
<td>0.361</td>
<td>0.287</td>
</tr>
<tr>
<td>(1.0,0.0)</td>
<td>0.363</td>
<td>0.377</td>
</tr>
</tbody>
</table>

3.3 Policy estimation algorithm

The model-based estimation algorithm was used to estimate policy of the user. This method requires pre-generated training data for estimation. The training data was generated from automated task allocations for various scenarios and policies. The best way to estimate the policy of the user is performing task allocations for all possible policies and choosing the most similar policy with the policy of the user but it takes too much time to generate task allocation data for every new scenario. The model-based estimation algorithm uses pre-generated training data to estimate the policy so makes quick estimation for randomly deployed task allocation scenarios.
3.3.1 Naive Bayes classifier

The Naive Bayes classifier can be used to learn the user policy. For a learning process, the training data which are mentioned in previous section are used. The training data set was made by automated allocation algorithm with 11 weights models, (0.0, 1.0), (0.1, 0.9) to (1.0, 0.0). Each weight can represent the policy of task allocation. For example, weight model (1.0, 0.0) is the same with the policy that only considers arrival time in task allocation.

Two values from manual task allocation, arrival time and threat level, are the features for machine learning. From Naive Bayes rule, the posterior probability can be derived as

\[
p(W|D, T) = \frac{p(W)p(D, T|W)}{p(D, T)} \tag{3.3}
\]

\[
= \frac{p(W)p(D|W)p(T|W)}{p(D, T)} \tag{3.4}
\]

where \(W\) is one of the weight set models. From (3.3)–(3.4), Naive Bayes assumption that the feature \(D\) and \(T\) are conditionally independent is used. We assume Gaussian distribution for each likelihood:

\[
p(D|W) = \frac{1}{\sqrt{2\pi\sigma_D^2}} e^{-\frac{(D-m_D)^2}{2\sigma_D^2}}
\]

\[
p(T|W) = \frac{1}{\sqrt{2\pi\sigma_T^2}} e^{-\frac{(T-m_T)^2}{2\sigma_T^2}}
\]

where the means \(m_D, m_T\) and standard deviations \(\sigma_D, \sigma_T\) are calculated from training data. The prior probability is assumed to be equal for each weight set and the evidence can be expressed as

\[
p(D, T) = \sum_{i} p(W_i)p(D|W_i)p(T|W_i) \tag{3.5}
\]

where \(W_i \in \{(0.0, 1.0), (0.1, 0.9), ..., (1.0, 0.0)\}\)

It is possible to classify the result of task allocations using classifying or weighted average. The classifying rule is:
Approach A:

\[
W(D, T) = \arg \max_{W_i} p(W_i | D, T)
\] (3.6)

This equation represents a process of choosing the most probable weight set from the training data.

On the other hand, for the user policy learning, the estimation algorithm is defined as a weighted sum of candidate models from the train data. This can be written as

Approach B:

\[
W(D, T) = \sum_i^n p(W_i | D, T) W_i
\] (3.7)

This equation is the expectation value of policy of the manual assignment result.

Up to now, the estimation from one result of task allocation was considered using \((D, T)\) term. The extension for estimation from multiple results using approach B can be written as

\[
p(W_i | D, T) = \frac{\prod_j^M p(W_i | D_j, T_j)}{\sum_i^n (\prod_j^M p(W_i | D_j, T_j))}
\] (3.8)

\(D, T = \{D_0, D_1, ..., D_M\}, \{T_0, T_1, ..., T_M\}\)

where \(D_j\) and \(T_j\) is arrival time and threat level of the \(j\)th trial and \(M\) is the total number of trials. Now the estimation becomes:

\[
W(D, T) = \sum_i^n p(W_i | D, T) W_i
\] (3.9)

This equation is used to estimated the user's policy from several manual task allocation results.

### 3.3.2 Maximum likelihood estimation

Maximum likelihood estimation can be used to learn the policy of the task allocation from the user. This method does not use assumption of conditional independency between
total distance and total threat level. It may cause some errors to assume conditional
independency because the relation between two feature values is unknown. For given test
data \( D \) and \( T \), calculating \( p(W|D, T) \) is goal for policy estimation from the task allocation
result. If multivariate Gaussian distribution is assumed for training data of weight sets:

\[
p(D, T|W) = \mathcal{N}(D, T|\mu_W, \Sigma_W)
\]  

(3.10)

where \( \mu_W \) and \( \Sigma_W \) are mean and variance of the weight set \( W \). These parameters are
derived from each data set of weight sets. The training data of weight set \( W \) can be
expressed as

\[
X_W = (x_1, ..., x_N)^T
\]

where \( N \) is the number of features in training data of weight set \( W \). The parameters of the
distribution \( \mu_W \) and \( \Sigma_W \) are calculated to maximize the following log likelihood function:

\[
\ln p(X_W|\mu_W, \Sigma_W) = -N \ln(2\pi) - N \ln|\Sigma_W| - \frac{1}{2} \sum_{i=1}^{N} (x_i - \mu_W)^T \Sigma_W^{-1} (x_i - \mu_W)
\]

(3.11)

Differentiating (3.11) by \( \mu_W \) and \( \Sigma_W \), the parameters of the distributions can be calculated
as follows:

\[
\mu_W = \frac{1}{N} \sum_{i=1}^{N} x_i
\]

(3.12)

\[
\Sigma_W = \frac{1}{N} \sum_{i=1}^{N} (x_i - \mu_W)(x_i - \mu_W)^T
\]

(3.13)

With the parameters, likelihood of each weight set can be calculated with following multi-
variate Gaussian distribution

\[
p(x|W) = \frac{1}{\sqrt{(2\pi)^2|\Sigma_W|}} \exp\left(-\frac{1}{2} (x - \mu_W)^T \Sigma_W^{-1} (x - \mu_W)\right)
\]

(3.14)

\[x = (D, T)\]
where $x$ is a given task allocation result which can be understood as test data. From (3.3), we assuming prior $p(W)$ is same for all weight set models and the evidence can be written as

$$p(D, T) = \sum_{i}^{n} p(W_i) p(D, T|W)$$

(3.15)

where $W_i \in \{(0.0, 1.0), (0.1, 0.9)\ldots(1.0, 0.0)\}$

With this equation, the posterior $p(W|D, T)$ can be calculated. The remaining classifying algorithm is the same with the previous equations which use Naive Bayes algorithm.

### 3.3.3 k-Nearest Neighbor Classifier

Non-Bayesian approach can be used as an classifying algorithm. For this kind of problems, k-Nearest Neighbor (kNN) can be a simple approach which can be easily applied. By calculating distances between test data and pre-generated training data, the estimation of the policy can be obtained. A difference with Bayesian approach is that this method does not assume the probabilistic distribution of training data. After a manual task allocation, an estimation for one trial is calculated. Weighted kNN which was presented by Dubani is used to this learning algorithm [25]. The algorithm can be expressed as follows:

$$\text{dist}_{1}^{j_1} \leq \text{dist}_{2}^{j_2} \leq \ldots \leq \text{dist}_{k}^{j_k}$$

(3.16)

$$w_1 \geq w_2 \geq \ldots \geq w_k$$

(3.17)

$$w_i = k - i + 1$$

(3.18)

$$\text{score}_j = \sum_{i}^{k} \begin{cases} w_i & \text{if } j_i = j \\ 0 & \text{otherwise} \end{cases}$$

(3.19)

$$W(D, T) = \arg\max_{W_j} \text{score}_j$$

(3.20)

where $j$ is an index of class and the notation $j_i$ means that $i$th distance is calculated between test point and one of the training point from class $j$. Eq. (3.18) is a weighting equation which gives high priority to more closer points. Normal kNN is a case when the weight $w_i$ is
constant as 1. In (3.19) and (3.20), the weight set which obtains highest score is selected as a final classified result. $k$ value of kNN is set experimentally to improve overall classifying performance.

These equations are classifying process for one manual task allocation result but as mentioned before, we are interested in finding out a representing policy of the user using batch process of multiple results of manual allocations. For a batch process, each result of task allocation is differently weighted [26]. Because there is a tendency that test data are sparsely distributed in feature space, to improve classifying performance Gaussian distribution was applied for weighting. The idea is giving higher weight to the test point near the mean of test data distribution, which is assumed to be more important than other points. Parameters of Gaussian distribution for test data can be calculated using expectation maximization algorithm in (3.12), (3.13), and (3.14). The weighting method in batch process can be expressed as:

$$w_i = \frac{p(x_i|\mathcal{X})}{\sum_{i=1}^{N} p(x_i|\mathcal{X})}$$  \hspace{1cm} (3.21)

$$W(D, T) = \sum_{i} w_i W(D_i, T_i)$$  \hspace{1cm} (3.22)

$$D, T = \{D_0, D_1, ..., D_M\}, \{T_0, T_1, ..., T_M\}$$

where $p(x_i|\mathcal{X})$ is a conditional probability of test datum $x_i$ in training data set $\mathcal{X}$. These equation puts higher priority on data which are closer to center of distribution and can give improved result rather than assuming every test datum as the same weight.
Figure 3.1: (a) Manual task allocation in user interface (solid lines), (b) Automated task allocation in user interface (thick dotted lines)
Figure 3.2: Plot of training data in the feature space
It is possible to estimate the policy from any allocation results using policy estimation algorithm. Before applying the algorithm to estimate the task allocation of a real human user, the algorithm has to be tested by automated task allocation algorithm. The purpose is to confirm the estimation algorithm is reliable and to check a convergence of the estimation error. The expected policy estimation error can be calculated for a virtual user that uses automated task allocation algorithm. Comparison of policy learning algorithms which are introduced in the previous sections is presented. Using the estimation algorithm, several applications are presented in this section. In the policy estimation test part, an automation of manual task allocation of the user is shown. In the user policy tracking test, the task allocations with time varying policy are carried. User data reliability is an index which shows the consistency of manual task allocations. After the test, user assistance algorithm is presented to improve the reliability of the user.
Figure 4.1: Plot of estimation errors as the results of task allocations are accumulated

4.1 Convergence of policy estimation error

The policy estimation for one data of task allocation may make some errors but as the results of task allocation of the users are accumulated, the algorithm can correctly estimate the policy of the user. It means that as the user keeps performing task allocation with consistent policy, the estimation of the policy becomes more precise. We assumed a virtual user which uses the automated task allocation algorithm. The virtual user performed task allocations for various scenarios with specific policy and the user policy is estimated with the results. Because the purpose of this test is to verify increasing precision of policy estimation as the user data is accumulated, the estimation algorithm uses accumulated results of task allocation from each trial. The policy estimation error $e$ at $n$th trial can be
expressed as follows:

\[ e = |W_{user} - W_{estimated}(D, T)| \]  \hspace{1cm} (4.1)

\[ W_{estimated}(D, T) = \sum_{i} p(W_i|D, T)W_i \]  \hspace{1cm} (4.2)

\[ D = \{D_0, D_1, ..., D_n\} \]

\[ T = \{T_0, T_1, ..., T_n\} \]

where \( W_{user} \) is a weight set of the automated task allocations and \( W_{estimated} \) is estimated weight set from policy estimation algorithm. In (4.2), the estimation algorithm is using accumulated results from 1 to \( n \) at \( n \)th trial.

Fig. 4.1 is a plot of estimation errors for various policy estimation algorithms. From the figure, it is clear that estimation error decreases as the results of task allocations are accumulated but the result from kNN algorithm is comparatively bad. If there occurs a outlier result in task allocation, the estimation error may seem to increase temporarily but it converges to 0 before 10 trials of task allocations. Maximum likelihood estimation was used for after policy learning process in this research.

### 4.2 Policy estimation test

The purpose of this section is imitating task allocation of the human user. Two human users performed several manual task allocation trials with their own policies. These data were gathered from task allocation interface for randomly generated scenarios. By applying policy learning algorithm to each result of manual task allocations, representative policies the users can be estimated. Fig. 4.2 shows the plots of results in feature spaces. Differences of distribution in feature space result different estimated policies. For example, in Fig. 4.2(a), the user A makes decisions which are not caring about threat avoidance so the results are located on the top left part of feature spaces showing a high threat level. On the other hand, user B performed task allocations which care about both total distance and threat avoidance and the results are distributed widely in the middle of feature space.
Table 4.1: Performance comparison of manual and automated task allocation after policy learning (#50 task allocations).

<table>
<thead>
<tr>
<th>User</th>
<th>Estimated policy</th>
<th>Method</th>
<th>Total distance</th>
<th>Threat level</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>(0.9,0.1)</td>
<td>Manual</td>
<td>0.3657</td>
<td>0.2728</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Automated</td>
<td>0.3638</td>
<td>0.2676</td>
</tr>
<tr>
<td>B</td>
<td>(0.5,0.5)</td>
<td>Manual</td>
<td>0.4079</td>
<td>0.1749</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Automated</td>
<td>0.4078</td>
<td>0.1232</td>
</tr>
</tbody>
</table>

After the policy estimation process, automated task allocation simulation was done with the estimated policy of the users. Fig. 4.3 shows that the automated task allocation algorithm makes two different results depending on the human user for who the algorithm is learning. Fig. 4.3(a) shows task allocation results weighted on reducing total distance and Fig. 4.3(b) shows result which are weighted on the threat avoidance.

To verify that the automated task allocation algorithm is well following the user’s policy, the automated task allocation simulations are conducted for the same scenarios with manual task allocation. In the Table 4.1, the automated task allocation results with the estimated policy show similar or better results in both scores, total distance and total threat level. As shown in this result, the automated task allocation algorithm can effectively replace the manual task allocation of the human users.

4.3 User policy tracking test

In the previous sections, we introduced a policy estimation algorithm from the manual task allocations of the users. The purpose of estimating the policies is to perform similar results of task allocations with the users. With the previously accumulated data, the policy of the user can be estimated quickly right after the user allocation. The automated
task allocation is performed with the estimated policy and the user can compare two task allocation results. The policy of the user is estimated in every task allocation trial so this algorithm can deal with changing of user’s policy. To verify this, we assumed a virtual user which autonomously allocates task with its own estimated policy. With this method we can figure out the performance of the policy estimation algorithm. The performance can be written as follows:

$$P_{user}(D, T) = w_{user,1} D + w_{user,2} T$$

(4.3)

This equation means the task allocation result \((D, T)\) is measured by the policy of the user so the result which reflects the policy will give best performance. We propose a policy tracking performance using (4.3) which can be written as

$$P_t(d, t) = \frac{P_{user}(D, T)}{P_{user}(D_{user}, T_{user})}$$

(4.4)

$$= \frac{w_{user,1} D + w_{user,2} T}{w_{user,1} D_{user} + w_{user,2} T_{user}}$$

(4.5)

With (4.5), any result of task allocation can be compared to the task allocation of the virtual user. If the result is appropriate to the policy of the virtual user, the value \(P_t\) is near 1. The value can exceed 1 because there may exist a better solution of task allocation than the virtual user. The virtual user selects 1 of 6 weight models.

$$W_{user} \in \{(0.0, 1.0), (0.2, 0.8), ..., (1.0, 0.0)\}$$

We assume an autonomous algorithm which allocates tasks according to the estimated policy of the virtual user. For comparison, another autonomous task allocation algorithm uses fixed weight set. The policies of the algorithms are expressed as

$$W_{estimated}(D_{user}, T_{user}) = \sum_{i}^{n} p(W_i|D_{user}, T_{user})W_i$$

(4.6)

$$W_{fixed} = (0.5, 0.5)$$

$$D, T = \{D_0, D_1, ..., D_n\}, \{T_0, T_1, ..., T_n\}$$
The simulated result are plotted in Fig. 4.4. In Fig. 4.4(a), there are performance losses in fixed policy case when the policy of the virtual user is far from fixed policy. However, the estimation algorithm gives reasonable performance for the various polices of the user.

4.4 User data reliability test

We define user data reliability index in this section. User reliability represents how reliable the task allocation of the user is. If the user is generating reliable allocation results, the estimated policy of the user task allocation will be consistent. Because we showed the precision of the user policy estimation algorithm in the previous section, it is reasonable to evaluate the reliability of the human user with the estimation algorithm. For comparison, autonomous task allocations were conducted with the same estimated policy of the human user because basically automated task allocation algorithm is expected to give more reliable result than human users. First, the results of human task allocation were gathered with the task allocation interface and as a result, Fig. 4.5 is a plot of demonstrations of the user. If the results of task allocation from the user are distributed widely in the feature space, the results will be estimated as various policies. The reliability is calculated with following equations:

\[
E = \frac{1}{n} \sum_{i} |W_{estimated}(D_i, T_i) - W_{estimated}(D, T)| \tag{4.7}
\]

\[D = \{D_0, D_1, ..., D_n\}\]

\[T = \{T_0, T_1, ..., T_n\}\]

where \(n\) is the number of user task allocation trials. The equation means a sum of estimated policy difference for each trial of user task allocation. \(W_{estimated}(D, T)\) is the policy estimated from all of task allocations of the user so it means the estimated policy of the user and \(W_{estimated}(D_i, T_i)\) is the policy estimated from one task allocation demonstration.
Table 4.2: User data reliability

<table>
<thead>
<tr>
<th>User</th>
<th>Estimated policy</th>
<th>Method</th>
<th>Policy deviation</th>
<th>Reliability</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>(0.9,0.1)</td>
<td>Manual</td>
<td>0.076</td>
<td>0.66</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Automated</td>
<td>0.050</td>
<td>1</td>
</tr>
<tr>
<td>B</td>
<td>(0.5,0.5)</td>
<td>Manual</td>
<td>0.161</td>
<td>0.39</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Automated</td>
<td>0.062</td>
<td>1</td>
</tr>
</tbody>
</table>

at \(i\)th trial. With the equation, reliable result of task allocations will give small \(E\) value because there will be small outlier policies.

The policy deviation \(E\) was calculated for both users and automated allocations for each user. As expected from Fig. 4.5, automated task allocations give better reliability than manual allocations giving small policy deviation in Table 4.2. The automated task allocation is conducted with the same estimated policy because the reliability can be evaluated differently as the policies. For example, task allocation with weight set (1.0, 0.0) may be easier to make reliable data than task allocation with weight set (0.5,0.5). To compensate this, the reliability index \(R\) is defined as follows:

\[
R = \frac{E_{automated}}{E_{user}}
\]

This index is relative reliability of the user compared to automated task allocation results. The reliability indexes of the automated task allocation results are set to 1 and the reliability of the user was calculated as values below 1. With this kind of index, the reliability of users can be calculated. Resulting reliability indexes are shown in Table 4.2 and user A shows better reliability than user B.
4.5 User assistance algorithm

We are interested in achieving human-robot interaction in task allocation. In the previous section, the differences between user task allocation and automated task allocation are described. The reliability of the human user task allocation was relatively lower than that of automated task allocation. In this section, we present user assistance algorithm for task allocation. After a task allocation demonstration of the user, the assistance algorithm gives several suggestions which are better than the manual allocation of the user. The suggested allocations from user assistance algorithm always have smaller distance and threat level than those of the manual task allocation. Solutions which are showing worse performance at one of the features, distance and threat level, are considered as allocations of different policies so these allocations are inappropriate as suggestions. The point is that every suggested allocation improves the performance of task allocation and by choosing one of the suggestions, the user can make more detailed decision in terms of the policy. For example, if the estimated policy of the user is a weight set of (0.5,0.5), the suggested policies varies from (0.4,0.6) to (0.6,0.4) then by selecting one of them, the user can adjust the policy of task allocation one more time while improving the performance. Several automated task allocations are conducted to make suggestions with polices near the estimated policy of the user. Fig. 4.7 shows the suggested solutions from the automated algorithm as the manual task allocation is conducted. The suggested solutions are located in the left bottom part of manual allocation plot, which means that the distance and threat level scores are smaller than those of manual allocation. The manual allocation and suggestions are performed in the user task allocation interface which was introduced in the previous sections. Using the interface, the human user is provided with information of each suggested solution and can choose one of suggestions(Fig. 4.9).

Several trials were conducted by the human user with the assistance algorithm. Improvement by selecting the suggested solution can be expressed as relocation of allocation plot in feature space. In Fig. 4.8, the points which indicate manual allocations relocated
to left bottom region and the distribution became dense. Figs. 4.10 and 4.11 show comparison of two results from the manual task allocations and the modified results from user assistance algorithm. The cost of task allocation is calculated as weighted sum of distance and threat level where the weight set is estimated from manual task allocation result. It is obvious that the cost of task allocation decreases with user assistance algorithm because the suggested solutions provide both smaller distance and threat. In Fig. 4.11, the distribution shows improvement of reliability in task allocation.

From Table 4.3, the performance and reliability were improved when the user assistance algorithm is used. Because the algorithm uses the manual task allocation demonstration as a reference for searching solutions, it has advantage over a fully automated algorithm which suggests every possible solution to the user. The computational time to make suggestions can be reduced.

Table 4.3: Comparison of manual and supported task allocation

<table>
<thead>
<tr>
<th>Estimated policy</th>
<th>Method</th>
<th>Policy deviation</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.5,0.5)</td>
<td>Manual</td>
<td>0.180</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td>Supported</td>
<td>0.040</td>
<td>0.24</td>
</tr>
</tbody>
</table>
Figure 4.2: (a) Results of task allocation of User A in feature space, (b) Results of task allocation of User N in feature space
Figure 4.3: (a) Automated task allocation with learned policy from User A, (b) Automated task allocation with learned policy from User B.
Figure 4.4: (a) Plot of tracking performance in terms of trials, (b) Plot of tracking performance in terms of weight sets
Figure 4.5: In each plot, automated algorithm (solid contour) shows better distributions than manual allocations (dotted contour).

(a) Comparison of task allocation results from User A and automated algorithm (contour is $2\sigma$ of distribution), (b) Comparison of task allocation results from User B and automated algorithm (contour is $2\sigma$ of distribution)
Figure 4.6: (a) Distribution of the estimated policy from User A and automated algorithm, (b) Distribution of the estimated policy from User B and automated algorithm
Figure 4.7: Manual task allocation plot (circle) and suggested automated allocations (square)

Figure 4.8: Manual task allocation plot (circle) and suggested automated allocations (square)
Figure 4.9: (a) Manual task allocation demonstration, (b,c,d) Suggested task allocations by the automated algorithm
Figure 4.10: Cost plot of manual task and supported task allocation

Figure 4.11: Estimated policy distribution of manual task and supported task allocation
Conclusions

Although there had been developments in autonomous task allocation algorithms, human users may want to intervene for some reasons. To achieve better human-robot interaction, we introduced quantification and a learning algorithm for task allocation of human users so that the automated allocation result can reflect the intention of the user. The results of user manual allocation are accumulated and using estimation algorithm, the policy of the human user can be figured out. The convergence of estimation error of policy estimation was verified as the data of task allocations are accumulated. With the estimated policy of task allocation from human user, the automated algorithm successfully replaced manual task allocation. The automated task allocation with policy estimation algorithm can conduct task allocation following the time-varying policy of the user while giving reasonable performance. Policy estimation was applied to human users and user reliability test which measures consistency of task allocation policy of the user was conducted. To improve the performance and reliability of the manual task allocation, user assistance algorithm was presented, which suggests several possible solutions for the user. The performance and the reliability of the user were improved using this assistance algorithm.
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