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Abstract

Phase Error Correction for a Robust Surface Reflectivity-
Invariant 3-D Scanning

Jeong Hee Kim
Department of Mechanical Engineering
The Graduate School

Seoul National University

A phase error correction method is proposed to produce an absolute phase
with robustness, specifically by utilizing phases generated at high frequency. The
proposed algorithm integrates spatiotemporal phase unwrapping into a 3D scanning
system by transmitting a unique phase signal through its projector and capturing the
patterned surface of an object through cameras at two different perspectives. By
projecting multiple fringe patterns on the object surface, the algorithm obtains and
analyzes spatiotemporal information of an object. The algorithm looks for phases
containing errors and rectifies them by redirecting the misled fringe orders to the
correct values. As the algorithm corrects errors for both images obtained from the
left and right cameras, it processes and reconstructs them into a 3-D model. The
suggested method allows for 3-D scanning objects with varied surface qualities. In
doing so, neither of the scanning setup nor the algorithm requires modification with
respect to the object to be scanned. Also, the object does not need to undergo any

surface treatment to put it in a favorable condition for scanning. With the error-
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correction algorithm, the noise in an image caused by a phase error can be effectively

adjusted, thus yielding a robust 3-D scanning result.

Key Words : 3D scanning, Temporal phase unwrapping, Fringe order
correction, Phase error correction

Student Number : 2016-22328
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CHAPTER 1. Introduction

1.1. Overview of 3-D Scanning System

The acquisition of 3-dimensional (3-D) information is the primary algorithm
for a scanning system. The 3-D point cloud is made up of the fundamental data that
possess the features and directional information of a scanned object. The algorithm
obtains 3-D scanned data of an object by processing and analyzing multiple digital
images of an object. As the structured fringe pattern is projected from a projector,
cameras capture an image of surface with the pattern from various perspectives. In
the following subsections, the stereo camera setup and structured fringe pattern are

explained in detail.

1.1.1. Stereo Camera Setup

The 3-D scanning system includes one projector and two cameras positioned
at different angles with respect to the object. The cameras perceive the object from
two different perspectives capture their respective images at the same time. Despite
the difference in perspective, both images share certain features of the object. The
correspondence points can be obtained based on the shared features that are present
in both images. The correspondence points serve as keys to calculate a disparity map.
By comparing two images with respect to the correspondence points, the disparity
map - encoded with relative depth information - can be obtained. As the disparity
map is calculated, the map gives insight into the scene depth at every corresponding

pixel location in the images.

In the process of obtaining the disparity map, triangulation is utilized.
Epipolar geometry primarily applies triangulation. As shown in Figure 1-1, epipolar

geometry presents the relationship between two 2-D images by pro]e(;:tin'g'_ 2JD55
1 ¥  — I



coordinates onto a 3-D domain. Based on the projection, the geometric relation
between the two images is derived, and the correspondence points can be found

where the projection lines from each image intersect.

OLF. °e

R

Left view Right view

Figure 1-1. Epipolar geometry [20]

For example, point X in the 3-D domain is projected as point X to the 2-D
left view with an image center at O, in Figure 1-1. By utilizing the epipolar geometry,
the corresponding point in the 2-D right view can be easily determined by inspecting
pixels lying only on the red line. The red line in the right view is also known as the
epipolar line. The 3-D point, X, must reside on the straight line stretched from points
Oc and X,. Because the straight line drawn by the points in the left view matches the

epipolar line in the right 2D domain, the corresponding point can be found.

In addition to utilizing epipolar geometry, image rectification is applied to
the system to find corresponding pixel between images obtained from two cameras.
Applying image rectification to the system simplifies the image and locates the
epipolar line with respect to the corresponding image obtained by the other camera.
As shown in Figure 1-2, image rectification aligns the two images captured from
different perspectives for an identical object. Because the images now lie on the same
image plane, the epipolar line can be found on the same line in both images along

the horizontal direction after applying the image rectification.



Figure 1-2. Image rectification [21]

With the corresponding pixels found from the left and right images, the
corresponding 3-D coordinate can be obtained using triangulation. In Figure 1-3,

calculating the 3-D coordinate of a point is described in detail.
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Figure 1-3. Calculation of corresponding points [22]

Exact, corresponding 2-D pixels from the left and right images are required
for obtaining an accurate point in a 3-D domain. A signal is added to the stereo
camera setup to guarantee the accuracy of correspondence points. In this research,
structured light, as a signal, is projected to the object. In the following subsection,
the structured light is examined in detail with respect to its generation, projection,

and analysis methods.
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1.1.2. Structured Fringe Pattern

To acquire the features of the scanned object, the structured fringe patterns
are generated and projected to the object from a projector. The fringe pattern used in

the projection is a phase-shifted pattern, which contains phase information.

(@) (b)

Figure 1-4. (a) A gray code pattern and (b) a phase-shifted pattern

Two types of fringe pattern are generally utilized for the pattern generation:
a gray code pattern and a phase-shifted pattern, as shown in Figure 1-4 (a) and (b),
respectively. A gray code pattern, also known as a binary pattern, obtains the feature
information of an object by halving the projection space. As the first pattern halved
the projection space, the second pattern halved them again. This creates a pattern
with four regions, and the space is sequentially halved in the same manner. However,
this method is not desirable because phase information is lost on the boundary
between the two regions. Additionally, the scanned quality of the surface feature
highly depends on the number of patterns projected on the object. However, a phase-
shifted pattern, generated at a particular frequency, contains phase information. As
cameras capture a patterned image of an object, the phase information projected on
the surface can be acquired. A unique phase value is assigned to every pixel in the

. ]
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captured image, which facilitates an accurate analysis of the surface feature. The
phase information can be analyzed by processing signal intensity (I) of pixels at
location (x,y) in an it" image, as seen in Equation 1-1. The phase information
includes the wrapped phase and shifted value, represented as ¢ and ¢, respectively.
The signal intensity varies depending on camera properties, which appear in the

equation as: A —ambient light intensity; B — reflectivity.

I'(x,y) = A(x,y) + B(x,y) - cos(p(x,y) + ¢*)

(1-1)

A temporal analysis can be conducted on the signal intensity by shifting an
identical fringe pattern into several steps. In general, the pattern is shifted into 3, 4,
or 6 steps. The steps define the number of intervals in one period of a fringe pattern.
In this research, a 6-step phase shifting is applied to the fringe pattern, which is

calculated as Equation 1-2.

V3o +13—Is—1e) (1-2)

tanp = —
¢ 21 +1p—I3—21,— s+,

According to Equation 1-2, the wrapped phase (¢) is obtained by taking the
inverse tangent on both sides, which is bounded between —m and +r. The wrapped
phases then undergo an unwrapping process, explained in the following chapter, for

acquiring correspondence points in images obtained from the stereo camera.

1.2. Motivation and Objective

The objective of the research is for a system to guarantee a robust 3-D scan.
The goal can be achieved by implementing a spatiotemporal, quality-guided phase

error correction into the algorithm.



Most 3-D scanners require frequent calibration before scanning an object to
robustly obtain 3-D point information in the constantly changing conditions of the
scanning environment. If an object to be scanned is replaced and the replacement has
different surface specifications, the scanner needs to start anew for the calibration
procedure. For some scanners, a limited type of objects can only be scanned, such

that a dental scanner is specifically designed to scan dental casts.

This type of repetition of a procedure or a limitation on scanning an item is
obligatory for a scanner to prevent the propagation of a phase error. The phase error
is one of the major components that affects the quality of the 3-D scanning results.
For this reason, suppressing or eliminating the phase error in the obtained 3-D
information is the key to 3-D reconstruction. In this research, robust 3-D scanning
of various objects is accommodated by applying a spatiotemporal, quality-guided

phase error correction instead of repeating the calibration.

1.2.1. Dynamic Reflection Behaviors Based on Surface

The law of reflection must be understood prior to a 3-D scanning process. In

general, the reflection of light at a plane surface is described in Figure 1-5.

normal

incident ray reflected ray

Figure 1-5. Reflection of light at a plane surface [23]



For light to be reflected as shown in Figure 1-5, it is assumed that the object
has a planar, smooth surface. This surface theoretically does not absorb or transmit
light. For such a complete reflection to occur, the wavelength of the incident light
must be several times greater than the average surface profile height is. However,
the spectrum of visible light rarely satisfies such a condition, and light does not
behave exactly as the law of reflection does when it interacts with a surface. In fact,
the behavior of light highly depends on the medium, surface roughness, and

subsurface reflectivity.

The behavior of light is categorized as specular reflection and diffuse
reflection. If light interacts with a polished surface and diffuse medium, specular
reflections appear. Specular reflection generally obeys the law of reflection, as
shown in Figure 1-6 (a). In specular reflection, a dominant, directional component is
reflected by the surface in accordance with the incident ray. However, diffuse
reflection occurs if light is projected on an object with a reflective subsurface and
rough surface. As shown in Figure 1-6 (b), light is uniformly reflected around the
surface in every direction without any noticeable component of specific

directionality in this instance.
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Figure 1-6. (a) Specular reflection behavior and (b) diffuse reflection behavior

Such a difference in reflection behavior based on the medium affects the
quality of 3-D scanning results. If the object of interest has a rough and matte surface,
such as chalk, the fringe pattern projected on the surface would have diffuse
reflection. With diffuse reflection behavior, a camera can capture the patterned
image of an object from any perspective. Because the intensity of light reflected from
the surface is uniform, the intensity of the captured pattern is consistent regardless
of the angle of observation. However, if the object to be scanned has a glossy and
smooth surface, such as scissors, specular reflection would occur as the pattern is

projected. In this case, the intensity of the reflected light would vary deTnQiﬁg (Pn” &)
s’ *- X L-

1 .T]'I
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the angle of camera observation. A relatively high intensity of light would be
observed around the angle of reflection, while the light would fade away as it is
drifted off from the angle of reflection. Because of the variation in light intensity
depending on the location of the camera, acquiring the correct data for accurate 3-D

scanning of an object becomes challenging.



CHAPTER 2. Related Works

A fringe projection profilometry has been extensively studied and conducted
for a 3-D scan [1, 4-6, 12-13]. Various attempts have been made to increase the
robustness of the 3-D scanning by implementing phase shifting and projecting
multiple patterns [8-10, 14-15, 17]. However, such approaches were limited to an
extend that low frequencies are utilized for the pattern generation. Despite low
resolution images as scanned results, low frequencies were utilized to generate a
fringe pattern because the phase errors could be moderately controlled during the

data processing of the 3-D points.

As the demand for enhancement in scanned results increases, approaches to
eliminate and suppress noises due to phase errors were practiced. One of such
approaches was the construction of a lookup table (LUT) [7-9, 11]. By referencing
to the LUT, Zhong, et al. and Ding, et al. sought to estimate an accurate fringe order
and unwrapped phase. However, the accuracy of the estimation was not high enough
to reconstruct a complete 3-D scanned model. Also, a reliability-based phase
unwrapping and quality-based phase unwrapping methods were introduced [6, 16].
These methods unwrapped the wrapped phases by qualifying or assigning values,
such as reliability and quality, to every pixel in the captured 2-D image. However,
such methods required unnecessary, additional calculations. The extra calculations
not only delayed the overall 3-D scanning process, but also occupied memory space

for conducting calculations and storing the calculated results.

Additionally, one of the major challenges to conduct 3-D scanning is
scanning objects with various surface conditions. While matte, opaque surfaces are
favorable for the scanning, glossy and reflective surfaces are difficult to obtain
accurate feature information because of specular reflection [19]. To deql_yvith.sugh_:

10



limitations, additional coating or matte powder was pervasively applied to the
objects with glossy surfaces and rough edges [2-3, 18]. The treatments on the object
surface could make the object in a more favorable condition for scanning by
controlling specular reflection to behave as diffuse reflection. In doing so, object
could be observed from any perspective, regardless of the position of a camera.
However, such surface treatments do not satisfy the purpose of non-contact and non-
destructive scanning of the fringe projection profilometry, by artificially

transforming the object.

This research intends to resolve such challenges in 3-D scanning through an
algorithmic approach. This study engages in error correction of fringe orders without
corrupting object surfaces. The correction is made based on a priori information of

pixels, simplifying the calculation procedure compared to the previous studies.

11



CHAPTER 3. Principles of Phase Unwrapping

3.1. Overview of the Algorithm

The fundamental relationship between an unwrapped phase (&) and
wrapped phase (¢) is shown in Equation 3-1, where the range of the unwrapped

phase lies within—f;r < ®; < fim.
(Di =21 m; + ®; (3'1)

The relationship is also described in Figure 3-1 - for example, the pattern is

generated at a frequency of 3.

Wrapped Phase (¢)

+

=

I

|
x
|

|

|

|
x
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|

|

|
\:
|

|

|

v |

v

Fringe Order (m)

R

Figure 3-1. The relationship between a wrapped phase and unwrapped phase with

Unwrapped Phase ()

respect to a fringe order

12



To implement a 3D scanning, an originally wrapped phase has to undergo
an unwrapping process and obtain an unwrapped phase. The unwrapping process

requires several calculations on wrapped phases, which are described as follows.

3.1.1. Temporal Phase Unwrapping Algorithm: Number-
Theoretical Approach

A temporal phase unwrapping method utilizes at least two phases in the
generation of a phase pattern. By utilizing multiple phases, the method intends to
eliminate ambiguity that appeared in a single phase and determines the fringe order
of each phase by examining the relationship between each pattern. Among three
approaches to conduct temporal phase unwrapping — multi-frequency, multi-
wavelength, and number-theoretical — to conduct temporal phase unwrapping,
number-theoretical approach is utilized for this research because it aptly uncovers
phase information within the fringe pattern generated at a diverse frequency range

and works robustly at phase jumps [6].

In this research, the phase patterns are generated at three frequencies. The
selection of the frequencies is explained in detail in the following subsection. With
the selected frequencies, three time-shifted phase patterns are generated as Equation

3-2, each with a different unwrapped phase range based on the frequency.

CD1=2T['m1+(p1
CDZ = 2T['m2 +(P2 (3'2)
¢3=2T['m3+(p3

The relationship between the unwrapped phases can be defined by

transforming each phase into an absolute phase, as in Equation 3-3.

,where —m < @y <1 2 B-3p_ 1]

13



For example, the relationship between an absolute phase and the other
unwrapped phases generated at frequencies of 3, 4, and 5 can be described in Figure

3-2.

20
15

10
/ e unwrap1(f=3)

unwrap2(f=4)
5 / unwrap3 (f=5)
10 absolute

-15

(&3]

Phase
o

-20 _
Time
Figure 3-2. The relationship between an absolute phase and the unwrapped phases

generated at frequencies of 3, 4, and 5

Based on the relationship between an absolute phase and the unwrapped
phases in Equation 3-3, an unwrapped phase can be compared to another, as defined

in Equation 3-4.

for®1=f1" D,
f3- @, =fr D3 (3-4)
fi @3 =f3-Py

By replacing the unwrapped phase in Equation 3-4 with the corresponding
relationship in Equation 3-2, each phase relationship can be described as a wrapped
phase in Equation 3-5.

fo-@m-my+ @) = fi-(2n-my + @)

f3@m-my+ @;) = fo (2T m3 + @3) (3-5)
fi-@m-mz+@3) = f3- (21 my + @q)

14 ==



By separating known values to the left and unknown values to the right side

of the Equation 3-5, a key value (¥) can be defined as Equation 3-6.

fop1—f19
(%=f1'm2—f2'm1

f3:92—f2¢

e ZZHZ S=frrmg—f3omy (3-6)
firos—f3¢

tl 32713 t=fzrmy —f1omg

The left key value, which can be calculated from the obtained phase pattern,
is then redirected to the corresponding fringe order by referencing an LUT. An LUT
is a table displaying a relationship between a key value combination (¥, ¥,, ¥5) and
the corresponding fringe order combination (m,, m,, m3). Using an LUT allows the
fringe order for a phase pattern to be determined efficiently. While the left key value

is computable, the right key is unclear because of the fringe order.

Although it is difficult to obtain the fringe order directly from Equation 3-6,
its value can be estimated by its characteristics. The fringe order gradually

increases/decreases from the center with the fringe order value of 0, as shown in
) . . . fi fi
Figure 3-3. The range of fringe order is estimated as — [?J <m; < [;J where | |

stands for a maximum integer less than or equal to the value in the bracket.

15
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Figure 3-3. The fringe order values for unwrapped phases generated at frequencies

of 3,4,and 5

The stepwise characteristics of the fringe order allow an estimate of the
fringe order value with respect to the corresponding unwrapped phase range, as

shown in Table 3-1 (i=1, 2, 3).
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Table 3-1. The fringe order with respect to the range of an absolute phase

Fringe Order (m,) Range of Absolute Phase (®,s)
: . — (fimod2 + 1
lg] n[f; (fﬂ;o )] o <
l
T 3
' 7 S cI)abs < T
: L
0 T o - T
fi abs fl
1 3 o < p-
fi = *abs fl
- %J —T < Dgps < _rlfi— (fir;lodz +1)]
i

The LUT can be generated by combining the fringe order estimation, found
in Table 3-1, and the right key, calculated in Equation 3-6. With the LUT, the left
key values, which are calculated with the obtained wrapped phases, can be directed
to their corresponding fringe order combinations. For example, the LUT for

frequencies at 3,4 and 5 can be generated as Table 3-2.

17 =



Table 3-2. The LUT for wrapped phases generated at frequency = 3, 4, and 5

Left Key (¥;)
Absolute Phase Fringe Order | f2 - ¢4 f3° @2 fi @3
2m 2m 21
(DPabs) (my, my, m3)
_f1'<P2 _f2'<P3 _f3'<P1
21 2m 21
3
i <SPy <m -1,-2,-2 -2 2 1
3 3
ETE < (Dabs < ZT[ -1, -1, -2 1 -3 1
1 3
§7T < Cbabs < ng,' -1,-1,-1 1 1 -2
1 1
ZTL’ < Cbabs < §Tl,' 0,-1,-1 -3 1 3
1 1
ETL'S(DabS<ZT[ 0,0, -1 0 -4 3
1
——7T<<Dabs<§r[ 0,0,0 0 0 0
1
—Z7T<Cbabsﬁ ETE 01 011 0 4 -3
1
—§7T<q’ab55——ﬂ 0,11 3 -1 -3
3
_§”<(Dabs£__” 1,1,1 -1 -1 2
3
—Zn<<babss——n 1,1,2 -1 3 -1
- < q)abs < —Zﬂ,’ 1, 2, 2 2 -2 -1
] |

18



As the left key values are calculated from Equation 3-6, the fringe orders for
each phase are matched by utilizing the LUT generated as Table 3-2. Because the
corresponding fringe orders are found by using the LUT, the unwrapped phase can

finally be estimated in Equation 3-1.

However, the unwrapping process holds a weakness with patterns generated
at high frequencies because the phase errors - if they exist - are propagated as they
are unwrapped. Because phase errors randomly reside within the wrapped phase, the

errors are amplified when they interact with high frequency patterns, as shown in

Equation 3-7.
f2r(@1t+e1)—f1(p2+E2) f2rp1—f192 f2re1—fre
2T 21 21
o _ | 3(@ate)—fo(pzte) | _ |faPa—fo P3|  |f3E2—f2Es3
with error — . - 2 2
[f1'(<.03+£3)—f3'(<.01+£1)J |_f1'<P3‘f3'<P1J lf1'€3—f3‘51J
2T 21 21

37

Confirmed by Equation 3-7, the phase errors influence obtaining a key value
and affect the process of finding the corresponding fringe order by referencing an
LUT. Thus, the obtained fringe order would lead an unwrapped phase to the wrong

result.

To prevent the corruption of phase errors in the process of phase unwrapping,
an error correction algorithm was designed and applied to this research. By applying
the correction algorithm, the phase - influenced by phase errors - was guided to the
most appropriate key value and fringe order so that the phase is correctly unwrapped.
In the next section, the phase error correction method and its application are

discussed in detail.
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3.1.2. Selection of Three Spatial Frequencies

Three different frequencies - f; = 71, f, = 100 and f; = 113 - were utilized to
generate their respective structured fringe patterns. The generated patterns are shown
in Figure 3-4. The frequencies were selected according to the frequency selection
method suggested by Ding [9]. As proposed, the chosen frequency values do not
have any common factor other than 1. Additionally, two from the selection are prime,

odd numbers, and the other is an even number.

20
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Figure 3-4. The structured fringe patterns generated at (a) f. = 71, (b) f. = 100, and
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In deciding frequency selection, high frequencies are considered so the
influence of phase errors residing in the wrapped phase can be clearly observed.
Although utilizing the high frequencies would yield a clear 3-D scanned result with
a high resolution, previous studies on phase unwrapping avoided using it to generate
a structured pattern because of the propagation of the phase error. In this study, phase
errors interacting with high frequencies are corrected to the phases that are pertinent

to their true values.
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CHAPTER 4. Phase Error Correction

4.1. Overview of the Error Correction

In this study, the phase error correction algorithm is designed so a wrapped
phase could be directed to the correct unwrapped phase. This research devised phase
error correction algorithm and applied the algorithm into the general phase
unwrapping procedure. The error correction algorithm is composed of two major
steps: the acquisition of true fringe order and the propagation of the obtained true

fringe order to the neighboring pixels.

To obtain the true fringe order from the captured 2-D image of a patterned
object, the phase values for each pixel are inspected to discriminate between the
correct and incorrect values. The true fringe order refers to the value, which is
distinguished to have the correct fringe order. To obtain true fringe order from the
captured 2D image of a patterned object, phase values for each pixel are inspected
to discriminate between correct and incorrect values. To conduct the discrimination,
several image-processing methods - median filtering and standard deviation filtering
- were utilized. The application of the image processing methods to the 2D image of
a patterned object would result in a filtered image that only the true regions would

be remained, while the regions with incorrect fringe order values are nullified.

As the discrimination in the fringe order values was completed, the
propagation was conducted based on the filtered true values. The propagation was
conducted by comparing the unique pixel value to the value of the neighboring pixels.
Through the propagation of true fringe order, the neighboring pixels, which initially
had an incorrect fringe order due to phase errors, are redirected to the correct fringe

order. In doing so, the pixels that were originally unwrapped to the incorrect values
14 Joa=1]

-
Ll
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become reliable. Thus, the error corrected 2-D image would be able to yield to 3-D
reconstruction with robustness. In the following subsections, the error correction

algorithm is described in detail.

4.1.1. True Value Filtering Procedure

In the process of phase unwrapping, phase errors are propagated from one
step to the next. For this reason, noise usually corrupts an unwrapped phase map,
and it is not possible to obtain correct 3-D scanned results. To prevent such a failure,
pixels with noticeable phase errors should be omitted so they are processed to the
next procedure. To do this, image-processing methods are applied to separate pixels

with phase errors from pixels without phase errors in an image.

A median filter is applied in the fringe order calculation. Because of the
stepwise characteristics of fringe order values, as shown in Figure 3-3, the median
filtering effectively works on a step within the same level. The selection of the
median filtering underlies an assumption that the correct values are dominant over
the incorrect values in the range. If correct fringe orders are dominant, then the phase
error affected ones can be filtered out and adjusted to the median value in the range.
The median filtered image is resulted as shown in Figure 4-1. The median filtered
results show that values, inconsistent with the rest of values within the same range,
are corrected to more fitting values. Consequently, the stepwise feature of the fringe
order is observed more clearly after median filtering is applied than the original

fringe order function.
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Figure 4-1. The fringe order before and after the application of median filtering

However, the correct fringe orders may be corrupted by incorrect values if
the incorrect fringe orders are prevalent. In such a case, the correct fringe order
would be replaced with an incorrect value after the filtering process. Additionally,
the efficacy of the median filter is limited to the steps within the same value. Its
performance on the boundary where fringe order jumps from one value to the other
would be unreliable. Due to such a vulnerability of the median filter, an abnormal
fringe order, observed at the boundary between fringe order values of 3 and 4 in

Figure 4-1, is not rectified.

In addition to the median filter, a standard deviation filter is applied to the
unwrapped phase generated with the median filtered fringe order to guarantee the
discrimination between correct and incorrect values. Unlike fringe order values, the
unwrapped phase is aligned continuously with values increasing or decreasing

sequentially. Because it can correct the unwrapped phases which are inconsistent
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with the neighboring unwrapped phases by comparing one another, the standard

deviation filtering was selected for the error correction on unwrapped phase.

With standard deviation filtering, the scope of the neighborhood pixels can
be managed from examination only on adjacent pixels to the extent all the unwrapped
phase values that phase errors could affect are eliminated. Because the goal of the
filtering procedure is to discriminate correct from incorrect values, the unwrapped
phase is harshly assessed so that only correctly unwrapped phases are remained after

applying the standard deviation filter.
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Figure 4-2. (a) Original unwrapped phase map, (b) median filtered unwrapped

phase map, and (c) standard deviation filtered unwrapped phase map
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The filtered results are displayed in Figure 4-2. The color variation
represents the unwrapped phase value. Based on the true values obtained after the
filtering procedure, the error correction is made on the remaining values that have
been filtered out. The process and application of error correction are discussed in

detail in the following subsection.

4.1.2. Error Correction Based on Filtered True Value

Followed by the acquisition of the true unwrapped phases, the error
correction is conducted based on the true values, beginning from the neighboring

region.

*  Experimental
O  ideal

key3
(=]

-5C

key2 . key1

Figure 4-3. Key value distribution map

Phase errors hiding in wrapped phases disclose themselves as they interact
with a high frequency, as described in Equation 3-7. For this reason, the calculated
key values are found to be unreliable because they are drifted apart from the desired
values. This aspect is observed in Figure 4-3, where the calculated key values from
the experimental data and the desired, ideal data are represented in blue and red,
respectively. In ideal conditions, the calculated key values should be positioned at

2 A2 8t



the corresponding key values. However, they are randomly distributed, which makes

it difficult for them to be matched correctly with the fringe order combinations.

To prevent the propagation of phase errors, the error correction is suggested
in this section. The correction is implemented based on the filtered true values by
comparing key values and fringe orders of the true values to those of the adjacent

incorrect values.

First, the search for candidates to conduct error correction begins from the
neighboring incorrect pixels of the true value regions. As the neighboring incorrect
pixels are selected, the key values of those pixels are examined. Because phase errors
directly affect the key values, according to Equation 3-7, the key values were drifted
away from the ideal keys that they were supposed to be. Thus, the error-affected key
value should be redirected to an ideal key, which is assumed to be the original key

value without the effect of phase errors.

The candidates for the corresponding ideal key for the error-affected key of
an incorrect pixel are carefully selected based on the distance in the 3-D coordinates
composed of three key values of the chosen pixel. The three closest ideal key values
from the error-affected key of an incorrect pixel are selected as candidates. Instead
of automatically switching to the nearest ideal key value, additional candidates are
examined because the influence of phase error on the key value varies. If its influence
were negligible, such that the observed key value is slightly drifted from the targeted
ideal key, the error-affected key would still be within the range of the nearest ideal
key. However, if the error were amplified as it reacts with the high frequency while
calculating the key value, the incorrect key value would drift apart from the ideal
key. In such a case, the nearest ideal key value may not be the intended key that is
assumed to be unaffected by phase errors. Thus, three candidates of an ideal key

value are investigated to increase the reliability of redirection of the ke)) vélué.'_ -TH
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The candidates of key values are then converted to their corresponding
fringe order combinations. The fringe order combination of a neighboring true value
pixel is obtained as well. To make a comparison, the distance between the fringe
order combination of neighboring true value pixel and each candidate is measured.
Among the three distances, the candidate with the shortest distance from the fringe
order combination of true pixel is finally selected as the one for redirection. Such a
comparison of the distance between fringe order combinations is possible because
of the unique characteristic of fringe order that increases/decreases in an orderly
manner. Theoretically, the fringe order of a pixel should be equal to the adjacent
pixels if they are in the same fringe or have a difference of one fringe value if they

are in different fringe.

As an ideal fringe order combination is finally determined for an incorrect
pixel, its original incorrect fringe order is redirected to the newly selected fringe
order combination. An identical procedure is iteratively executed for error correction.
As a result, the true value regions expand, and the omitted regions after the filtering

procedure are converted to the redirected, true fringe order.
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CHAPTER 5. Results

5.1. Experimental Results

The phase error correction algorithm is applied to the initial phase
unwrapping procedure for 3-D scanning. Consequently, the results are obtained and
compared to those from the procedure without the proposed error correction method.
To verify the performance of the proposed method, the error correction algorithm is
tested on three objects with different materials: a plastic object, a metallic object,
and a multi-material object, as shown in Figure 5-1. The experimental results for

each object are introduced and discussed in the following subsections.
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Figure 5-1. Objects tested for 3-D scanning (a) a plastic object, (b) a metallic

object, and (c) a multi-material object — rubber and metal
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5.1.1. Plastic object: 3-D printed figurine

A plastic object is tested for scanning, as shown in Figure 5-1(a). The surface
incessantly has rough edges because of the characteristics of the fused deposition
modeling, one of the popular types of 3-D printing. The uneven angles of rough
edges cause the surface to glare, disturbing the cameras to accurately capture the

features of an object.

The results from the general unwrapping procedure without the error
correction and the procedure with the error correction applied are displayed in Figure
5-2. Figure 5-2(a) and (c) are the left and right unwrapped phase maps, respectively,
which were generated utilizing the general unwrapping procedure. Figure 5-2(b) and
(d) are the unwrapped phase maps that were generated with error correction

algorithm in addition to the general unwrapping procedure.

Based on the obtained left and right unwrapped phase maps, disparity maps
were generated as shown in Figure 5-2(e) and (f). By comparing the disparity maps
from each method, the performance of the error correction is found to be highly
reliable because noises are effectively eliminated after applying the error correction.
While the disparity map without the error correction was corrupted by noise, the
disparity map with the error correction clearly showed features of the scanned object.
The facial features of the figurine, which are difficult to observe in Figure 5-2(e),
can be found in Figure 5-2(f). Additionally, the boundary between the object and
background is unclear in some regions of the map generated without the error

correction.
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Figure 5-2. (a-b) Left unwrapped phase maps, (c-d) right unwrapped phase maps,

and (e-f) disparity maps for a 3-D printed figurine; (a, ¢, €) without error correction

and (b, d, f) with error correction applied
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5.1.2. Metallic object: aluminum tin cover

An aluminum tin cover is tested as shown in Figure 5-1(b). Because metals
have highly reflective surfaces, specular reflection occurs on the surface as the
pattern is projected, making it difficult for cameras to capture patterned images of

an object.

Regardless of the reflective characteristics of a metallic object, the
performance of the error correction algorithm can be clearly observed in Figure 5-3.
Utilizing the method without the error correction algorithm, the unwrapped phase
maps from left and right cameras were generated as shown in Figure 5-3(a) and (c),
respectively. Likewise, the unwrapped phase maps were generated by utilizing the
method with the error correction as shown in Figure 5-3(b) and (d). While the maps
generated by using the error correction is clear of noise on the object surface, the
maps generated without the correction method is disrupted by noises. Also,
background noises are much observed in the maps without the error correction

applied.

Such traits found in the unwrapped phase maps can also be observed in the
disparity maps generated based on them as shown in Figure 5-3(e) and (f). In Figure
5-3(e), the disparity map was generated without the error correction algorithm
applied to the unwrapping procedure. It is difficult to observe an aluminum tin cover
in this map because of the blurry boundaries between the scanned object and the
background. Noises due to the phase errors also make it difficult to distinguish
features on the object surface. On the other hand, the disparity map generated using
the error correction clearly displays a scanned aluminum tin cover as shown in Figure
5-3(f). The object can be distinguished from the background, and the features on the

surface can also be observed in this map.
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Figure 5-3. (a-b) Left unwrapped phase maps, (c-d) right unwrapped phase maps,
and (e-f) disparity maps for an aluminum tin cover; (a, ¢, €) without error

correction and (b, d, f) with error correction applied
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5.1.3. Multi-material object: electrical connector

An electrical connector was tested for scanning as shown in Figure 5-1(c).
Because the test object is composed of two different materials, rubber and metallic
parts, cameras were disturbed by the uneven surface reflection from the pattern

projection.

The results from general unwrapping procedure and the error correction
applied procedure are displayed in Figure 5-4. By comparing the disparity maps from
each method, the suggested method was found to be effective for eliminating noises
due to phase errors. For both left and right unwrapped phase maps, the correction-
applied maps in Figure 5-4(b) and (d) are devoid of noises. On the other hand, the
maps without the error correction contain noises on the object surfaces as shown in
Figure 5-4(a) and (c). Additionally, the boundary between the object and the
background is clearer in the unwraps phase maps generated using the error correction

than those generated without the error correction.

The disparity maps are generated by using both procedures as shown in
Figure 5-4(e) and (f), and showed similar results as the unwrapped phase maps. For
both rubber and metallic parts, noises are observed in the map generated without the
error correction, while they are eliminated in the error correction applied map.
Additionally, background noises are observed more severely in the map without the

error correction than the one with the error correction applied.
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Figure 5-4. (a-b) Left unwrapped phase maps, (c-d) right unwrapped phase maps,
and (e-f) disparity maps for an electrical connector; (a, ¢, e) without error

correction and (b, d, f) with error correction applied
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5.2. Data Analysis on Results

The three objects that were tested for 3-D scanning were reconstructed into
3-D point clouds, as shown in Table 5-1. As the error correction algorithm was
applied to the phase unwrapping procedure, the reconstructed 3-D point clouds
clearly showed the original objects at all perspectives. However, it was difficult to

distinguish the scanned results without using the error correction because the point

clouds were disturbed by noises.

Table 5-1. 3-D reconstructed results for the scanned objects

Before Error Correction

After Error Correction

Plastic

Figurine

Isometric

Top

Front

Right
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Isometric

Top
Aluminum
Tin Cover

Front

Right

Isometric

Electrical

Top
Connector

Front
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Right

For the data analysis on the 3-D reconstructed results, all the scanned objects

were compared with respect to the inliers and outliers as displayed in Table 5-2. The

inliers represent 3-D data points that are located within the acceptable range, while

the outliers represent those located outside of the acceptable range. Based on the

absolute phase, the acceptable range for each scanned object can be defined. Table

5-2 confirms the performance of the error correction method in that the percentage

of inliers is increased for all three objects, as the error correction was applied. The

increase in the inliers indicates that an increased number of 3-D points are redirected

from the phase error-affected value to the correct value so that they fall into the

acceptable range.

Table 5-2. Experimental results comparison

Before Error Correction

After Error Correction

Inlier [%] | Outlier [%] | Inlier [%] | Outlier [%]
Plastic Figurine 25 75 98 2
Aluminum Tin Cover 24 76 98 2
Electrical Connector 65 35 93 7
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CHAPTER 6. Conclusion

In this research, the phase error correction was applied to calculate the fringe
order, thus generating accurate unwrapped phase maps for a robust 3-D
reconstruction. By examining the fringe order of each pixel from the initially
captured images, the correction method aptly segregates the correct and incorrect
regions. The fringe orders of the separated incorrect regions are then redirected to
more reasonable values based on those of the neighboring correct regions. The
performance of the error correction method was confirmed as more robust than
performing the unwrapping process without it. To verify its performance, a disparity
map based on the unwrapped phases from both left and right images was generated.
When compared to the disparity map derived from a general phase unwrapping
procedure, the map of the suggested method presented the depth of the scanned
object, almost devoid of noise due to phase errors. As a result, it generated a disparity
map and a 3-D model that clearly displayed the features of the object. Thus, the
suggested method allows for robust 3-D scans of objects with varied surface
conditions that does not require any surface treatment or modification of the

scanning system.
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