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Abstract

Sports highlight selection has traditionally required expert opinions and man-

ual labor of video editors. In recent years crowdsourcing viewers’ live comments

has emerged as a promising tool for automating this laborious task, overcoming

the burden of extracting semantic information by computer vision. However,

popular methods based on peak-finding are sensitive to noise and may produce

highlights far from those selected by experts. In this work, we take a statistical

approach that combines multiple hypothesis testing and trend filtering. By an-

alyzing 29 baseball games played in the 2016 and 2017 seasons, we demonstrate

that our approach properly sifts out the noise and generates result closer to

expert-chosen highlights, achieving average precision higher than 0.7.

Keywords: Change point detection, Crowdsourcing, Fused lasso signal approx-

imator , Multiple hypotheses testing, Sports highlight, Total variation penalty,

Trend filtering, Video summary
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Chapter 1

Introduction

Large sports events such as the postseason in a professional baseball league are

exciting experiences that attract a large number of fans. The excitement of the

live events is condensed into a series of short highlight reels, to be propagated

to an even larger number of people. Generating highlight reels, however, is

not an exciting task. Video editors have to spend countless hours watching,

selecting, and assembling clips of impactful plays. This highly repetitive and

labor-intensive task also requires a high level of knowledge of a particular sport,

making the whole process costly.

As the sports industry is becoming more and more capitalized, the need

for automating the laborious task of highlight selection is ever increasing. One

line of research in this direction is computer vision-based approaches, whose

ultimate goal is to make the machine to understand the semantics of the games

by analyzing the scenes [1]. With recent advances in artificial intelligence, these

e↵orts appear to bear fruit. In 2017, IBM debuted its Watson supercomputer

at the U.S. Open tennis tournament for generating and posting a highlight
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reel on Facebook within two minutes after each match. However, building such

an expert system is still very costly. Beside the supercomputing requirement,

those systems need to be trained by a human with a huge amount of data.

It is reported that Watson was “taught” using the footages from the Masters

golf and the Wimbledon tennis tournaments. The cues of excitement – scenes

containing such as crowd noise and player’s roar – have to be curated to make

“examples.”

Another, less explored, avenue of research is to take advantage of the power

of crowdsourcing, or outsourcing certain tasks from computers to a collection

of human workers where human labor is more e�cient and reliable than that

of computers [2, 3]. Due to the burst of the Internet and smart devices, there

has been a surge of time that people spend online. Consequently, more research

on utilizing the collective input from the online crowd has sprung up in various

domains [2, 3, 4, 5, 6, 7]. A common observation in these domains is that when

an interesting event occurs, the rate of online activities increases in almost real-

time. In sports highlight selection, peaks in data streams from popular social

network platforms associated with live broadcasts are detected in e↵orts to

extract exciting moments [8, 6]. However, online streams are inherently noisy;

hence methods relying on local peak detection may be unstable and result in

selections not comparable to professionally-edited highlight reels [6].

In this work, we propose SportLight, a statistically-based method for sports

highlight selection. Our approach is based on the idea that every moment of

a game can be binary-classified into either highlight (1) or non-highlight (0)

state. These state variables are unobservable but can be estimated by statistical

hypothesis testing. There are as many hypotheses as the moments, and they

are highly correlated by the narrative of the game; in this respect, we focus on

designing a model that successfully suppresses the possibility of false alarms
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resulting from multiple hypotheses testing with a strong correlation. Because

highlight events are by nature rare and abrupt, we adopt the `1 trend filtering [9]

not only to promote slowly varying trends but also to allow sparse, discontinuous

changes [10].

We evaluate our method by using a dataset of 29 postseason games of the

Korean Baseball Organization (KBO) league in 2016 and 2017, drawing on live

streaming video broadcasts from Naver, a dominating web service provider in

Korea, which has 30 million daily visitors among the country of 50 million

population. Baseball is one of the most popular professional sports in Korea,

and roughly 400 thousand people per day watch the games online on Naver,

which also posts (traditionally edited) highlight reels on site. We found that the

highlights selected by our method matches with the expert-curated ones with

precision higher than 0.7, demonstrating that crowdsourcing can be comparable

to the traditional method. This result is in contrast to the prior work [6], in

which crowdsourced highlights have distinct features from the reels from news

corporations. This suggests that SportLight successfully captures the semantics

of the game, or plays that were ultimately meaningful to the outcome of the

game.

This dissertation is organized as follows. In Chapter 2, we summarize prior

works on sports highlight selection and its background. Chapter 3 describes how

our system works, and presents detailed illustrations of the algorithm used in

the proposed system. Then, we evaluate the methodology via an experimental

study based on both expertly chosen highlights and user evaluation in Chapter

4. The significance and limits of this study are discussed in Chapter 5, followed

by a conclusion in Chapter 6.

The contribution of this dissertation is two-fold: (1) we demonstrate that

statistically sound crowdsourcing techniques can produce sports video summa-
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rization close to that generated by experts; (2) we provide a computationally

inexpensive, simple-to-implement algorithm for this purpose.
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Chapter 2

Background

2.1 Audiovisual feature-based sports highlight selec-

tion

In sports video analysis, prior studies have used the audiovisual features of

video formats to extract the scenes of interest automatically [11]. These works

utilize contextual cues appearing in an image frame relevant to the play, such

as a player’s position on a field [12] or a recognized scoreboard in a game [13].

Such visual cues serve as a useful source for generating sports highlights; they

are incorporated and employed to identify the important moments of a game

via computer vision techniques. Alongside a vision-based approach, research on

audio event detection makes use of common audio cues such as the announcer’s

excited speech and ball-bat impact sound for a direct indicator of highlights

[14, 15]. The system proposed in [16] measures the level of excitement and also

displays its measured degree of interest along a time axis. Furthermore, ma-

chine learning approaches have applied audiovisual features for construction of
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classifiers, such as support vector machines (SVMs) [17, 18] and hidden Markov

model (HMMs) [12, 19], to identify and estimate the state of the moment.

In conjunction with the aforementioned research, IBM has developed a

highlight-suggestion system with an artificial intelligence tool: Watson. Fea-

turing both critical and entertaining moment, Watson summarizes a four-hour

long tennis match into three minutes [20]. It is reported that Watson collects

audiovisual sources from the game and selectively translates the features into a

quantified scale between 0 and 1 [21]. The degree of excitement at each moment

is measured based on Watson’s scoring system, which assigns relative scores to

multiple categories of indicators: crowd cheering and player gestures [20].

2.2 Crowdsourcing-based sports highlight selection

2.2.1 Crowdsourcing systems

Although audiovisual sources have proven their power to extract a play’s seman-

tic information [22, 23], crowdsourcing viewers’ live comments has emerged as

a promising source for automating this laborious and burdensome task. Gener-

ally, audiovisual frameworks are labor intensive and computationally expensive;

they not only require the gathering of numerous pre-specified scenes but also

entail the computational cost of dealing with audiovisual cues. Based on the

contributions of a large audience, however, we can overcome the burden of an

image or audio processing [24]. Another reason for supporting crowdsourcing

method is that sports highlights are closely in line with viewers’ emotional ex-

periences [6]. If a player makes a theatrical catch that saves his team from a

loss, baseball fans are more likely to regard that moment as a highlight than

every single hit of the game.

A series of studies has demonstrated that viewers’ live comments on pop-
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ular social media [5, 6], online broadcasting platforms [25], or live-streaming

platforms [26] have compelling potential for sports highlight detection. These

crowdsourced highlights present the extent to which fans were excited or upset

at a particular moment. The TwitInfo system discovers prominent peaks in the

rate of incoming tweets of Twitter [5]; the system extracts main scenes of soc-

cer events by providing a user interface which tracks the real-time occurrence

of the targeted words, such as “football” or “premier league.” The #EPIC-

PLAY system is also built on this approach, which captures the occurrence

of exciting events in American football games in a live broadcast by separat-

ing the incoming stream of microblogs into home and away records [6]. There

are further studies on media interaction focusing on the applications in digital

media indexing by collecting posts from online forums [25, 7]; in particular,

[25] generates and analyzes sports highlights from baseball games. A more re-

cent study combines viewer data with a traditional audiovisual feature-based

approach [26].

2.2.2 The peak-finding algorithm

The key component of the crowdsourcing methods based on TwitInfo [5, 6, 25]

is the so-called peak-finding algorithm, which detects abnormal increases in the

number of postings by scanning a large stream of data. This algorithm is based

on the following outlier detection criterion. Given the observed stream of count

data C1, C2, . . . , Cn, when a new count Cn+1 is observed, the algorithm classifies

the point as a peak if
Cn+1 � µ̂n

�̂n
> ⌧, (2.1)
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for some ⌧ > 0, where µ̂n and �̂n are the estimated historical mean and devia-

tion. Past data are exponentially weighted in estimation:

�̂n+1 = ↵|Cn+1 � µ̂n|+ (1� ↵)�̂n (2.2)

µ̂n+1 = ↵Cn+1 + (1� ↵)µ̂n (2.3)

An abrupt change in the temporal signal is identified with a peak when newly

entered datum exceedingly deviates from the historical mean. Once a peak is

detected, the algorithm continues hill-climbing until it returns to a value that

is less than or equal to the level at which it started.

Broadly speaking, the binary classification used in the peak finding algo-

rithm resembles statistical hypothesis testing; ⌧ serves as the critical value of

the rejection region from a statistical perspective. For normally distributed

data, the above formula becomes Student’s t-test if sample standard deviation

instead of the exponentially weighted absolute deviation was used. In e↵ect, size

of ⌧ controls the number of peaks detected. A practical choice of the quantities

⌧ and ↵ is proposed in [5], as well as in [6, 25].

In fact, this algorithm is inspired by the algorithm for computing retransmis-

sion time-out (RTO) in the transmission control protocol (TCP) [27]. The mean

absolute deviation is used because of two reasons: it provides more conservative

measurements, and is also easier to compute [28]. This choice is reasonable and

appropriate in TCP’s context because RTO is defined in order to determine an

outlier packet that takes unusually long to transmit. A conservative choice is

necessary to ensure network stability.

2.3 The KBO League

Baseball is a turn-based sport in which for each of the nine innings, two teams

alternate their turns for o↵ense and defense. The o↵ending team is allowed
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three outs while batting the ball pitched by the defending team. The goal is

to advance bases by hitting the ball to a safe place in the field. When a batter

returns to the home base, a run is scored. The game is in play from when the

pitcher throws the ball until the ball is caught by one of the nine defending

players. In Korea, a country of 50 million population, the KBO League is the

most popular professional sport which attracts 6 million fans to the stadiums

annually. To serve this huge fanbase, every game is broadcast live nationally, in

various means including the streaming videos from Naver, which alone possesses

400,000 viewers per day on average. To make the watching experience social,

Naver provides a platform that encourages viewers to post live comments on

the game, specific to each of the home and away teams. In this respect, this

platform resembles the #EPICPLAY.

For the purpose of crowdsourced highlight selection, baseball has a number

of useful features: (1) its pitch-by-pitch nature clearly defines the beginning

and end of a play (as opposed to soccer or basketball, a sport with continuous

actions); (2) a game is in-play for only a small fraction of the its entire duration

(it is often quoted that, “a baseball fan will see 17 minutes and 58 seconds of

action over the course of a three-hour game” [29]); (3) there is a large number of

fans who are willing to actively comment on social networking platforms during

live broadcasts of games. Note that these features are very similar to those of

American football, which is analyzed by [6].
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Chapter 3

The SportLight System

3.1 Components of the SportLight system

3.1.1 Naver’s social broadcasting platform

The broadcasting platform serviced by Naver is illustrated in Figure 3.1, panel

1. The live video stream of the game in play is shown in the middle window.

The scoreboard (top), batter/pitcher information for each of the home (left)

and away (right) teams are also shown. Below the game information, there is a

comment window where the viewers can join either of the teams to comment on

the game. Comments from the home fans appear with the team logo on the left,

whereas those from the away fans appear on the right, with the user id and the

timestamp. Although only a few comments are displayed, the entire comment

history is stored in the platform together with the game statistics, even many

years after the game. This information can be easily retrieved in the javascript

object notation (JSON) format.
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3.1.2 Highlight selection

The input to the highlight selection part is the comment history of a finished

game from the aforementioned platform. The output of the highlight selection

part is a number of timestamp intervals classified as highlights. The number

of highlights can be specified by the user. The minimum length of an interval

is one minute. Panel 2 of Figure 3.1 illustrates 20 signals of selected highlights

(yellow bands) of a real playo↵ game (held on Oct. 21, 2016) overlaid on the

plot of the frequency of comment postings vs. time since game started. The

selected intervals contain the events of home run, double play, and scoring hits,

all of which are generally considered significant plays. These selected intervals

(highlighted in yellow) are shown with timings of the highlight reels curated by

Naver (green boxes) and those generated by the peak-finding algorithm (pink

boxes). Note that an expert-curated highlight featuring 1-2-3 inning —located

in the very beginning— is missed.
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Figure 3.1 Outline of the SportLight system. Texts in panel 1 are translated

from the original scripts in Korean.
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3.2 Highlight selection algorithm

3.2.1 Data

As described, the rate of online activities, i.e. the number of viewers who post

comments during a unit time interval, on the social broadcasting platform is

the key quantity of the SportLight system; we set the unit time interval as one

minute. It appears natural to use the number of comments per unit time inter-

val as the basis for highlight selection algorithm. Instead, we chose the number

of viewers who post comments during a unit time interval for the following

reasons: 1) some viewers post meaningless comments like “hahaha” constantly,

regardless of the game’s progress; 2) some viewers split a comment into several

posts, producing an excess rate. These phenomena stems from that the com-

menting platform is closer to an instant messaging system than a microblogging

service such as Twitter.

3.2.2 Statistical model

Statistically, it is reasonable to model such data as a sequence of Poisson random

variables. In other words, at time t, the observed frequency Xt of the comments

is assumed to follow the Poisson distribution with mean µt:

P (Xt = x) = e
�µt

µ
x
t

x!
, x = 0, 1, 2, . . . (3.1)

The mean number of comments per unit time µt varies with the time index t,

in order to reflect the dynamics of the game and fan responses. However, the

trajectory of µt as a function of t is unspecified and needs to be estimated from

the data.
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3.2.3 Multiple hypothesis testing

We then conceptually dichotomize the unit time intervals into normal (non-

highlight) and highlight states. By nature, normal states will be dominant over

the course of the game. In this case, µt varies slowly, thus can be estimated

from the data in the neighborhood of t. At a highlight state, µt may abruptly

change from the nearby normal states and is di�cult to estimate from the

neighborhood. Because our ultimate goal is to classify each time interval t into

either highlight or normal state rather than to accurately estimate µt, we can

proceed with testing the following statistical hypothesis:

H0 : µt = µ0(t) vs. H1 : µt > µ0(t), (3.2)

for each t, where µ0(t) is the mean counts at time t, which can be estimated

from the neighborhood if H0 is true. The result of this hypothesis testing is

summarized by a p-value, which is between 0 and 1. If the p-value is close to

1, the test is in favor of the null hypothesis H0, or the normal state. If it is

close to 0, the test is in favor of the alternative hypothesis H1, or the highlight

state. As we assume a Poisson distribution (3.1), we conduct the Poisson test

for testing (3.2).

3.2.4 `1-trend filtering

Any statistical hypothesis testing involves the risk of false alarm. This risk is

inflated if we test multiple number of hypotheses simultaneously. This is the

case in SportLight, where we need to test more than 100 hypotheses. Although

there are procedures to adjust the inflation [30, 31], often these procedures are

too conservative and suppress most of true findings. Recently, a method based

on `1 trend filtering has been proposed to adaptively adjust multiple hypothesis

testing [32]. The `1 trend filtering is a technique to estimate an (almost) slowly

14



varying trend from a sequence of noisy observations. The slowly varying trend

is allowed to change abruptly in sparse locations. In its simplest form, `1 trend

filtering minimizes

1

2

nX

t=1

(zt � ⇣t)
2 + �

n�1X

t=1

|⇣t � ⇣t+1|, (3.3)

for variables ⇣1, . . . , ⇣n, where z1, . . . , zn are given noisy observations; n is the

number of intervals. The first term is the squared error commonly found in least

squares estimation, and the second term is the sum of absolute values of the

di↵erences of the sequence ⇣1, . . . , ⇣n. It is well known that minimizing squared

error together with a sum of absolute values tends to make the summands in

the second sum exactly zero [33]. The positive constant � is a tuning parameter

that controls the degree of the zeroing e↵ect. In the above case, this means that

the filtered sequence ⇣1, . . . , ⇣n is piecewise constant with a few jumps. Thus

minimizing (3.3) fits in our statistical model.

In order to adopt the `1 trend filtering to adjust for false alarms from multi-

ple hypothesis testing, we first convert the p-values from tests (3.2) into z-values.

If time t is in the normal state, then the corresponding z-value zt will follow

the standard Gaussian distribution with zero mean and unit variance and stay

close to neighboring z-values. If it is a highlight, then zt will be far from the

neighbor. The filtered z-values ⇣t obtained by minimizing (3.3) suppress false

alarms due to the multiple hypothesis testing while allowing occasional jumps

due to highlights. In order to further promote each ⇣t to tend to zero, we add

an additional penalty and minimize

1

2

nX

t=1

(zt � ⇣t)
2 + �1

nX

t=1

|⇣t|+ �2

n�1X

t=1

|⇣t � ⇣t+1|, (3.4)

with a pair of tuning parameters (�1,�2).
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The above discussion suggests that if we plot ⇣ts, it would look like a step

function in which most plateaus are at the zero level. We select a block of a

constant positive level as a highlight. This is due to that distinct levels of ⇣t

may reflect distinct degree of interest. In panel 2 of Figure 3.1, those distinct

levels constitute 20 highlight intervals. Additionally, selected highlights from

three games are displayed in Figure 3.2.

3.2.5 Tuning parameter selection

The tuning parameters �1 and �2 for problem (3.4) are chosen so that the

number of detected highlights match the desired number. A large value of �1

results in many zeros among ⇣1, . . . , ⇣n, whereas �2 controls the size of jumps.

There is an e�cient algorithm for solving (3.4): for a fixed value of �1, ⇣ts that

minimize (3.4) for every possible values of �2 are computed at once [34]. Thus

for each �1, we can find �2 that gives the desired number of highlights. We

then select the �1 that exhibits the largest average of positive ⇣t’s per minute,

which is a reasonable choice in that sports highlights represent the climaxes of

the game in which the viewers are most interested. Now we can summarize the

procedure discussed above in Algorithm 1.
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Algorithm 1 SportLight highlight selection

Require: (x1, . . . , xn)=count data of length n, N = desired number of high-

light reels (0 < N << n), lambda1Grid = grid sequence of �1

1: for t = 1, . . . n do

2: pt  compute pvalue(x1, . . . , xn) . Chapter 3.2.3: test (3.2)

3: zt  convert to zvalue(pt) . Chapter 3.2.4: input of (3.4)

4: end for

5: for i = 1, . . . do

6: �1  lambda1Grid[i]

7: m 0

8: while m 6= N do

9: Choose �2

10: (⇣1, . . . , ⇣n) `1 trendfilter(z1, . . . , zn;�1,�2) . solve (3.4)

11: intervals detect highlight(⇣1, . . . , ⇣n) . Chapter 3.1.2, 3.2.4

12: m size(intervals)

13: end while

14: solutions[i] ((⇣1, . . . , ⇣n);�1,�2) . solution path

15: end for

16: (intervals⇤;�⇤
1,�

⇤
2) tuning selection(solutions) . Chapter 3.2.5

17: return (intervals⇤;�⇤
1,�

⇤
2)
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Kia Tigers vs. LG Twins /  10 highlights detected
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● lambda1 = 0.71 , lambda2 = 9.929

LG Twins vs. NC Dinos /  10 highlights detected
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2016−10−21
Time(min)
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● ●●
●
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●

● lambda1 = 4.54 , lambda2 = 1.3095
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Figure 3.2 10 highlights retrieved by the SportLight for three selected games.
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Chapter 4

Evaluation

4.1 Quantitative evaluation

We now evaluate the performance of the SportLight system. We use the com-

ment data from two KBO League postseasons. This dataset covers 14 and 15

playo↵s from the 2016 and 2017 seasons, respectively. For the creation of the

ground truth, we used the expert-chosen clips provided by Naver. These clips

are manually collected and labelled. The number of highlight reels found in this

platform ranges from 11 to 38 per game.

We first evaluate conventional performance metrics, namely precision and

recall, which is defined as follows:

Precision =
|{Retrieved Scenes} \ {Relevant Scenes}|

|{Retrieved Scenes}|

Recall =
|{Retrieved Scenes} \ {Relevant Scenes}|

|{Relevant Scenes}|

In addition, F1 scores are computed for the harmonic average of the precision

and recall.
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We compare the performance of the proposed algorithm and the peak-

finding algorithm. The peak-finding algorithm requires to determine the two

parameters ↵ and ⌧ . We fix the weight ↵ = 0.125 as suggested in [5], but use

a di↵erent critical value ⌧ for each game to generate the same number of high-

lights as the SportLight. The average scores are presented in Table 4.1. We set

these algorithms to select 10, 20, 30, and 40 highlights.

Metric Algorithm
Number of highlights

10 20 30 40

Precision SportLight 72.13 67.98 63.22 61.98

Peak-finding 74.24 67.11 60.51 56.18

Recall SportLight 32.00 51.32 61.71 70.89

Peak-finding 51.63 64.72 72.42 79.31

F1 score SportLight 43.02 57.00 61.57 65.09

Peak-finding 59.27 64.85 64.66 64.54

Table 4.1 Average performance of 29 games(%, rounded) per number of signals

extracted from 10 to 40.

The result looks promising: the average precision of the proposed method

reaches up to 72.14%. The precision gradually decreases if we choose to retrieve

more highlights. Rather surprisingly, the cost is small: without sacrificing much

in precision, increasing the desired number of highlights results in higher recall.

For the maximum retrieval of 40 signals, about 62% of the chosen highlights

include the ground truth intervals. On average, 17 manually labeled highlights

are serviced per game by Naver. Thus choosing more than 10 highlights could be

desirable for practice. In comparison to the peak-finding algorithm, the Sport-
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Light appears to have an advantage in terms of precision for those number of

highlights.

Game Metric Number of highlights

(YYYY-MM-DD) 10 20 30 40

Kia Tigers vs. LG Twins Precision 90.00 85.00 70.00 72.50

(2016-10-11) Recall 46.67 60.00 73.33 86.67

F1-score 61.46 70.34 71.63 78.95

LG Twins vs. NC Dinos Precision 100.00 100.00 90.00 77.50

(2016-10-21) Recall 61.54 76.92 92.31 92.31

F1-score 76.19 86.96 91.14 84.26

Doosan Bears vs. NC Dinos Precision 100.00 95.00 83.33 85.00

(2017-10-21) Recall 27.27 45.45 54.55 63.64

F1-score 42.86 61.49 65.93 72.78

Table 4.2 Performance of three selected games (%, rounded) per number of

signals extracted from 10 to 40.

Additionally, most of the detected signals successfully match the highlights

provided by the experts in some of the selected games shown in Figure 3.2; about

9 out of 10 selected reels are correctly identified. To view the performance score

on each game, see Table 4.2 for detail.

We have focused on precision because the number of highlights to select

can be controlled, and recall can be easily misleading. While the peak-finding

method yields higher recall than the SportLight, this is because the recall can be

overestimated if excessively lengthy intervals are selected. In fact, the Naver-
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chosen highlights have an average length of 2 minutes. However, the peak-

finding algorithm generates 5.3-minute long reels when retrieving 10 highlights.

On the other hand, SportLight highlights are 2.9-minute long on average. The

box plot in Figure 4.1 directly shows the di↵erence in average length of the

selected intervals between two methods.

●

●

●

●
●

●

●

●

●

NAVER 10 10 20 20 30 30 40 40

2
4

6
8

10

Ground Truth
SportLight
Peak−finding

Figure 4.1 Box plot of average highlight-length in minute.

Hence, a better metric is needed for more precise assessment of the perfor-

mance. We use the Hamming distance, the number of di↵erent digits in two

binary sequences of the same length, to compare the performance in a scene

length-adjusted fashion. We convert a game into a binary sequence in such a

way that a unit (one-minute) interval corresponds to 1 if it is classified as that

in a highlight, and 0 otherwise. The Hamming distances between each of the
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SportLight and the peak-finding methods and the expert-chosen highlights are

computed. Since the play times di↵er from game to game, we normalize the

measured Hamming distance by dividing it with the total length of the game.

These normalized results are shown in Table 4.3 for both SportLight and the

peak-finding method. Along with the Hamming distance, minute-wisely com-

pared performance is also attached including conventional metrics: precision,

recall and F1 score. For minute-wise evaluation, we compare each binary se-

quence produced by the SportLight and the peak-finding methods with that of

ground truth.

Metric
Algorithm

Number of highlights

(minute-wise comparison) 10 20 30 40

Hamming distance SportLight 29.20 30.07 32.51 34.79

Peak-finding 33.41 34.34 38.98 45.59

Precision SportLight 49.87 47.75 44.07 41.98

Peak-finding 42.28 42.36 39.08 35.42

Recall SportLight 24.47 38.95 47.03 56.33

Peak-finding 40.07 51.10 59.72 69.33

F1 score SportLight 32.01 41.68 44.54 47.15

Peak-finding 40.20 45.49 46.30 46.21

Table 4.3 Average Hamming-distance (%, normalized) and average minute-wise

performance (%) per number of signals extracted from 10 to 40.

In terms of minute-wise assessment, the di↵erence becomes more obvious.

It suggests that the proposed system yields reels that are closer to the man-

ual selection; the discrepancy measured with Hamming distance is remarkably

smaller than that with the peak-finding method in all of our experiment: 29%
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versus 33%, respectively, for 10 highlights. In terms of minute-wise precision,

the performance is much more stringently measured; we observed significant

decrease in precision for both algorithms. However, our system produces higher

precision in all of our experiment: 50% versus 42%, respectively, for 10 signals.

This evidence supports statistical modeling on crowdsourced online activity

data as a feasible approach to summarize the sports games.

4.2 Qualitative evaluation

Our next step is to gather the qualitative evaluation of the selected reels, es-

pecially for reels identified as false alarms. We collected responses from five

baseball fans. They are all familiar with the baseball rules. We asked them to

watch the provided video clips generated from the SportLight system. Then, we

obtained feedback to understand the characteristics of the chosen highlights.

Specifically, we mainly focused on the users’ opinions on the 13 false-positive

clips from the five selected games to understand the property of the crowd-

sourcing method.

The participants were asked to classify the given clips into three categories:

1. This clip contains play-relevant highlights, such as scoring hits, nice de-

fence, and strike-outs.

2. This clip has play-irrelevant highlights, which contains an intriguing part

of the game, such as emotional reactions of the players and the spectators.

3. This clip does not contain any interesting scenes.

They were asked to choose at least one category because each clip possibly

contains more than one event. They were also encouraged to give reasoning for

their choice on the corresponding scene. As a summary of the evaluation, we
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counted the number of categorized responses per clip. For each category, the

number of votes ranges from 0 to 5 in the integer scale per clip based on the

number of responses.

Results are shown in Figure 4.2; out of 13 false positives, 8 were voted for

the first category, 2.8 were for the second category, and the rest were considered

to be the non-highlights or unknowns.

Figure 4.2 Composition of false alarms.

The result of the user evaluation of the false positives is two fold. First, the

participants had di↵erent opinions on how they categorize and interpret the

scenes of interest. For example, these scenes include the emotional reactions of

the audience and renowned baseball managers: the players and fans celebrating

the victory of their supporting team, and a close-up of the managers’ frustrating

faces. Some of the participants viewed these reactions as important features of

a game, but the rest did not consider them as interesting. That is, baseball

fans expressed mixed opinions on how they regard and perceive the importance

of a given scene based on their personal taste. Second, there is a gap between

the experts’ judgement and the general public’s view on their preference of

highlight. These scenes include “highlights” either overlooked or regarded less
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important by experts: an impressive defense which failed to tag the runner out,

and a failed bunt play. While the experts prioritize and focus on the scoring

part of a match, the participants identified some of the false alarms as worthy

of notice.

Although the user evaluation showed the feasibility of SportLight for sports

highlight selection, the participants also pointed out some limitations of the

generated scenes: (1) some of the generated intervals are incomplete; some of

the main events are partly captured; (2) some of the generated intervals are

excessively retrieved; in many cases, they often contain unnecessary and ir-

relevant scenes such as replayed events and advertisements. Fortunately, these

limitations can be improved by using a shorter unit interval.

26



Chapter 5

Discussion

We have shown that the proposed SportLight system successfully analyzes on-

line activities on sports events. Largely matching the expert opinions, our

method produces the most spotlighted parts of a game. Along with the suc-

cess on KBO data analysis, however, our design had several limitations. First,

our system is not able to provide the highlights with descriptions. We designed

our system to generate highlight intervals depending solely on the number of

viewers who posted comments. Hence, the system does not take the semantic

content into account. In this respect, further study on text analysis would be

required to conclusively link detected signals with the content of the game in

detail. We also see that there still is a room for improving quality of retrieval of

the signals. As described in evaluation, the generated highlights raise an issue

of retrieving excess or partial highlights. Further experiments on choosing a

proper size of the unit interval and tuning quantities are warranted regarding

this issue.
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Chapter 6

Conclusion

Video summarization task has accompanied arduous manual exploration of its

suppliers. As a remedy for the demand, crowdsourcing models are emerging.

The challenge in the crowdsourced highlight generation process, however, is to

accurately sort out the significant increase in the viewers’ activities. Highlight

signals are rare and abrupt in a sports game; to discover the parameter change

of the embedded mean signals, we proposed a system that combines multiple

hypotheses testing and `1-trend filtering, which e↵ectively extracts the moments

of viewers’ interest in the presence of noise.

Technically, our main contribution lies in statistically principled application

of highlight identification of the count data. By analyzing two baseball post-

seasons, we demonstrated that our system successfully estimates unobserved

binary game states—highlights and non-highlights. As a result, we could obtain

sports highlights comparable to expert-curated ones in terms of accuracy and

perceptively appealing; our model successfully generated a sequence of high-

lights closer to the ground truth. By applying statistically principled methods,

28



SportLight can provide much shorter and more relevant highlight reels than the

peak-finding algorithm.

We hope our approach paves the way for statistically principled crowdsourc-

ing in event detection. We expect SportLight can be further extended to other

domains than baseball.
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