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Molybdenum disulfide (MoS$_2$) is two-dimensional (2D) crystalline material showing layered structure where three-atoms-thick crystalline sheets are stacked by van der Waals force. The 2D geometry of the structure, a defining feature of this material, has fascinated societies of academia and industry by invoking both ground-breaking solutions for device scaling and blueprints for an entirely new type of device. The 2D geometry, however, poses significant challenges in the materializations of the concepts at the same time. A particularly important issue is the interface which significantly affects the electronic properties. The interface can be either extrinsic in the device structures such as metal-oxide-semiconductor or intrinsic in the multilayer structure. In addition, crystalline symmetry of the multilayer structure varies with the way of stacking. The symmetry plays a fundamental role in determining various symmetry-related properties such as topological current and ferroelectricity.

In this dissertation, the role of interface and symmetry on the electronic properties of MoS$_2$ is investigated using first principles calculations based on density functional theory (DFT). The theoretical study explorers the structure-property correlations for the MoS$_2$ based logic device with enhanced and new functionalities.
We begin with the study on the atomistic structure at the interface between single layer MoS$_2$ and gate oxides in field-effect transistor. This shows that the electronic band structure of MoS$_2$ can be significantly perturbed by the chemical interaction at the interface with the oxide. The results reveal the atomistic origin of mobility degradation mechanism depending on the types of oxide and calls for the importance of careful interface treatment to improve the performance of MoS$_2$ transistor.

Next, we investigate the emerging electronic properties of multilayer MoS$_2$ showing particular symmetry. Recent theoretical and experimental studies established the basis of valleytronics which harnesses the valley degrees of freedom of electrons in the multi-valley band structures as an information carrier. On the other hand, the layer degree of freedom naturally arises in the multilayer structures and can be possibly integrated into the valleytronics as an additional information carrier. The concept of the layer degree of freedom, however, was immature compared to the valley counterpart. Here, we combine the DFT and group theory calculations to thoroughly investigate the role of the symmetry of layered structure on the properties of layer degree of freedom. We show that the certain stacking structure, called 3R structure, with polar symmetry enables efficient processing of the layer degree of freedom in analogy with the valley degree of freedom in the inversion asymmetric systems.

Finally, we explore the ferroelectric functionality with the 3R structure. The
possibility of ferroelectricity of MoS$_2$ had been overlooked due to the mirror symmetry of isolated monolayer. We show that the spontaneous electric polarization can manifest itself from the interlayer interaction in the polar 3R structure. Hence the polarization is switched by the interlayer sliding. We investigate the ferroelectric switching mechanism based on the nonlinear phononics of the interlayer shear phonon with the infrared active phonon. The results indicate that the possibility of ultrafast ferroelectric switching using an intense light pulse.

This dissertation demonstrates substantial effects of the interface and the symmetry on the electronic properties of MoS$_2$ in various perspectives of applications. The constructed structure-property correlations and the strategies to utilize the emerging properties shall provide the insights to realize and advance the 2D materials device.
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Figure 3.1 Atomic structures of bulk amorphous oxide and interface structure with MoS$_2$. Short-range order of (a) $a$-SiO$_2$ showing the distinct SiO$_4$ tetrahedral network and (b) $a$-HfO$_2$ showing various coordination numbers and polyhedral connectivities. Interface structures of (c) MoS$_2$/a-SiO$_2$ and MoS$_2$/a-HfO$_2$ obtained by annealing at 1000 K for 50 ps. The Si-S bonds and dangling O atoms are indicated by arrows in (c).

Figure 3.2 Evolution of interface atomic structure and interface energy for MoS$_2$/a-SiO$_2$ and (b) MoS$_2$/a-HfO$_2$ along the annealing time at different annealing temperatures. $N_{Si}$, $N_{Hf}$, and $N_{S}$ are the coordination numbers of Si, Hf, and S atoms, respectively. The dashed lines are the corresponding values for bulk $a$-SiO$_2$, bulk $a$-HfO$_2$, and free-standing MoS$_2$. The shaded region in (b) indicates the standard deviation of $N_{Hf}$ in Bulk $a$-HfO$_2$.

Figure 3.3 Comparison of the electronic properties of the interface structures with free-standing MoS$_2$. The interface structures correspond to the structures shown in Figure 3.1(c) and (d). (a) High-symmetry points in the folded Brillouin zone (orange) of MoS$_2$ in 4×4 supercell. Band structure and wavefunction of the conduction band minimum for (b, c) free-standing MoS$_2$, (d, e) MoS$_2$/a-SiO$_2$ and (f, g) MoS$_2$/a-HfO$_2$. 
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structures. The Si-S bonds in MoS\textsubscript{2}/a-SiO\textsubscript{2} are denoted by the arrow in (e). ................................................................. 38

Figure 3.4 (a) Short-range order of bulk a-Al\textsubscript{2}O\textsubscript{3} structure. (b) Snapshot of MoS\textsubscript{2}/a-Al\textsubscript{2}O\textsubscript{3} interface structure annealed at 1000 K for 50 ps. (c) Electronic band structure of the interface structure. Zero-energy corresponds to the Fermi level (d) Plot of wavefunction corresponding to the CBM. ................................................................. 42

Figure 4.1 Layer-index of polar 3R MoS\textsubscript{2}. (a) The layer-index \( n \) is defined over layers stacked with the interlayer spacing \( d \) along the polar axis [001]. The direction of the spontaneous electric polarization \( P_s \) is downward ([001]) in BCA\cdots stacking. All the layers are crystallographically equivalent by the rhombohedral translational symmetry \( R \) in the periodic bulk structure. (b) The Wannier-Stark states confined in each layer under the uniform built-in potential \( V_{built-in} \) with the energy splitting corresponding to the interlayer potential \( \phi \). (c) The magnitude of \( P_s \) and \( V_{built-in} \) calculated by DFT as a function of the number of layers. The \( P_s \) asymptotically reaches the bulk value (dashed line) with the number of layers. The potential between the top and bottom layers increases linearly by the interlayer potential \( \phi \). ......................... 53

Figure 4.2 Schematic band structures with the double group representation \( \Gamma \) of bilayer structure. The red and blue lines indicate spin up and down,
respectively. (a) In 3R, all the states are nondegenerate from $C_3^\dagger$ symmetry and show WS type localization under $E_{built-in}$ with splitting energy $\phi$. Except for certain pair of opposite spins, $\Gamma$ differ between adjacent states indicating prohibited superposition from symmetry. (b) In 2H, degeneracy arises from $D_3^\dagger$ symmetry whose IR labels are marked with the prime ($\Gamma'$). See Table 4.3 for the detailed wavefunction forms.

Figure 4.3 Compatibility relation for the $K$ valley states under the electric field along the $z$-axis. The red and blue lines indicate spin up and down, respectively. (a) 3R structure undergoes the anti-crossing accompanied by the delocalization and spin-depolarization at the critical field. The critical field is always opposite to the built-in electric field ($-z$ direction in the BC stacking). (b) In 2H structure, the anti-crossing between split VB states with the up (down) spin appears at the critical field along $-\text{(+)}z$ direction entailing the delocalization but no spin-depolarization.

Figure 4.4 LDA band structures of pristine (a) and biased (b, c) 3R MoS$_2$. (a) All the band are spin polarized and confined, including the states spanning the same IR. (b) Under the field strength of 10 MVcm$^{-1}$, the anti-crossing induces mixing of two CB states having identical representation $\Gamma_6$, which results in the significant delocalization and depolarization of spin. (c) The anti-crossing between VB states of $\Gamma_4$
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Figure 4.8 Built-in potential developed by the spontaneous polarization of the finite layers of 3R MoS$_2$. Plane-averaged electrostatic potential profiles along the [001] axis of 2-5 layers of 3R MoS$_2$ (BCA⋯ stacking) calculated using vacuum-slab structures with (a) LDA, (b) PBE-D2 and (c) PBE-D3 functionals. $\Delta V$ is the potential difference between the top and bottom layers. ..........................................................78
Figure 4.9 Finite layers of 3R stacking sandwiched in supercell structure. Finite layers (2-5 layers) of MoS$_2$ with polar 3R stacking are intercalated between non-polar stacking (including 2H). In-plane lattice parameters, layer thickness and interlayer distances in the supercell structures are the same with those of bulk 3R MoS$_2$.

Figure 4.10 In the commensurate structure, position of the Mo and S atoms projected onto the 2D hexagonal primitive cell corresponds to the partial translation vectors $t_A = a_1$, $t_B = 2/3a_1+1/3a_2$ and $t_C = 1/3a_1 + 2/3a_2$, respectively. The $C_3^+$ symmetry axes at $t_A$, $t_B$ and $t_C$ are all preserved in any commensurate stacking. The CAM is the eigenvalue of the $C_3^+$ symmetry axis at $t_A$.

Figure 5.1 (a) Stacking-dependent spontaneous polarization of bilayer 3R MoS$_2$. (b) Energy of the bilayer structure depending on the stacking sequence. $\Phi_{NEB}$ is the ferroelectric switching barrier calculated by the NEB method. (c) Displacement patterns of the interlayer shear mode ($Q_{LS}$) and the infrared mode ($Q_{IR}$) mode along the in-plane polarization direction $r$. (d) Phonon dispersion of the bilayer 3R MoS$_2$. The zone-center $Q_{LS}$ mode at 0.6 THz and $Q_{IR}$ mode at 11.4 THz are denoted by arrows.

Figure 5.2 (a) Top view of the AB stacked 3R MoS$_2$ showing the $C_{3v}$ symmetry. In the AB stacking, the S atoms in the upper layer are on the top of the
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Figure 5.3 Evolution of potential energy curve on the $Q_{LS}$ coordinate along the ferroelectric switching directions under (a, b) x-polarized and (c, d) y-polarized pulse. Rapidly oscillating $Q_{IRx}$ under pulse modulates the potential energy curve (grey lines) with respect to the static case at $Q_{IR} = 0$ Åμ (black line). The effective potential energy experienced by the $Q_{LS}$ is the time-average of the potential energy curves (orange line). $\langle \Phi \rangle$ is the effective energy barrier under the pulse while $\Phi_0$ is pristine energy barrier. Direction and relative magnitude of the effective anharmonic force $F_{anh}$ on $Q_{LS}$ are depicted by the orange arrow. (e) Effective interlayer interaction between the Mo and S sublattices induced by $Q_{IR}$. (f) Contour plot of the interaction energy indicates the direction and relative magnitude of the anharmonic force depending on the polarization direction of $Q_{IR}$ (see main text for the details).
Figure 5.4 Dynamics of the normal-modes under the x-polarized pulse (a, b) without and (c) with damping. (a) Amplification of the $Q_{LSy}$ mode through the anharmonic force by the pulse at 0 K. (b) At 300 K, the $Q_{LSy}$ has sufficient kinetic energy to overcome the effective energy barrier ($\langle \Phi \rangle = 11.5 \text{ meV at } |Q_{IRx}| = 5.35 \text{ Å} \mu$) after the pumping, and oscillates back and forth between the AB ($Q_{LSy} = 0 \text{ Å} \mu$) and AC ($Q_{LSy} = 16.29 \text{ Å} \mu$) stackings without dissipation. (c) In the presence of damping, the $Q_{LSy}$ mode at 0 K overcomes the energy barrier after eight sequential pulses. The AB stacking changes to the AC stacking and does not return due to the dissipation of kinetic energy. (d) Schematics of ferroelectric switching through the $Q_{IRx}$-$Q_{LSy}$ coupling. The orange arrows indicates the directions of interlayer shear induced by the x-polarized pulse, which are opposite in the AB and AC stackings.
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1.1 Two-dimensional transition metal dichalcogenide

Two-dimensional (2D) material refers to the atomically thin sheet of crystal or its stacked form. The study on 2D materials began in earnest with the isolation of the single layer graphene from graphite using adhesive tape in 2004[1] and subsequent observation of celebrated massless Dirac fermion and quantum Hall effects[2,3]. Importantly, this astonishing event triggered a search for the other 2D materials candidates by renewing the interests in all the known layered materials bonded by van der Waals (vdW) interaction[4]. The transition metal dichalcogenides (TMDCs) of the chemical formula $\text{MX}_2$ are crystallized in three-atom-thick crystalline sheets with various combinations of metal and chalcogen elements from the periodic table[5]. The TMDCs constitute the one of the most important class of 2D materials which exhibits various structural and electronic phases ranging from the...
semiconducting[6,7], (semi-) metallic[8], and superconducting[9] phases to those with topological characteristics[10–12].

Molybdenum disulfide (MoS$_2$) is representative TMDC naturally found as an earth-abundant mineral. The early interest in MoS$_2$ was mainly on the tribological applications due to the easy interlayer sliding[13]. Being enlightened from the graphene case, many researchers started to focus on more fascinating aspects of the MoS$_2$ in electronics applications. The MoS$_2$ is stable in semiconducting phase in ambient conditions, which is suitable for ultrathin transistor applications[14] compared to the invariably semi-metallic graphene[15]. Also, the band structure exhibits multiple extrema at momentum space enabling the valleytronics applications[16]. Moreover, the MoS$_2$ has the rich structure-property correlations such as stacking-dependent band structure modulations[6,7,17], and metal-semiconductor transitions through the reconstruction within individual layers[18]. All these facets have attracted vast attention across the fields of science and engineering for the realization of the electronics upon two-dimensions using the MoS$_2$ as a prototypical materials platform.

1.2 Electronics upon two-dimensions

Understanding of the physics and chemistry of MoS$_2$ is now becoming more sophisticated. Nonetheless, it is yet a long way to go to realize next-generation
devices harnessing its unique advantages. In followings, brief reviews are given for the researches on the device applications categorized by the three mainstream directions; field-effect transistor, valleytronics device, and ferroelectrics.

1.2.1 2D channel in MOSFET

The scaling of silicon-based metal-oxide-semiconductor field-effect transistor (MOSFET) is expected to end up the stage where the switching speed and switching energy cannot be further improved simultaneously [19]. Upon pursuing the scaling, the geometry of MOSFET has been evolved in order to improve the electrostatic controllability over the channel from the single-gate to the multi-gate one[20]. So-called FinFET, where the fin-shaped channel silicon is wrapped by the gate oxide at the three facets, came into the successful commercialization[21]. Replacing the silicon with other materials will be another revolutionary breakthrough in realizing the next-generation device. The III-V compounds exhibiting extremely higher carrier mobility seems to be a straightforward solution, however, calls for many technological challenges[22].

The MoS$_2$ has attracted many research interests as a potential candidate for true 2D channel material[23]. The MoS$_2$ based MOSFET can be considered as an ultimate form of the gate-all-around MOSFET based on the silicon
channel which is shaped into the nanosheet[24]. Single layer MoS₂ has the sizable band gap (~1.8 eV)[6,8] and good theoretical mobility (~200-400 cm²V⁻¹s⁻¹)[25,26] which are promising for high-performance and low-power device. Especially, this will greatly enhance the electrostatic gate control since all the electrons are confined in the true 2D geometry at the immediate proximity of the electric field from the gate oxide. The MoS₂ based MOSFET features high on/off ratio (~10⁸) and low subthreshold swing (below 80 mV/decade)[14]. However, the mobility of MoS₂ in the MOSFET structure severely degraded from the theoretical value predicted from the free-standing form[27]. The most effective strategy was utilizing the high-\(k\) gate oxides such as HfO₂ and Al₂O₃ in order to suppress the Coulombic scatterings from the defects near the channel region[28]. However, the mobility enhancement mechanism has been arguable because the surface optical phonons of high-\(k\) oxides might scatter the carriers stronger than the low-\(k\) oxide such as SiO₂[29]. On the other hand, the encapsulation of MoS₂ with other 2D materials like graphene or boron nitride to avoid the defects showed mild improvements[30].

1.2.2 Valleytronics device

Another important research field of the MoS₂ is to build entirely new types of logic devices utilizing the unique electronic structure. In conventional electronics, digital information (0 and 1 states) is encoded based on the
presence or absence of the electronic charge in the real space. By contrast, the valleytronics is an emerging information technology in which the information is encoded in valley degrees of freedom (DOF) of electrons in momentum (reciprocal) space[16]. The MoS$_2$ has the multi-valley band structure where the band extrema appear at two inequivalent points $\pm K$ in the momentum space[31]. The electrons with opposite momentum can be distinguished because they are conjugated with the opposite Berry curvature and magnetic moment under the time-reversal symmetry[16]. The read/write operations rely on the conjugate properties by which electrons differently response to the external electric or optical field at two valleys[31]. This protocol is hence feasible only in the system without inversion symmetry which would make two valleys indistinguishable[16].

Valleytronics is yet in the conceptual stage compared to the spintronics which has a commercialized device architecture like the STT-MRAM (spin torque transfer magnetic random access memory)[32]. Valleytronics is expected to have advantages similar to spintronics such as nonvolatility and low power consumption[33]. The single layer MoS$_2$ with broken inversion symmetry had been the main platform of the fundamental study at the early stage[34,35]. Soon the research interest transferred to the multilayer form where the various stacking-dependent phenomena were explored[17,36,37]. In particular, it was noted that electrons in layered structure gain another DOF related to the position among layers, so-called as layer-index or layer pseudospin[38]. The
layer-index is the most natural DOF arising at the layered 2D materials. If this can be harnessed as an additional information carrier along with the valley DOF, for example, the information density can be simply multiplied. However, the possibility of integration of layer-index concept into the valleytronics has not been investigated.

1.2.3 2D ferroelectrics

Ferroelectric materials should have stable ground states of distinct electric polarizations which are switchable by an electric field. Ferroelectricity is an important material property to realize the non-volatile memory devices. The bulk ferroelectric materials such as perovskite[39] and zirconia-hafnia[40] systems have been mainly studied for the ferroelectric memory devices to date. Upon pursuing the scaling of the devices for the higher storage density and low power consumption, the ferroelectric films have been thinned into the few tens of nanometer scale[41]. In the angstrom scale, however, whether the bulk ferroelectrics retain the ferroelectricity against the depolarization field is still an open question[42–44]. On the other hand, observation on the robust ferroelectricity from the atomically thin crystals based on polyvinylidene fluoride indicates the possibility of robust ferroelectricity without the size effect based on the low-dimensional materials[45].

The study on the ferroelectrics based on 2D materials is very limited despite
its importance in both technological and theoretical perspectives. To date, 2D ferroelectricity has been reported for some of the group IV-VII[46] and group III-V[47] compounds, but not for the TMDC in the experiments. The ferroelectric TMDC will enable the non-volatile device with combinations of the extreme scale and the unique functionalities of the TMDC.

1.3 Role of interface and symmetry

The interface between dissimilar materials is omnipresent in any functional unit of the electronic devices and is a crucial factor affecting the properties. Compared to the bulk materials, the extrinsic interface effect will be more dominating in the 2D materials; it is even difficult to distinguish the ultrathin body and the interface (surface). For instance, the carriers confined in the proximity of interface with gate oxides becomes more vulnerable to the scattering at the interface[29], which corresponds to another side of the coin; the enhancement of gate controllability over the confined carriers[23]. It is apparent that the 2D channel will show intrinsic performance when its atomic and electronic structures are intact like in the free-standing form[48]. In addition, the intrinsic interface will form between layers in any multilayer structures, which can modulate the properties substantially also[6,7,17].

The symmetry of materials determines many of the properties at firsthand. The understanding of the symmetry-dependent properties is essential to
design the materials for the target function. For instance, the ferroelectricity only appears in the materials with polar symmetry structure[49]. And, the inversion asymmetric material is used for valleytronics device in order to process the valley information[16]. Importantly, the 2D materials can have various crystalline symmetries depending on how to stack the individual layers[50]. Thus, careful inspection is necessary to predict the properties emerging from the underlying symmetry.

1.4 Thesis outline

At the heart of this dissertation is to look at carefully the electronic properties driven by interface and symmetry in order to improve and extend the functionality of MoS₂ for device applications. First principle calculation is a powerful theoretical tool to investigate such structure-property correlations in atomic scale. In this dissertation, we address the important issues in the field of MoS₂ based electronic devices using the first principles.

Chapter 3 presents a study on the atomistic mechanism of mobility degradation from the interface between the single layer MoS₂ and gate oxides. We compare the high-\(k\) HfO₂ and low-\(k\) SiO₂ which have shown, consistently in previous experiments, the mobility enhancement and degradation, respectively. We show that the SiO₂ forms the interfacial bonds or defects at the interface and significantly reduces the electron effective mass of MoS₂. In
contrast, the electronic structure of MoS$_2$ is preserved, like free-standing form, in contact with the HfO$_2$ which does not form interfacial defects. The origin of the distinct interface chemistry is discussed. The results provide an atomic-scale understanding of mobility engineering using gate oxides.

In Chapter 4, we investigate the role of stacking-dependent symmetry on the electronic valley structures in order to construct a concept of the controllable layer degrees of freedom of electrons in the multilayer structures. By combining the group theory with the first principles calculations, we elucidate certain conditions to have the valley carriers suitable for interlayer motion control. Namely, the 3R structure MoS$_2$ with polar symmetry retaining the internal electric field hosts the carriers confined in the individual layer whose interlayer motions can be selectively induced based on the energy conservations upon interaction with the photons. We thoroughly discuss the effect of the spin-orbit coupling under double group symmetries on the valleytronics with various stacking structures.

Chapter 5 investigates the ferroelectric switching mechanism of the bilayer 3R structure MoS$_2$. We focus on the optically driven switching based on the nonlinear phonics by which the selective excitations of infrared active mode leads amplification of Raman active interlayer shear mode from anharmonic couplings. First principles calculations and lattice dynamics simulations show that the intense optical pulses polarized along the certain crystallographic axis of MoS$_2$ can lead the large amplitude of interlayer translation to reverse the
electric polarization.
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CHAPTER 2
THEORETICAL BACKGROUND

2.1 First principles calculation

First principles calculation is the principal method in this dissertation. The first principles approach is to study a physical phenomena by solving the fundamental equation governing the system. The quantum mechanical behavior of electrons is described by the Schrödinger equation. The electronic part of the Schrödinger equation for \( N \) electrons is given by Born–Oppenheimer approximation (in atomic unit)

\[
\left\{ -\frac{\hbar^2}{2m} \sum_i \nabla_i^2 - \sum_{i,j} \frac{Z_j}{|r_i - R_j|} + \frac{1}{2} \sum_{i \neq j} \frac{1}{|r_i - r_j|} \right\} \Psi = (K + V + U) \Psi = E \Psi,
\]

where \( \Psi(r_1, r_2, ..., r_N) \) is electronic wavefunction, and \( R_j \) and \( Z_j \) are coordinate and charge of the nucleus, respectively. Typical materials systems
consist of a substantial number of electrons and nucleus for which the
Schrödinger equation cannot be solved by itself. Nonetheless, if the solution
is obtained, all the properties of materials can be obtained without any
approximations. The density functional theory (DFT) has become a standard
for the first principle calculations, which enabled ones to study of many kinds
of physical and chemical properties of materials on the basis of quantum
mechanics with affordable computational resources[1]. In followings,
backgrounds of the DFT is described briefly.

2.1.1 Hartree-Fock theory

Hartree-Fock method[2] is an early approach to solve the Schrödinger
equation. The primary approximation is to express the wavefunction by Slater
determinant in the form of

$$\Psi(r_1, r_2, ..., r_N) = \frac{1}{N!} \begin{vmatrix} \varphi_1(x_1) & \cdots & \varphi_N(x_1) \\ \vdots & \ddots & \vdots \\ \varphi_1(x_N) & \cdots & \varphi_1(x_1) \end{vmatrix},$$

where $\varphi(x)$ is one-electron spin-orbital as a function of both coordinate and
spin, which is normalized as $\langle \varphi_i | \varphi_j \rangle = \delta_{ij}$. The determinant is antisymmetric
under electron exchange $P_{ij} \Psi = -\Psi$, hence trivially satisfy the Pauli
principle. The approximation of $\Psi$ by a single Slater determinant is exact
only for the non-interacting systems ($U = 0$) for which the to the electron coordinates are separable.

The best approximate ground state wavefunction is obtained by optimizing trial wavefunction $\tilde{\Psi}$ using the variational principle $E_o = \min_{\Psi} \langle \tilde{\Psi} | H | \tilde{\Psi} \rangle$.

This results in the Hartree-Fock equation

$$h^{HF} \phi_i (r) = \left\{ -\frac{1}{2} \nabla_i^2 + v(r) \right\} \phi_i (r) + \sum_{j \neq i} \int dr' \left\{ \frac{\phi_j (r')^2}{|r - r'|} \phi_i (r) - \frac{\phi_j^*(r') \phi_i (r')}{|r - r'|} \phi_j (r) \right\}$$

$$= \varepsilon_i \phi_i$$

Each electron in the equation moves in the effective potential asserted by the rest of electrons, and the equation is solved self-consistently. The equation is based on the wavefunction with $3N$ spatial coordinates, which becomes extremely difficult to solve when the system size goes large. The computational cost increases $O^4$ (and much more for more sophistication) as the growing size of the system ($N$ or size of the basis functions). The most time-consuming part is the calculation of orbital-dependent, nonlocal, exchange operators in the equation[3].

### 2.1.2 Density functional theory

The DFT provides an accurate and efficient way to obtain ground state properties. The DFT is fundamentally different from earlier method in that
this approach uses the electron density as a basic variable rather than the wavefunction:

\[ n(r) = N \int dr_2...dr_N \Psi^* (r, r_2,..., r_N) \Psi (r, r_2,..., r_N). \]

In 1964, Hohenberg and Kohn[4] supposed the one-to-one correspondence between ground state electron density \( n(r) \) and external potential \( v(r) \) for the interacting electronic system which is defined by the external potential \( v(r) \).

Therefore, the \( n(r) \) determines both \( N \) and \( v(r) \), and hence the entire Hamiltonian. The lemma indicates that obtaining the \( n(r) \) is equivalent to solving the Schrödinger equation. Hohenberg and Kohn defined the total energy functional

\[ E_v[n(r)] = \int v(r)n(r)dr + F[n(r)], \]

where \( F[n(r)] = \langle \Psi | T + U | \Psi \rangle \) is a universal functional independent of external potential (i.e. nucleus configurations in the crystal structure). The ground state electron density and energy are obtained via the Hohenberg-Kohn variational principle in terms of trial density \( n(r) \),

\[ E_0 = \min_{\hat{n}(r)} E_v[\hat{n}(r)]. \]

In this way, the problem of solving Schrödinger equation with 3\( N \) dimensional wavefunction is transformed into the that of minimizing \( E[n(r)] \) with respect
to the electron density function with 3 dimensions only. One major remaining task was to find the explicit expression of the kinetic energy functional. The Kohn and Sham[5] adopted the kinetic energy functional $T[n(r)]$ for the noninteracting electronic system, and expressed the energy functional as

$$E_v[n(r)] = T_v[n(r)] + \int drdr' \frac{n(r)n(r')}{|r-r'|} + E_{xc}[n(r)].$$

The variational method on this functional with respect to $n(r)$ results in the Kohn-Sham equation taking the form of

$$\left\{ -\frac{1}{2} \nabla_i^2 + v(r) + \int dr' \frac{n(r')}{|r-r'|} + v_{xc}(r) \right\} \phi_i(r) = \epsilon_i \phi_i(r),$$

where $v_{xc}(r) = \frac{\delta E_{xc}[n(r)]}{\delta n(r)}$ and $E_{xc}[n(r)]$ is the exchange-correlation energy functional. The ground state energy is given by

$$E = \sum_i \epsilon_i + E_{xc}[n(r)] - \int v_{xc}(r)n(r)dr - \frac{1}{2} \int drdr' \frac{n(r)n(r')}{|r-r'|}.$$

The Kohn-Sham equation describes the noninteracting particles moving in an effective potential, and is solved self-consistently like Hartree-Fock equation. The important distinction of Kohn-Sham formulation from the Hartree-Fock is that all the many-body effect is rigorously included in the exchange-correlation functional.
correlation functional in Kohn-Sham equation. Provided that the \( E_{xc}[n(r)] \) (\( v_{xc}(r) \)) is exact, Kohn-Sham equation gives an exact solution of Schrödinger equation. Therefore, the accuracy of DFT is critically dependent on the accuracy of the \( E_{xc}[n(r)] \)[6].

The simplest and powerful approximation for the \( E_{xc}[n(r)] \) is local density approximation (LDA)[7],

\[
E_{xc}^{LDA}[n(r)] = \int e_{xc}(n(r))n(r)dr, 
\]

where \( e_{xc}(n(r)) \) is the exchange-correlation energy per particle of a uniform electron gas of density \( n \). In this form, the exchange-correlation energy is solely dependent on the value of the density at the point \( n(r) \). Despite the crude approximation, the LDA accurately describes the bonding energies and geometry of materials for many cases. The LDA becomes inaccurate when the assumption of slowly varying density \( n(r) \) is incorrect, which is remedied to some extent in generalized gradient approximation (GGA)[8]. However, both LDA and GGA fail in describing systems showing non-local interaction such as van der Waals interaction in 2D materials for which further corrections are required[9].
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2.2 Group theory

Group theory serves as a powerful tool to solve physical problems efficiently by utilizing the underlying symmetry of the physical system. For instance, it dictates the allowed forms of quantum states of electrons and phonons. It also informs how to induce transitions between the quantum states as intended by external driving forces. Here, a basic concept of group theory relevant to this dissertation is presented.

2.2.1 Group

In mathematics, an algebraic structure is a set of elements equipped with some operations defined on the set. Group is one of the simplest algebraic structure[10]. A group $G$ is defined as a set $G = \{E, A, B, C, \ldots\}$ with an operation, called group multiplication, which associates an ordered pair of two elements with the third element by $AB = C$. To qualify as a group, it should satisfy four axioms; (1) it is closed under the group multiplications, i.e. If $A$ and $B \in G$, and $AB = C$, then $C \in G$, (2) group multiplication is associative $(AB)C = A(BC)$, (3) it has an identity element of the group multiplications, i.e. $AE = EA = A$, (4) each element has its inverse, i.e. $A^{-1}A = A^{-1}A = E$. 
2.2.2 Representation of group

Such an abstract mathematical object is closely related to natural phenomena because the set of symmetries of the physical system exactly show the properties of the group. A symmetry of a geometrical object in space is represented by a coordinate transformation matrix under which the object is invariant. The set of matrices satisfies the group axioms and forms a symmetry group of the object; e.g. point/space group of crystals. This concept is formulated in the context of representation of group.

A representation of group $G$ on vector space $V$ is a homomorphism $\Gamma: G \rightarrow GL(V)$, where $GL(V)$ is a group of invertible matrices acting on $V$ (general linear group)[11]. Since the homomorphism preserves the structure of group such that $\Gamma(A)\Gamma(B) = \Gamma(AB)$, calculations based on the representation become simply a matrix algebra. In many cases, the vector space $V$ is possibly partitioned into subspaces $W \subset V$ which is invariant under all the symmetry operations of the group such that $\Gamma(g)w \in W$ for all $g \in G$, $w \in W$. By doing so, the representation on the vector space $V$ can be broken down into the sum of smaller representations on the subspace $W_i$. Each group uniquely has a denumerable number of such building-blocks representations called irreducible representations.
2.2.3 Applications

The symmetry group manifests in the equations describing the system. For instance, Schrödinger equations for electrons in a crystal has a point/space group of the crystal as its symmetry group[12]. The energy eigenspace of the equation \( H\Psi_n = E_n\Psi_n \) corresponds to the invariant subspace; i.e. \( \Gamma(g)\Psi_n \) is also the eigenstate of the same energy \( E_n \) since \( \Gamma(g)\{H\Psi_n\} = H\{\Gamma(g)\Psi_n\} = E_n\{\Gamma(g)\Psi_n\} \) for all \( g \in G \). Therefore, the wavefunctions of each energy level should conform to the irreducible representation of symmetry group. Once the information on the irreducible representations is obtained, many fundamental properties are a priori determined, such as energy degeneracy, spatial/phase distributions of wavefunctions, and selection rule.

2.3 References

3.1 Introduction

Two-dimensional (2D) semiconducting materials may allow for high-performance and low-power consumption field effect transistors by virtue of the excellent electrostatic gate control over the extremely thin channel[1]. Among them, MoS$_2$ is considered to be suitable for switch device applications, showing extrinsic n-type conduction[2] with high intrinsic electron mobility.

---

1 This chapter is reprinted/adapted from the published work; J. Park et al., “Role of the Short-Range Order in Amorphous Oxide on MoS$_2$/a-SiO$_2$ and MoS$_2$/a-HfO$_2$ Interfaces”, Phys. Status Solidi B (2019), DOI: https://doi.org/10.1002/pssb.201900002. Wiley-VCH. Reproduced with permission. All rights reserved.
(≈320-410 cm² V⁻¹s⁻¹ at 300 K) and an appropriate band gap (≈1.8 eV)[3,4]. The carrier transport confined in 2D channel significantly depends on the type and contact properties of the gate dielectrics. For example, high-$k$ oxides like HfO₂ have shown superior electron mobility over low-$k$ oxide like SiO₂, which is different from Si-based devices, which usually show degraded carrier mobility with high-$k$ dielectrics as compared with SiO₂[5,6]. This behavior has been attributed to the capability of high-$k$ oxide to suppress the charged impurity scattering from the impurity or sulfur vacancy in MoS₂[7–10]. It has been reported that the high-$k$ oxide induces stronger surface optical phonon scattering than SiO₂[11]. Therefore, the previously referenced positive effect of high-$k$ dielectrics on the carrier mobility may only be achieved when the defect density is higher than a certain critical value[11]. Nonetheless, possible effects of atomic interface structures on the carrier transport have not been dealt with in detail.

Since the surfaces of 2D materials like graphene and MoS₂ are chemically inert due to the absence of surface dangling bonds[12,13], the surface properties of the contacting gate dielectric layer are assumed to dominate the properties of the interface between the two materials. In the case of graphene, the interface between graphene and SiO₂ has strongly indicated the existence of interfacial bonds[14,15]. By contrast, the interfacial interaction of graphene with 2D hexagonal boron nitride was negligible by forming the van der Waals (vdW) interface[16,17]. In the case of MoS₂, the electronic
structure will be perturbed depending on the strength of the interaction at the interface, which is an important factor for carrier transport. For example, the interface with HfO$_2$ did not show covalent bonding[18]. However, to date, studies on the effect of interfacial structure between MoS$_2$ and gate dielectric materials have been rather limited.

In this work, the effects of the interface structures between MoS$_2$ and oxides on the electronic structures of MoS$_2$ are studied through ab-initio molecular dynamics calculations (AIMD). Amorphous SiO$_2$ (a-SiO$_2$) and HfO$_2$ (a-HfO$_2$) are selected as representatives of low-$k$ and high-$k$ oxides, respectively. The characteristics of interface structures are studied from the viewpoint of the short-range orders (SROs) of the two oxides. The MoS$_2$/a-SiO$_2$ structure shows distinct interfacial bonds, by which the electronic structure of MoS$_2$ is significantly perturbed. By contrast, the MoS$_2$/a-HfO$_2$ structure exhibits a weak non-covalent interaction at the interface, which results in the maintenance of the effective mass of MoS$_2$ as the free-standing form. This is rather counter-intuitive, considering the more ionic and active nature of HfO$_2$ as compared with SiO$_2$, demonstrating the importance of this type of theoretical approach.

3.2 Simulation method

Bulk a-SiO$_2$ and a-HfO$_2$ structures were obtained by the melt-quenching
The initial structures were a hexagonal periodic box with a cell size of $a = 12.66 \text{ Å}$ (corresponding to $4 \times 4$ supercell of MoS$_2$) and $c = 12.00 \text{ Å}$, containing 111 and 129 atoms, respectively, for the purpose of compatibility with the hexagonal MoS$_2$ cell. The initial atomic configurations were randomized at 5000 K for 10 ps and successively evolved at 3000 K for 10 ps. They were then quenched to 300 K and evolved for another 10 ps, then finally quenched to 0 K with the quenching rate of 900 Kps$^{-1}$[20]. This method resulted in well-converged amorphous structures showing the characteristic SRO. The final structures were fully relaxed at 0 K, until the atomic forces were less than 0.01 eVÅ$^{-1}$. The densities correspond to the experimental values of 2.2 gcm$^{-3}$ for $a$-SiO$_2$[21] and 9.0 gcm$^{-3}$ for $a$-HfO$_2$[22], respectively. The final amorphous oxide structure is combined with a monolayer MoS$_2$ to form an interface structure where the MoS$_2$ is surrounded by the oxide layer with the initial spacing of 1.52 Å (about half of the interlayer gap in bulk MoS$_2$) and relaxed. This sandwich interface structure makes the analysis of the interface energy and electronic structure simple and efficient due to the absence of the artificial surface states induced by vacuum region. The interface structures were annealed at 300, 1000, or 2000 K, and subsequently quenched and relaxed in a similar fashion. All calculations were performed by the Vienna Ab initio Simulation Package (VASP)[23] with the generalized gradient approximation parameterized by Perdew et al.[24] using the vdW corrections D3[25]. The AIMD was carried out with a cutoff energy of 300 eV and Γ-centered k-mesh. A higher cutoff
energy of 500 eV was adopted for both the structure relaxation and electronic structure calculation at 0 K. For the former calculation, the Γ-centered k-mesh was used, while the $3\times3\times3$ k-mesh was used for the latter calculation.

3.3 Results and Discussion

3.3.1 Short-range order of oxides

First, a significant difference in the intrinsic SRO between $a$-SiO$_2$ and $a$-HfO$_2$ was noted in their bulk forms. Figure 3.1(a) shows a bulk $a$-SiO$_2$ composed of the well-known corner-sharing SiO$_4$ tetrahedral network[21,20]. The calculated Si-O bond length is $1.64 \pm 0.05$ Å (mean ± standard deviation), and the coordination number of Si shows nearly zero variation with $N_{Si} = 4.0 \pm 0.0$. By contrast, the $a$-HfO$_2$ exhibits large variations in both Hf-O bond length of $2.16 \pm 0.14$ Å and coordination number of $N_{Hf} = 6.5 \pm 0.8$ with various connectivities of corner-, edge- and face- sharing of the oxygen polyhedron, as shown in Figure 1b, which is also consistent with the previous studies[22,26–28]. Such a difference in SRO will induce a significant difference in the interfacial structure and accompanying properties, which have yet to be addressed in detail. Figure 3.1(c) and (d) show the MoS$_2/a$-SiO$_2$ and MoS$_2/a$-HfO$_2$ interface structures, respectively, obtained by annealing at 1000 K for 50 ps. It is notable that the Si-S bonds and dangling O atoms are formed for the former, as indicated by arrows in Figure 3.1(c),
but the latter does not show these features.
Figure 3.1 Atomic structures of bulk amorphous oxide and interface structure with MoS$_2$. Short-range order of (a) $a$-SiO$_2$ showing the distinct SiO$_4$ tetrahedral network and (b) $a$-HfO$_2$ showing various coordination numbers and polyhedral connectivities. Interface structures of (c) MoS$_2/a$-SiO$_2$ and MoS$_2/a$-HfO$_2$ obtained by annealing at 1000 K for 50 ps. The Si-S bonds and dangling O atoms are indicated by arrows in (c).
Figure 3.2(a), (b) show the evolution in the coordination numbers of Si, Hf, and S atoms ($N_{Si}$, $N_{Hf}$, and $N_{S}$) and interface energies ($\gamma$) of MoS$_2$/a-SiO$_2$ and MoS$_2$/a-HfO$_2$, respectively, after annealing at 300, 1000, and 2000 K. Although 1000 and 2000 K are much higher than the experimental temperature range for device fabrication (400–700 K)[10], taking these temperatures was necessary for examining the evolution of structural features within reasonable computational steps. The interface energy is defined as

$$\gamma = (E_{\text{interface}} - E_{\text{MoS}_2} - E_{\text{oxide}}) / 2A,$$

where $E_{\text{interface}}$, $E_{\text{MoS}_2}$, and $E_{\text{oxide}}$ are the total energies of the interface structure, free-standing MoS$_2$, and bulk amorphous oxide, respectively, and $A$ is the interface area. The $\gamma$ measures the degree of stability of the interface associated with the reconstruction of the interface atomic structure such as formation, breaking, or distortion of chemical bonds. For all of the interface structures, the bond length of Mo-S (2.40 ± 0.05 Å) is almost the same as that of free-standing MoS$_2$ (2.41 ± 0.00 Å), indicating the absence of stress on the MoS$_2$. This could be attributed to the absence of strain between the two contacting materials due to the amorphous nature of the oxide layers, which can rather easily accommodate the structural mismatch by the local distortion of the interfacial bonds.

For all of the annealing conditions, the coordination number of Si was maintained almost constantly at 4, as shown for MoS$_2$/a-SiO$_2$ structures in Figure 3.2(a). By contrast, the $N_{S}$ is initially significantly higher than 3, which is the value of the free-standing MoS$_2$, and gradually decreases to 3 by
annealing, especially at high temperature. At 300 K, such structural relaxation can hardly be observed due to the extremely slow kinetic process. The Si atoms at the $a$-SiO$_2$ surface maintain the tetrahedral coordination. Even some Si atoms, which are presumed to be 3-fold Si (=Si-) atoms generated by breaking the periodic boundary condition of the bulk $a$-SiO$_2$, recover the tetrahedral coordination by forming Si-S bonds (=Si–S–(MoS$_2$)) at the interface, as shown in Figure 1c. Further annealing removes the interface Si-S bonds and promotes the formation of siloxane group by $\equiv$Si– + O–Si$\equiv$ $\rightarrow$ $\equiv$Si–O–Si$. This results in decreased interface energy, as shown in the lower panel of Figure 3.2(a). However, interfacial defects, such as Si-S bond and 1-fold dangling O atom (=Si–O-) (which may also appear due to the broken periodic boundary condition of the bulk $a$-SiO$_2$), were not entirely removed from all of the interface structures in this simulation set. The Si-S bonds lengths are 2.24 and 2.35 Å, which are slightly longer than the value of 2.13 Å found in SiS$_2$[29].

By contrast, for the MoS$_2$/a-HfO$_2$, the coordination number of Hf is significantly lower than the corresponding bulk value for all temperatures and annealing times (the mean and standard deviation for the bulk $a$-HfO$_2$ are shown as the dashed line and shade, respectively), as shown in the upper panel of Figure 3.2(b). This is caused by the bond breaking at the surface and consistent with the finding that the $N_S$ remains near 3 at all annealing temperatures and times, indicating the absence of the strong covalent
interaction between MoS$_2$ and $a$-HfO$_2$. These findings indicate that the interaction between MoS$_2$ and $a$-HfO$_2$ is weak, presumably due to the flexible SRO of $a$-HfO$_2$. This is accompanied by generally lower interface energies than those of MoS$_2/a$-SiO$_2$, as shown in the lower panel of Figure 3.2(b). The interface energy of MoS$_2/a$-HfO$_2$ decreases by annealing at 1000 K and 2000 K presumably due to the relaxation of the atomic structure within the HfO$_2$ layer, which involves slight reductions in both the mean value of the coordination number of Hf atoms and its standard deviation. This type of relaxation is not observed at 300 K due to the slow kinetics.
Figure 3.2 Evolution of interface atomic structure and interface energy for MoS$_2$/a-SiO$_2$ and (b) MoS$_2$/a-HfO$_2$ along the annealing time at different annealing temperatures. $N_{Si}$, $N_{Hf}$, and $N_{S}$ are the coordination numbers of Si, Hf, and S atoms, respectively. The dashed lines are the corresponding values for bulk $a$-SiO$_2$, bulk $a$-HfO$_2$, and free-standing MoS$_2$. The shaded region in (b) indicates the standard deviation of $N_{Hf}$ in Bulk $a$-HfO$_2$. 
3.3.2 Effect of interface on band dispersion

The electronic structures of the two interface structures are also examined based on the Brillouin zone of MoS$_2$, as shown in Figure 3.3(a), since the band structure of MoS$_2$ in 4×4 supercell is folded into the smaller Brillouin zone (orange). The conduction band minimum (CBM) and valence band maximum (VBM) of the free-standing MoS$_2$ appear at K point, as shown in Figure 3.3(b). Figure 3.3(c) shows the local charge distribution of the free-standing MoS$_2$ layer, where the wavefunction of CBM mainly consists of Mo 4$d_{\pi}$ states. The electron effective mass $m_e^*$, as estimated by the parabolic fitting at K point, is $m_e^* = 0.46$.

In MoS$_2$/a-SiO$_2$, the CB dispersion is significantly flattened, resulting in the increased effective mass of $m_e^* = 0.63$ shown in Figure 3.3(d). The interface Si-S bond, as indicated by an arrow in Figure 3.3(e), severely distorts the wavefunction of MoS$_2$ and is attributed to the increased effective mass of MoS$_2$. In addition, MoS$_2$/a-SiO$_2$ shows several occupied O 2$p$ states originating from the O dangling bonds below approximately 0.1 eV and 1.0 eV from the Fermi level $E_F$, shown in Figure 3d. By contrast, the dispersion of the CB of MoS$_2$/a-HfO$_2$ shown in Figure 3.3(f) is remarkably similar to that of the free-standing MoS$_2$, resulting in the $m_e^* = 0.47$. Correspondingly, the wavefunction of the CBM in MoS$_2$/a-HfO$_2$ in Figure 3.3(g) is almost identical to that of free-standing MoS$_2$, and there is no involvement of the gap.
It is noted that the position of the VBM changes to the $\Gamma$ point in the MoS$_2$/a-SiO$_2$ and MoS$_2$/a-HfO$_2$ structures. This is because the valence band states of MoS$_2$ near the $\Gamma$ point has a contribution from the out-of-plane S 3$p_z$ orbitals, which are susceptible to the electron cloud from the neighboring oxide layers[30]. Thus, the change in the VBM position can be attributed to the non-covalent interaction, which was also observed in the multilayer MoS$_2$ bonded by the vdW interaction[30].
Figure 3.3 Comparison of the electronic properties of the interface structures with free-standing MoS$_2$. The interface structures correspond to the structures shown in Figure 3.1(c) and (d). (a) High-symmetry points in the folded Brillouin zone (orange) of MoS$_2$ in 4×4 supercell. Band structure and wavefunction of the conduction band minimum for (b, c) free-standing MoS$_2$, (d, e) MoS$_2$/a-SiO$_2$ and (f, g) MoS$_2$/a-HfO$_2$ structures. The Si-S bonds in MoS$_2$/a-SiO$_2$ are denoted by the arrow in (e).
The obvious contrast in the characteristics of the SRO between the two bulk amorphous oxides is suggested to induce the different responses to the bond breaking and the interface structure with MoS$_2$. The strict SRO in $a$-SiO$_2$ implies a strong driving force to retain the tetrahedral coordination of Si atoms. When the surface of $a$-SiO$_2$ is reconstructed by itself, which corresponds to the formation of siloxane group, the interaction with MoS$_2$ will be weak. Such self-reconstruction of $a$-SiO$_2$ surface may result in lowered interface energy, as shown in Figure 3.2(a). However, in a certain intermediate case, some surface Si atoms readily bond to the S atoms to have the tetrahedral coordination by the reaction, $\equiv$Si- + $\equiv$(MoS$_2$) $\rightarrow$ $\equiv$Si-S-(MoS$_2$), leaving an O atom with a dangling bond (which may not covalently bond to S anions). The Si-S bonds significantly affect the electronic effective mass and the dangling O atoms introduce the gap states in the band gap of MoS$_2$. Under the typical MoS$_2$ device fabrication conditions[10], the surface of SiO$_2$ is not fully covered with siloxane group but with coexisting hydroxyl group[31] or hydrogenated bonds[32]. Such a surface may induce broken bonds at the surface during the fabrication process, as in the initial interface structures shown in this work. Therefore, $a$-SiO$_2$ is prone to deteriorate MoS$_2$ channel.

By contrast, the flexible SRO in $a$-HfO$_2$ means that ions in this material can accommodate the change in the local chemical environment. It is, therefore, less probable that defects will be formed at the surface or interface.
Furthermore, it may marginally disturb MoS$_2$ even when the interface forms. The similar result was obtained for the interface between MoS$_2$ and the high-$k$ Al$_2$O$_3$ exhibiting flexible SRO (see Appendix 3.5.1). A previous density functional theory (DFT) study also showed weak interaction between $a$-HfO$_2$ and MoS$_2$, but did not analyze the band structure and effective mass[33]. A similar DFT study using artificially strained crystalline HfO$_2$ substrate showed a considerable increase in effective mass of MoS$_2$[34], which is inconsistent with the experimentally observed high mobility using HfO$_2$[7–10]. It is possible that the actual interface may contain thin amorphous-like or at least distorted structure from the assumed strained crystalline one.

3.4 Conclusion

In summary, the interfaces between MoS$_2$ and two amorphous oxides (SiO$_2$ and HfO$_2$) with contrasting characteristics of the intrinsic short-range order (SRO) are examined using ab-initio molecular dynamics calculations. The amorphous SiO$_2$ with the strict SRO shows strong interaction with MoS$_2$, resulting in the interfacial bonds of Si-S and dangling oxygen atoms accompanying a significant increase in the effective mass of MoS$_2$. On the other hand, the amorphous HfO$_2$ showing the flexible SRO weakly interacts with MoS$_2$ and preserves the band dispersion and effective mass of MoS$_2$ as its free-standing state. These results reveal possible reasons for the higher
carrier mobility of MoS$_2$ when it is in contact with HfO$_2$ gate dielectric over SiO$_2$ from the viewpoint of the interfacial atomic structure.

3.5 Appendix

3.5.1 MoS$_2$/a-Al$_2$O$_3$ interface

The MoS$_2$ transistors using the high-$k$ Al$_2$O$_3$ as the gate oxide has shown superior mobility which, like the HfO$_2$ case, has been attributed to the suppression of the Coulombic impurity scattering [9,10]. We investigated the atomic and electronic structures of the interface between the MoS$_2$ and the amorphous Al$_2$O$_3$ (a-Al$_2$O$_3$) in a similar fashion. We adopted the density of the bulk a-Al$_2$O$_3$ structure as 3.0 gcm$^{-3}$ which is in the range of reported values[35–37]. First, the bulk a-Al$_2$O$_3$ structure shows large variations in Al-O bond length of 1.85 ± 0.09 Å and coordination number $N_{Al} = 4.5 ± 0.53$ (Figure 3.4(a)), which is consistent with the previous reports[35–37]. The connectivity between Al-O polyhedra is dominated by the corner- and edge-sharing networks. The results indicate the SRO of Al$_2$O$_3$ is rather flexible like a-HfO$_2$. The MoS$_2$/a-Al$_2$O$_3$ interface structures exhibit no interface chemical bonds (Figure 3.4(b)) and, consequently, the unperturbed conduction band dispersion (Figure 3.4(c)) and wavefunction (Figure 3.4(d)).
Figure 3.4 (a) Short-range order of bulk a-Al$_2$O$_3$ structure. (b) Snapshot of MoS$_2$/a-Al$_2$O$_3$ interface structure annealed at 1000 K for 50 ps. (c) Electronic band structure of the interface structure. Zero-energy corresponds to the Fermi level (d) Plot of wavefunction corresponding to the CBM.
3.6 References


105, 061603.


CHAPTER 4
EFFECT OF SYMMETRY ON VALLEYTRONICS OF MULTILAYER STRUCTURE

4.1 Introduction

Two-dimensional (2D) materials serve as the primary testbeds where attempts to utilize the quantum degrees of freedom (DoFs) beyond the electronic charge are currently very active. Provided that the proper framework of manipulating the DoFs is given, it can be harnessed as information carriers to construct new types of the logic device[1, 2]. In 2D transition metal

\[\text{This chapter is reprinted/adapted from the published work; J. Park et al., “Optical control of the layer degree of freedom through Wannier–Stark states in polar 3R MoS}_2\text{”, Journal of Physics: Condensed Matter 31 (2019) 315502. IOP Publishing. Reproduced with permission. All rights reserved.}\]
dichalcogenide (TMDC), the crystal momentum of Bloch electrons associated with the corners of the hexagonal Brillouin zone comprises the binary information carriers called valley-index $\tau = \{K, -K\}[3]$. In non-centrosymmetric crystals, opposite valley-indexes are associated with the opposite crystal angular momentum (CAM). The optical operation on the valley-index exploits the valley-contrasting circular dichroism by which one can selectively populate each valley with carriers (valley-polarization)[4].

In the multilayer structure, electrons gain an additional DoF associated with the discrete position among the layers. It can be defined as the layer-index $n = \{1, 2, ..., N\}$, where $N$ layers are stacked along the $z$-axis as shown in Figure 4.1(a), and is coupled with electric polarization[1, 5, 6]. In this case, controlling the layer-index corresponds to inducing an upward ($\Delta n = +1$) or downward ($\Delta n = -1$) motion of the electrons along the $z$-axis in a selective and precise manner. Recently, the interlayer charge transfer after the optical pumping in the bilayer heterostructures has attracted much attention[7–17]. However, the interlayer motion of charges therein was one-way (say, $\Delta n = -1$ only) according to the energy relaxation under the type II band alignment, hence it is irreversible. It means that the most natural DoF (layer-index, $n$) in layered structure has not been treated as fully controllable one.

The controllability of the layer-index, like the valley-index, is expected to be closely intertwined with the symmetry of the structure. In this work, we study the role of crystallographic symmetry on the characteristics of the layer-index
and its control in TMDC using density functional theory (DFT) and group theory calculations. The presence of the spontaneous electric polarization was found in 3R MoS$_2$ having polar symmetry which has not been reported yet to the authors’ knowledge. The uniform built-in field from the electric polarization leads the Wannier-Stark (WS) type localization of Bloch wavefunctions at the $K$ valleys in 3R as shown in Figure 4.1(b). It is pointed out that the double group symmetry strengthens the confinement via interplay between spin-orbit coupling (SOC) and the built-in field. Thus, the localization mechanism differs from the previous understanding based on single group analysis[18, 19]. Next, we show an unique interband selection rule for the interlayer motion which appears exclusively in 3R homostructure induced from its crystallographic symmetry. In particular, infrared frequency irradiation induces the optical interlayer charge transfer of both electrons and holes against the built-in field ($\Delta n = +1$). This excitation channel enables the reversible interlayer motion in conjunction with the interlayer transition ($\Delta n = -1$) at the visible regime. The results propose a simple and efficient route for the optical controlling of layer-index ($\Delta n = \pm 1$) using a dual-frequency (visible and infrared regimes) light source.

4.2 Method; DFT calculation

The atomic and electronic structures of the 3R and 2H MoS$_2$ were calculated
based on the DFT, using the Vienna Ab-initio Simulation Package (VASP)[20, 21]. Both the local density approximation (LDA) parameterized by Ceperley et al.[22], and the generalized gradient approximation parameterized by Perdew et al.[23] with the van der Waals (vdW) corrections (PBE-D2[24] and PBE-D3[25]) were used. The projector-augmented wave (PAW) method[26] and the cut-off energy of 500 eV were used with the valence electron configurations of Mo (4s²4p⁶5s²4d⁴) and S (3s²3p⁴), respectively. For the bulk 3R and 2H structures, the Γ-centered 24×24×5 and 24×24×6 k-meshes were used, respectively. For the slab structures consisting of finite layers (two to five layers) and at least 20-Å-thick vacuum, the 24×24×1 k-mesh was chosen. All the structures were fully relaxed until the Hellmann-Feynman forces on the atoms were less than 0.001 eVÅ⁻¹. The spontaneous polarization was calculated by the Berry phase method[27]. The dielectric tensors and Born effective charge tensors were calculated via the density functional perturbation theory including the local field effect[28, 29]. All the calculated values, such as the structural parameters, band structures, spontaneous polarizations, potential profiles, and dielectric tensors, were crosschecked using the Quantum-Espresso (QE) package[30, 31], and a good agreement was confirmed. Accordingly, the expectation value of the spin operator $\langle S_z \rangle$ of the SOC band structure was calculated using the QE package. The external electric field on the slab structure was simulated adding artificial dipole sheet in the vacuum region[32].
4.3 Results and Discussion

4.3.1 Spontaneous polarization of 3R MoS$_2$

The symmetry of the layered crystal is determined by the configuration of the constituent layers. The configuration of a layer (e.g., A, B, and C) can be defined by the sequential positions of Mo and S atoms projected onto the close-packed positions in the hexagonal primitive cell shown in Figure 4.1(a) (i.e., A, B, and C correspond to $cAc$, $aBa$, and $bCb$ stackings, respectively, where the lower case represents the position of S atoms and the upper case represents that of Mo atoms). Likewise, the configurations of a layer $\bar{A}$, $\bar{B}$, and $\bar{C}$ correspond to $bAb$, $cBc$, and $aCa$ stackings, respectively. In this notation, the 3R structure is specified as BCA··· and the 2H structure is specified as $\bar{BC}$···. The polar symmetry of material permits the spontaneous electric polarization. The 3R structure has the polar symmetry ($R3m$ for bulk and $P3m1$ for finite layers[35]) with the polar axis along the $z$-axis. The Berry phase calculation verifies the finite spontaneous polarization $P_s$ in accordance with the polar symmetry as shown in the upper panel in Figure 4.1(c) (See section 4.5.1 for calculation details). The direction of the spontaneous polarization is downward ([001]) in the BCA··· stacking and upward ([001]) in the BAC··· stacking. The magnitude of $P_s$ increases with the number of layers and saturates to 0.59-1.15 $\mu$Cm$^{-2}$ at the bulk structure (dashed line). The values are comparable to those of the wurtzite-structure III-V compounds.
(e.g., 1.8 $\mu$Ccm$^{-2}$ in GaN and 1.1 $\mu$Ccm$^{-2}$ in InN, respectively[36]). The functional dependency is attributed to the difference in the interlayer distance $d$ which is susceptible to the strength of vdW interaction described by the exchange-correlation functional.

The spontaneous polarization provokes the macroscopic built-in potential in opposite direction (e.g., [001] in BCA⋯ stacking). For finite layers, the potential across the top and bottom layers $V_{\text{built-in}}$ linearly increases with the number of layers as shown in the lower panel in Figure 4.1(c). The increment corresponds to the interlayer potential $\varphi \sim 55$-84 meV between neighboring layers. The corresponding electric field was estimated to be $E_{\text{built-in}} = \varphi / d \sim 0.88$-1.40 MVcm$^{-1}$, assuming $d \sim 6.00$-6.20 Å. The bulk structure simulated by the periodic boundary condition does not directly show the electric field due to the absence of the surface bound charge. Nonetheless, the electric field associated with the uniform polarization can be estimated to be $E_{\text{built-in}} = -P_s / \varepsilon_{||} \varepsilon_0$, where $\varepsilon_{||}$ and $\varepsilon_0$ are the bulk static dielectric tensor component parallel to the z-axis and the vacuum permittivity, respectively[37]. Table 4.1 shows relevant parameters for the bulk structure. The calculated $E_{\text{built-in}}$ is 1.02-1.59 MVcm$^{-1}$ depending on the functionals adopted for calculation, which are in a reasonable agreement with the value calculated for the finite layers. It is also noted that the reduction of the dielectric screening with decreasing thickness of 2D materials bound by weak vdW interaction[38, 39] may explain the fact that the finite layers of 3R
structure, despite its reduced $P_s$, develops the built-in field whose magnitude is almost similar to the that of bulk. These results corroborate the persistent existence of spontaneous polarization in the 3R structure irrespective of the number of stacking layers.

To date, the presence of the $P_s$ in several TMDC materials has been neglected based on the horizontal mirror symmetry of the MoS$_6$ trigonal prism in the individual layer[40, 41]. This is the case for the 2H structure which has a non-polar symmetry ($P6_3mmc$ for bulk, $P\bar{6}m2$ for finite odd layers, and $P\bar{3}ml$ for finite even layers[35]) as can be confirmed from the calculation results shown in Table 4.1. The presence of mirror symmetry in the 2H structure is corroborated by the fact that the lower and upper S atoms, $S_1$ and $S_2$, in a constituent layer show identical Born effective charge of $Z_{ce}^*(S_1)$ and $Z_{ce}^*(S_2)$, respectively. However, in the 3R structure, the horizontal mirror symmetry of the constituent layer is broken by the asymmetric vdW interaction between neighboring layers. Thus, the Born effective charges of upper and lower S atoms are asymmetric in Table 4.1, which is in accordance with the polar symmetry of the 3R structure.
Figure 4.1 Layer-index of polar 3R MoS$_2$. (a) The layer-index $n$ is defined over layers stacked with the interlayer spacing $d$ along the polar axis [001]. The direction of the spontaneous electric polarization $P_s$ is downward ([001]) in BCA··· stacking. All the layers are crystallographically equivalent by the rhombohedral translational symmetry $R$ in the periodic bulk structure. (b) The Wannier-Stark states confined in each layer under the uniform built-in potential $V_{\text{built-in}}$ with the energy splitting corresponding to the interlayer potential $\varphi$. (c) The magnitude of $P_s$ and $V_{\text{built-in}}$ calculated by DFT as a function of the number of layers. The $P_s$ asymptotically reaches the bulk value (dashed line) with the number of layers. The potential between the top and bottom layers increases linearly by the interlayer potential $\varphi$. 
Table 4.1 Calculated structural and electronic properties of the bulk 3R and 2H MoS$_2$ in comparison with experimental data.

<table>
<thead>
<tr>
<th>Stacking</th>
<th>Method</th>
<th>$a$</th>
<th>$c$</th>
<th>$d$</th>
<th>$\varepsilon_{\parallel}$</th>
<th>$\varepsilon_{\perp}$</th>
<th>$P_s$</th>
<th>$E_{\text{built-in}}$</th>
<th>$Z^+_{\text{Mo}}$</th>
<th>$Z^+_{\text{S}_1}$</th>
<th>$Z^+_{\text{S}_2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bulk 3R</td>
<td>LDA</td>
<td>3.13</td>
<td>17.81</td>
<td>5.94</td>
<td>8.2</td>
<td>15.9</td>
<td>1.15</td>
<td>1.59</td>
<td>0.97</td>
<td>−0.57</td>
<td>−0.41</td>
</tr>
<tr>
<td></td>
<td>PBE-D2</td>
<td>3.19</td>
<td>18.39</td>
<td>6.13</td>
<td>6.6</td>
<td>15.6</td>
<td>0.59</td>
<td>1.02</td>
<td>0.68</td>
<td>−0.39</td>
<td>−0.30</td>
</tr>
<tr>
<td></td>
<td>PBE-D3</td>
<td>3.16</td>
<td>18.24</td>
<td>6.08</td>
<td>7.0</td>
<td>15.6</td>
<td>0.71</td>
<td>1.15</td>
<td>0.72</td>
<td>−0.41</td>
<td>−0.31</td>
</tr>
<tr>
<td></td>
<td>Exp.</td>
<td>3.16$^{[33]}$</td>
<td>18.37$^{[33]}$</td>
<td>6.12$^{[33]}$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Bulk 2H</td>
<td>LDA</td>
<td>3.12</td>
<td>11.98</td>
<td>5.99</td>
<td>7.7</td>
<td>15.6</td>
<td>0</td>
<td>0</td>
<td>0.87</td>
<td>−0.44</td>
<td>−0.44</td>
</tr>
<tr>
<td></td>
<td>PBE-D2</td>
<td>3.19</td>
<td>12.31</td>
<td>6.16</td>
<td>6.4</td>
<td>15.4</td>
<td>0</td>
<td>0</td>
<td>0.64</td>
<td>−0.32</td>
<td>−0.32</td>
</tr>
<tr>
<td></td>
<td>PBE-D3</td>
<td>3.16</td>
<td>12.23</td>
<td>6.11</td>
<td>6.7</td>
<td>15.4</td>
<td>0</td>
<td>0</td>
<td>0.67</td>
<td>−0.34</td>
<td>−0.34</td>
</tr>
<tr>
<td></td>
<td>Exp.</td>
<td>3.16$^{[33]}$</td>
<td>12.30$^{[33]}$</td>
<td>6.15$^{[33]}$</td>
<td>7.0$^{[34]}$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Lattice constants $a$ and $c$ and interlayer distance $d$ are given in unit of Å. $\varepsilon_{\parallel}$ and $\varepsilon_{\perp}$ are the static dielectric tensor components parallel and perpendicular to the [001] axis, respectively. For the spontaneous polarization $P_s$ (μCcm$^{-2}$) and internal field $E_{\text{built-in}}$ (MVcm$^{-1}$), only the magnitudes are given and their directions depending on the stacking sequence are described in the main text. The Born effective charge tensor components $Z^+_{\text{Mo}}$ are given for the Mo, and lower ($S_1$) and upper ($S_2$) S atoms comprising the MoS$_6$ trigonal prism.
4.3.2 Localization mechanism of $K$ valley states

In order to precisely encode the layer information, it is necessary to confine carriers within the individual layer (layer thickness of $\sim 3$ Å) as schematically shown in Figure 4.1(b). This requires the localization strength much stronger than that of the typical WS states in the artificial quantum-well composed of bulk semiconductors showing nanometer-scale localization ($\gg 1$ nm)[42]. The atomic-scale confinement can be achieved in 3R structure through additional localization mechanism driven by the crystallographic symmetry besides the WS mechanism. In followings, we analyze the irreducible representation (IR) of double group to elucidate the localization mechanism from the symmetry argument under the presence of the SOC.

The wavefunctions at $K$ valley of commensurately stacked $N$ layers, $\Psi_K$, can be described by the linear combination

$$\Psi_K = \sum_{n=1}^{N} \sum_{l=1}^{N} c_{n,l} |n,l\rangle \otimes \chi_i,$$  \hspace{1cm} (1)

where $|n,l\rangle$ and $\chi_i$ are the Bloch wavefunction localized in the $n$-th layer (one drawn in Figure 4.1(b)) and the spin state ($S_z \chi_i = \pm h/2 \chi_i$), respectively. The spatial and spin parts can be chosen as eigenstates of the $C^+_3$ symmetry which persists in the group of wave vector (GWV) of $K$ in any commensurate structure:
The eigenvalue of the spatial part is defined with respect to a $C_3^+$ axis through the A site at origin among three inequivalent axes through A, B and C sites in Figure 4.1(a). This definition is mandatory because the IR of a point group (isomorphic to the GWV) requires the action of symmetries passing through the single point. Thus, there is a subtle difference from the previous definition using three inequivalent axes[18, 19, 43]. The eigenvalue in this work is associated with the IR and hence the CAM with conserved quantum number $l$ having one of the three values: $-1$, 0, or $+1$. The major components of Bloch wavefunctions for the valence band (VB) and the conduction band (CB) states are $Mo 4d_{x^2-y^2} \pm i4d_{xy}$ and $4d_{z^2}$ orbitals, respectively[3].

Table 4.2 shows CAM for both bands depending on the configuration of layer (See Supplementary Note II for the calculation details). On the other hand, the eigenvalue of the spin parts is given by the transformation property of the spinor under special unitary group SU(2)[44]. Considering the contributions of the CAM and the spinor, the (reducible) representation $\Gamma$ of double group is constructed on the space spanned by the VB or the CB basis states in any stacking. Then, the $K$ valley states in the symmetry-adapted form and corresponding IR are determined by the decomposition of $\Gamma$. 

\[ C_3^+ |n,l\rangle = e^{-\frac{2\pi}{3} i n} |n,l\rangle, \quad C_3^+ \chi_\pm = e^{\frac{\pi i}{3} \frac{\chi}{2}}. \] (2)
Table 4.2 Stacking-dependent crystal angular momentum (CAM) of the Bloch wavefunctions $|n,l\rangle$ at the $K$ valley.

<table>
<thead>
<tr>
<th>Configuration of the layer</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>A̅</th>
<th>B̅</th>
<th>C̅</th>
</tr>
</thead>
<tbody>
<tr>
<td>CB</td>
<td>0</td>
<td>−1</td>
<td>1</td>
<td>0</td>
<td>−1</td>
<td>1</td>
</tr>
<tr>
<td>VB</td>
<td>−1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>−1</td>
</tr>
</tbody>
</table>

At $-K$ valley, the sign of CAM is reversed by the time-reversal symmetry.
We compare the bilayer structure of the 3R (BC stacking) with the 2H (BC stacking) to illustrate the essence of the localization mechanism. This analysis can be extended to arbitrary stacking. Table 4.3 shows the symmetry-adapted form of K valley states and associated IR label (See Supplementary Note III for the calculation details). A simple rule governing the confinement is that the states spanning the different IRs cannot be superposed whereas the states spanning the same IR can be superposed. In the 3R structure, every IR of the Abelian $C_3^+$ (double group of $C_3$) is one-dimensional, excluding the degeneracy. It is noted that the states of the parallel spins always span the different IRs indicating the prohibited superposition between them. Thus, these states are confined solely by symmetry. This aspect for parallel spin is in line with the previous single group formalism neglecting spin[18, 19] (i.e., all the K valley states would span the different IRs of $C_3$ solely by the CAM contribution). By contrast, the particular pairs of states with the opposite spins, e.g., $v_1$ ($\Gamma_4$) and $v_4$ ($\Gamma_4$), and $c_2$ ($\Gamma_6$) and $c_3$ ($\Gamma_6$), span the same IR allowing the simultaneous delocalization and spin-depolarization. In this case, symmetry does not guarantee the confinement and there must be a source of energy splitting between the adjacent spins to inhibit the superposition. We note that the spontaneous electric polarization in 3R provides the sizable interlayer potential between them, which provide the necessary energy splitting. Thus, WS states showing the atomic-scale confinement with definite spin will manifest itself.
Table 4.3 Symmetry-adapted form of the $K$ valley states and corresponding irreducible representation (IR) of the double group for the bilayer 3R and 2H structure.

<table>
<thead>
<tr>
<th>Band</th>
<th>3R ($C^3_T$)</th>
<th>2H ($D^6_T$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Symmetry-adapted form</td>
<td>IR</td>
</tr>
<tr>
<td>CB</td>
<td>$\Gamma_4$</td>
<td>$\Gamma_5'$</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>2,1\rangle \otimes \chi_-$</td>
</tr>
<tr>
<td>c3</td>
<td>$\Gamma_6$</td>
<td>$\Gamma_6'$</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>2,1\rangle \otimes \chi_+$</td>
</tr>
<tr>
<td>c2</td>
<td>$\Gamma_6$</td>
<td>$\Gamma_4'$</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>1,-1\rangle \otimes \chi_-$</td>
</tr>
<tr>
<td>c1</td>
<td>$\Gamma_4$</td>
<td>$\Gamma_5'$</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>1,-1\rangle \otimes \chi_+$</td>
</tr>
<tr>
<td>VB</td>
<td>$\Gamma_6$</td>
<td>$\Gamma_6'$</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>2,0\rangle \otimes \chi_+$</td>
</tr>
<tr>
<td>v4</td>
<td>$\Gamma_4$</td>
<td>$\Gamma_4'$</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>1,1\rangle \otimes \chi_+$</td>
</tr>
<tr>
<td>v3</td>
<td>$\Gamma_6$</td>
<td>$\Gamma_5'$</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>2,0\rangle \otimes \chi_-</td>
</tr>
<tr>
<td>v2</td>
<td>$\Gamma_5$</td>
<td>$\Gamma_4'$</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>1,1\rangle \otimes \chi_-</td>
</tr>
<tr>
<td>v1</td>
<td>$\Gamma_4$</td>
<td>$\Gamma_5'$</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>1,1\rangle \otimes \chi_-</td>
</tr>
</tbody>
</table>

The stacking sequences are $\text{BC}$ (3R) and $\overline{\text{BC}}$ (2H). The band index corresponds to Figure 4.2. We adopt the notation of IR from the literature[44] and add the prime ($\Gamma'$) for $D^6_T$. The valley states at $-K$ is obtained by time-reversal symmetry.
Figure 4.2 Schematic band structures with the double group representation $\Gamma$ of bilayer structure. The red and blue lines indicate spin up and down, respectively. (a) In 3R, all the states are nondegenerate from $C_{3v}^+$ symmetry and show WS type localization under $E_{\text{built-in}}$ with splitting energy $\varphi$. Except for certain pair of opposite spins, $\Gamma$ differ between adjacent states indicating prohibited superposition from symmetry. (b) In 2H, degeneracy arises from $D_{3d}^+$ symmetry whose IR labels are marked with the prime ($\Gamma'$). See Table 4.3 for the detailed wavefunction forms.
In 2H structure, on the contrary, the $K$ valley states are spread over the two layers reflecting the non-polar symmetry $D_3^\dagger$. The details of the distribution depend on the dimensionalities of the IR (IR label of $D_3^\dagger$ is expressed with the prime such as $\Gamma'$). While the non-degenerate states ($\Gamma_5$, $\Gamma_6$) are symmetrically delocalized over the two layers with zero spin polarization, the two degenerate states ($\Gamma_4$) have a definite spin and are distributed over the two layers depending on their spin states. In particular, the degenerate VB states show the spin-dependent asymmetric localization, where the $\alpha$ of trigonometric factors determines the localization strength. We note that those states correspond to the spin-polarized gauge[45] and reproduce the spin-layer locking effect[6, 46].

Figure 4.2 shows the schematics of $K$ valley of the 3R and 2H structures considering the interlayer potential and the SOC splitting. In Figure 4.2(a), the band energy of a given spin state increases with the layer-index by the $\phi$ under the built-in field. Each of the electrons confined in the individual layer stacked along the polar axis is hence distinguished by the potential energy. The 3R stacks with more than two layers show the same characteristic (Figure 4.1(b)). This is an importantly distinct characteristic of the polar 3R structure compared to the non-polar 2H structure shown in Figure 4.2(b) where the layer-index is independent of the energy. The predicted band structures are in good agreement with those calculated by DFT (which will be shown in detail for 3R in Figure 4.4(a) and for 2H in Figure 4.5(a), respectively).
Double group analysis indicates that the confinement of carriers in 3R structure can be canceled out by modulating the interlayer potential. The compatibility relations in Figure 4.3(a) and (b) show the evolution of $K$ valley states under the external electric field along the $z$-axis for 3R and 2H structures, respectively. The symmetry of the 3R is preserved $C_{3}^{\dagger}$ as while that of the 2H is reduced from $D_{3}^{\dagger}$ to $C_{3}^{\dagger}$ under the field. In the 3R ($E_{\text{built-in}}$ is upward in BC stacking), the energies of the $v1$ and $v4$ ($\Gamma_{4}$), and $c2$ and $c3$ ($\Gamma_{6}$) become closer under the field along the $-z$ direction as shown in Figure 4.3(a). At some critical point, those states spanning the same IR are strongly mixed through anti-crossing, which results in the delocalization and spin-depolarization. Note that the anti-crossing does not take place under the field along the $+z$ direction which is parallel with the built-in field. In the 2H structure, in contrast, the degenerate VB and CB states are split, $\Gamma_{4}' \rightarrow \Gamma_{4}$ (spin up) + $\Gamma_{5}$ (spin down) for VB, by the symmetry breaking, which may result in the localization. The split VB states of the same spin, however, span the same IR of $C_{3}^{\dagger}$ as shown in Figure 4.3(b). Those states can be delocalized by the mixing through the anti-crossing at the critical point.
Figure 4.3 Compatibility relation for the $K$ valley states under the electric field along the $z$-axis. The red and blue lines indicate spin up and down, respectively. (a) 3R structure undergoes the anti-crossing accompanied by the delocalization and spin-depolarization at the critical field. The critical field is always opposite to the built-in electric field ($-z$ direction in the BC stacking). (b) In 2H structure, the anti-crossing between split VB states with the up (down) spin appears at the critical field along $-(+)z$ direction entailing the delocalization but no spin-depolarization.
The band structures obtained by the DFT calculations verify the behaviors
depicted by the double group analysis. Figure 4.4(a) shows the pristine band
structure and $K$ valley states of 3R structure from LDA calculation. The
energy splittings between the parallel spins for both the VB ($\nu_1$ and $\nu_2$, and
$\nu_3$ and $\nu_4$; 94 meV) and the CB ($\nu_1$ and $\nu_3$, $\nu_2$ and $\nu_4$; 77 meV) are consistent
with the interlayer potential $\phi$ in the bilayer structure (85 meV). The small
deviation from the $\phi$ is attributed to the slight difference in the intralayer band
gap $E^K_g$ of the two layers, such as 1.778 eV for the upper layer ($\nu_4 \leftrightarrow \nu_3$)
and 1.795 eV for the lower layer ($\nu_3 \leftrightarrow \nu_1$). The strong SOC splitting at the
VB ($\lambda_{SOC}^{3R} = 145$ meV) and the negligible SOC splitting at the CB (2 meV) are
similar to those of free-standing monolayer. The band structures under the
electric field $E_{ext}$ show the significant anti-crossing for the CB states at the
critical field strength of $\sim 10$ MVcm$^{-1}$ (Figure 4.4(b)) while those of the VB
states at $\sim 30$ MVcm$^{-1}$ (Figure 4.4(c)). The high critical field for the VB
states can be understood by its large Zeeman splitting $\lambda_{SOC}^{3R}$ which is
negligible at the CB states. A similar calculation using PBE-D3 results in the
lower critical field (e.g., $\sim 5$ MVcm$^{-1}$ for the CB and $\sim 22$ MVcm$^{-1}$ for the
VB states), which is understood from its lower interlayer potential ($\phi \sim 59$meV).

The 2H structure has a similar direct gap ($E'^K_g = 1.791$ eV) and a larger SOC
splitting at the VB ($\lambda_{SOC}^{2H} = 185$ meV) compared to the 3R structure. This larger
splitting was experimentally observed[47] and is attributed to the anti-bonding characteristics of the \{v3, v4\} states and bonding characteristics of the \{v1, v2\} state, respectively. Interestingly, the LDA calculations show that the spin up VB states become more delocalized under the field along the $-z$ direction up to the field strength $\sim 15$ MVcm$^{-1}$ where the distribution is almost symmetric over two layers (Figure 4.5). Likewise, the spin down VB states undergo delocalization under the field along the $z$ direction. Therefore, the 2H stacking cannot induce the atomically confined valley states like 3R stacking, although it acquires the same polar symmetry under external bias. The results highlight the crucial role of both crystallographic symmetry and (internal and external) electric field in the localization mechanism.
Figure 4.4 LDA band structures of pristine (a) and biased (b, c) 3R MoS₂. (a) All the band are spin polarized and confined, including the states spanning the same IR. (b) Under the field strength of 10 MVcm⁻¹, the anti-crossing induces mixing of two CB states having identical representation Γ₆, which results in the significant delocalization and depolarization of spin. (c) The anti-crossing between VB states of Γ₄ takes place at higher field of 30 MVcm⁻¹. The direction of external field is downward.
Figure 4.5 LDA band structures of pristine (a) and biased (b, c) 2H MoS$_2$ (BC stacking). The IR labels of $D_3^+$ are marked with the prime ($\Gamma'$) in (a), on the contrary, those of $C_3^+$ are marked without the prime ($\Gamma$) in (b, c) by breaking the $D_3^+$ symmetry. (a) In the absence of field, all the bands are spin-depolarized although pair of degenerate states have definite spin. The VB states are slightly delocalized. (b, c) Under the field along with the $-z$ direction, delocalization of up spin bands becomes significant by the anti-crossing between spin up states ($\Gamma_4$). By increasing the field strength from (b) 10 MVcm$^{-1}$ to (c) 15 MVcm$^{-1}$, the probability distribution over two layers becomes almost symmetric.
4.3.3 Optical selection rule for interlayer dynamics

Selection rule governing carrier dynamics in the layered structure is the primary mean to control the layer-index of carriers. Direct product of IRs for spin-conserving selection rule is reduced to the conservation of CAM, \( \Delta l = l^{\text{final}} - l^{\text{initial}} \equiv l^{\text{photon}} \) modulo 3 the \( C_3^+ \) symmetry. The polarization states of the light are indicated as \( \sigma^\pm ( = 1/\sqrt{2}(\hat{x} \pm \hat{y}); l^{\text{photon}} = \pm 1 ) \) for an out-of-plane incidence and \( \pi ( = \hat{z}; l^{\text{photon}} = 0 ) \) for an in-plane incidence, respectively. Figure 4.6(a) shows frequency and polarization selection rule at \( K \) valley of the bilayer 3R structure with BC stacking. We classify the transitions as \( \Sigma \) (across the band gap in the visible range) and \( \Phi \) (interlayer charge transfer in the infrared range) types with the superscript corresponding to the change of layer-index \( \Delta n \). Previous symmetry analyses addressed the stacking-dependent selection rule especially for the \( \Sigma \) transitions in heterostructures[48, 49], but whether the \( \Phi \) transition is subject to the definite polarization selection rule was ambiguous.

An essential feature of the 3R structure is that the \( \Phi \) transitions of both holes and electrons are subject to identical frequency \( (\hbar \omega_2 = \varphi) \) and polarization \( (\sigma^-) \) selection rule. This is because the band-offset is originated from the interlayer potential \( \varphi \) between the two layers connected by the rhombohedral translational symmetry \( R \) inherited from the periodic bulk 3R homostructure (Figure 4.1(a)). In all the other commensurate stackings of homo and
heterostructures, Φ transitions of holes and electrons require a different light source (Figure 4.7). For instance, in the 2H heterostructure, the Φ transition of the hole requires irradiation of the π polarization which is different from the σ− needed by the electron. Therefore, the Φ transition in the 2H heterostructure requires the more complicated optical inputs compared to the 3R homostructure. We note that the polarization selection rule of the 3R structure was misinterpreted as the same with that of 2H structure in previous study using time-dependent DFT coupled with molecular dynamics (TDDFT-MD)[50, 51].

The observations provide a simple route to the optical control of the layer-index with the dual-frequency light source in the 3R structure as shown in Figure 4.6(b). The key suggestion is to utilize the Φ transition as an active excitation channel, which has been considered merely as a non-radiative energy relaxation channel after the optical pumping[7–17]. The 3R structure enables the binary operations with the frequencies of \( h\omega_1 = E^K_x - \phi \) (visible regime, indicated by orange) and \( h\omega_2 = \phi \) (infrared regime, indicated by red) utilizing either the \( \Sigma^- \) transition for \( \Delta n = -1 \), or the successive \( \Sigma^- \) and \( \Phi^+ \) transitions for \( \Delta n = +1 \) as illustrated in Figure 4.6(b). The motion of carriers during the \( \Delta n = +1 \) operation is that the electron (hole) at the lower (upper) layer created by the \( \Sigma^- \) transition moves upward (downward) by the \( \Phi^+ \) transition which is an excited-state absorption[52]. Note that the light helicities for the \( h\omega_1 \) and the \( h\omega_2 \) should be always the same as \( \sigma^\mp \) for the
$\Delta n = +1$ operation on the $\pm K$ valley. For instance, illumination of $h\omega_2$ with $\sigma^-$ polarization after $h\omega_1$ with $\sigma^+$ polarization shall not induce $\Phi^+$ transition since there are no electrons (holes) at the CB (VB) at the $K$ valley (Pauli blocking). The valley-polarization is selective because, for instance, the $\sigma^-$ polarized $h\omega_1$ light for the $\Sigma^-$ transition at the $K$ valley cannot induce the $\Sigma^0$ transition at the $-K$ valley, coupled with the same $\sigma^-$ polarization, in resonance with the $h(\omega_1 + \omega_2)$. Combined with the valley-index which is controlled by the light polarization, $2 \otimes 2$ states can be prepared as $\{00, 01, 10, 11\}$ where the first and second bit represents a distinct electric- and valley-polarization states, respectively. The information of the layer- and valley-polarization may be read out capacitively[53] and by the valley Hall effect[54], respectively. Although challenging, it will be interesting to detect the electron/hole current at each layer by suitable electrode geometry.
Figure 4.6 (a) Frequency and polarization of the optical selection rule at K valley of bilayer 3R structure. In the 3R homostructure, the $\Phi^+$ transition of electrons and holes can be induced simultaneously by a single light source. At $-K$ valley, the light polarization is reversed. (b) The $\Delta n = -1$ operation by the illumination of photon of energy $\hbar \omega_1 = E^K_\sigma - \Phi$ (orange) coupled with the $\Sigma^-$ transition. Simultaneous incidence with the $\hbar \omega_2 = \Phi$ (red) triggers the $\Phi^+$ transition by virtue of the excited-state absorption, corresponding to the $\Delta n = +1$ operation. The magnitude of $P_s$ is modulated in accord with the configuration of electron-hole carriers. The valley-index can be independently controlled by the helicity for each frequency and constitutes the $2\otimes 2$ quantum states in total with the layer-index.
Figure 4.7 Optical selection rule of various commensurate heterostructures. Bilayer heterostructures MX₂/M’X’₂ and the schematics of the K valleys drawn in the real space along the [001] axis. Optical transitions are classified into Σ (across the band gap in the visible range) and Φ (interlayer charge transfer in the infrared range) types with the superscript corresponding to the change of layer-index Δn. Frequency selection rule can be varied with the details of the energy spectra such as band offsets and Zeeman spin splitting depending on the chemistry; e.g., M = {Mo, W} and X = {S, Se, Te}. The polarization selection rule is independent of the chemistry. At the –K valley, the light helicity is reversed.
In principle, one can also consider the $\Sigma^+$ transition for the $\Delta n = +1$ operation. This route, however, has considerable disadvantages. First, it requires an in-plane incidence of light ($\pi$ polarization), making the device geometry more complex, and the valley-index is not controllable because the $K$ and the $-K$ valleys absorb the light simultaneously. In addition, an unintentional absorption at the off-$K$ valleys will be included due to its high photon energy. The structures other than 3R homostructure have similar problem.

The lifetime of the interlayer excitons may determine the retention of information encoded in the layer-index. The non-adiabatic $\Phi$ transition will be the dominant energy relaxation channel since the radiative recombination lifetime of the interlayer exciton (from 2 ns[8] to 100 ns[14]) is quite long. In particular, only the 10 and 11 states are subject to the relaxation because the electron-hole configurations in the 00 and 01 states are stable under the built-in potential. Therefore, exploiting optical $\Phi^+$ transition has an indispensable benefit, compared to the $\Sigma^+$ transition, that the 10 and 11 states can be retained (re-written) by illuminating the infrared pulse of the $\hbar \omega_2$ overwhelming the relaxation. To authors’ knowledge, data for the rate of non-adiabatic $\Phi$ transition in 3R homostructure has yet been reported. For heterostructure, the relaxation rate measured from the transient spectroscopy experiment is very fast (within ~50 fs) regardless of stacking geometry[7, 11]. The feasibility of such a stacking-independent ultrafast relaxation against large momentum mismatch in the incommensurate structure is under debate[55]. Meanwhile,
TDDFT-MD simulations showed that the rate in the 3R structure (∼1500 fs[51]) is one order of magnitude slower than that in the 2H (∼100 fs[50]-150 fs[51]) MoS$_2$/WS$_2$ heterostructure. Further study on interlayer dynamics considering stacking effect is required to accurately estimate the retention time.

4.4 Conclusion

We investigated the fundamental consequences of the symmetry of layered two-dimensional (2D) polar crystal concerning the controllability of the positional degree of freedom called layer-index. The polar 3R homostructure hosts the Wannier-Stark (WS) states with extreme confinement at the $K$ valleys from the novel spontaneous electric polarization and the double group symmetry. In this way, each carrier encodes the layer information precisely and is distinguished by the potential energy along the polar axis. Optical processing of the layer-index is hence based on the conservation of energy, which has an interesting analogy with the control of the valley-index through the conservation of the crystal angular momentum (CAM) in the non-centrosymmetric crystal. The key feature is to utilize optical interlayer charge transfer in the infrared regime as an additional excitation channel which makes the interlayer motion reversible. The selection rule in the 3R homostructure enabling the binary operation through the minimal optical
input is much simpler than those in other types of homo and heterostructures. The explicit instruction on the $2\otimes2$ states/cell device operated by a dual-frequency polarized light source in the polar 3R MoS$_2$ may constitute the first attempt to harness the layer-index as an information carrier based on the 2D homostructure. The integration of the layer-index into the valleytronics doubles information density, and further possibilities remain to be explored.

4.5 Appendix

4.5.1 Berry phase Calculation

In modern theory of polarization[56], the electric polarization of given state parametrized by $\lambda$ is given as the difference respect to the reference state $\Delta P = P^\lambda - P^\phi$. In the periodic gauge for crystalline structure, the electronic term in $P^\lambda$ is given[27]

$$P_{\alpha}^{\lambda(e)} = \frac{-2ie}{(2\pi)^3} \sum_{n=1}^{occ} \int_{BZ} d\mathbf{k} \left\langle u_{nk}^\lambda \left| \frac{\partial}{\partial k_{\alpha}} \right| u_{nk}^\lambda \right\rangle, \quad (S1)$$

where $\alpha$ is the Cartesian direction, $u_{nk}^\lambda$ is the cell-periodic part of the Bloch wavefunction, and Brillouin zone (BZ) integral is related to the Berry phase of $n$-th band. In popular plane wave based DFT codes, the finite-difference version of the Equation (S1) is implemented[56]. Note that the z-component
of the polarization $P_z^{el}$ is associated with the differential phase of Bloch wavefunctions varying with the wavevector $\mathbf{k}$ along the $z$-axis in BZ. The finite layers of MoS$_2$, however, are strictly two-dimensional (2D) crystal which lacks translational symmetry along the $z$-axis and wavevector $\mathbf{k}$ along the $z$-axis is not defined correspondingly. Even when simulated with supercell consisting of the MoS$_2$ slab and the vacuum layers, the $\mathbf{k}$ points out of the 2D BZ carries no physical meaning (and hence, the differential phase $\partial u_{nk}^{z}/\partial k_z$).

Since the 2D crystal does not provide closed-path along the $z$-axis in parameter space of BZ on which the Berry (Zak) phase[27] is defined, it might be meaningless to use Equation (S1) for the calculation of $z$-component of $P_z$ of finitely stacked 2D MoS$_2$. In fact, the $P_z$ calculated with the slab-vacuum structure is negligibly small, even it obviously shows the built-in potential implying the existence of the spontaneous polarization (Figure 4.8).

Accordingly, we rather construct the supercell consisting of the finite layers of 3R MoS$_2$ intercalated between non-polar stacking as shown in Figure 4.9 in order to properly estimate the $P_z$. In the bulk sandwich structure, the translational symmetry along the $z$-axis is recovered where the Equation (S1) is applicable. The calculated $P_z$ is the sum of the contribution from the polar and non-polar sections based on the fact that the Equation (S1) is equivalent to the Wannier function-based formalism where the total polarization is the sum of the contribution from the individual Wannier functions localized in each atom in real space[27,56]. It is assumed that the contribution from the
non-polar section is zero. Indeed, the finite layers of 3R MoS$_2$ in the supercell structure shows the finite $P_s$, which increases with the thickness and saturates to the bulk value (Figure 4.1(c)).
Figure 4.8 Built-in potential developed by the spontaneous polarization of the finite layers of 3R MoS$_2$. Plane-averaged electrostatic potential profiles along the [001] axis of 2-5 layers of 3R MoS$_2$ (BCA⋯ stacking) calculated using vacuum-slab structures with (a) LDA, (b) PBE-D2 and (c) PBE-D3 functionals. $\Delta V$ is the potential difference between the top and bottom layers.
Figure 4.9 Finite layers of 3R stacking sandwiched in supercell structure. Finite layers (2-5 layers) of MoS$_2$ with polar 3R stacking are intercalated between non-polar stacking (including 2H). In-plane lattice parameters, layer thickness and interlayer distances in the supercell structures are the same with those of bulk 3R MoS$_2$. 
4.5.2 Calculation of crystal angular momentum

The crystal angular momentum (CAM) is a quantum number conserved under discrete rotational symmetry. This is based on the fact that the CAM designates irreducible representation (IR) of the point group. The point group representation corresponds to the action of symmetries passing through the origin. Therefore, the eigenvalues of 3-fold symmetry axis passing through the origin, among three axes, correspond to the CAM (Figure 4.10). The $K$ valley states localized at the layer of configuration $A$ can be written as

$$\psi^A_K(x) = \sum_j e^{iR_j^*} \phi(x - R_j), \quad (S2)$$

where $\phi(x)$ is Mo 4d orbital centered at $t_A$ (figure S3), and $K = 1/3(b_1 + b_2)$ with reciprocal lattice vectors $b_1$ and $b_2$ defined by lattice $R_j$. The $\phi(x)$ having the angular part $Y^m_2$ ($Y^2_2$ and $Y^0_2$ for VB and CB, respectively[3]) transforms under the 3-fold symmetry \{0\} (Seitz notation) as $\{C_3^\ast|0\} \phi(x) = e^{-i2\pi m_{1}/3} \phi(x)$ in the active convention.
Figure 4.10 In the commensurate structure, position of the Mo and S atoms projected onto the 2D hexagonal primitive cell corresponds to the partial translation vectors $t_A = a_1$, $t_B = 2/3 a_1 + 1/3 a_2$ and $t_C = 1/3 a_1 + 2/3 a_2$, respectively. The $C_3^+$ symmetry axes at $t_A$, $t_B$ and $t_C$ are all preserved in any commensurate stacking. The CAM is the eigenvalue of the $C_3^+$ symmetry axis at $t_A$. 
The CAM of the $\psi^A_K(x)$ is given

$$\{C_3^+|0\}\psi^A_K(x) = \sum_j e^{iK^R_j}\{C_3^+|0\}\phi(x - R_j). \quad (S3)$$

Considering the commutation relation of the space-group operators acting on functions,

$$\{C_3^+|0\}\phi(x - R_j) = \{C_3^+|0\}\{E|R_j\}\phi(x),$$

$$= \{E|C_3^R_j\}\{C_3^+|0\}\phi(x), \quad (S4)$$

equation (S3) is reduced to

$$\sum_j e^{iK^R_j}\{E|C_3^R_j\}\{C_3^+|0\}\phi(x) = e^{-i2\pi m_{13}}\sum_j e^{iK^R_j}\phi(x - C_3^R_j),$$

$$= e^{-i2\pi m_{13}}\sum_j e^{i(C_3^R_j)(C_3^R_j)}\phi(x - C_3^R_j),$$

$$= e^{-i2\pi m_{13}}\psi^A_K(x), \quad (S5)$$

where the CAM of $\psi^A_K(x)$ is the same as the $m_i$ modulo 3.

The $K$ valley states at the layers of configurations B and C are simply translation of $\psi^A_K(x)$ by $t_B$ and $t_C$, respectively. We define the $\psi^m_K(x)$ for $m = B$ and C as
\[ \psi^m_K(x) = \{E|t_m\} \psi^A_K(x). \quad (S6) \]

The CAM of \( \psi^m_K(x) \) is given, considering the commutation relation in Equation (S4),

\[ \{C^+_3|0\} \psi^m_K(x) = \{C^+_3|0\} \{E|t_m\} \psi^A_K(x), \]
\[ = \{E|C^+_3 t_m\} \{C^+_3|0\} \psi^A_K(x), \quad (S7) \]
\[ = e^{-i2\pi m/3} \{E|C^+_3 t_m\} \psi^A_K(x). \]

It is noted that \( C^+_3 t_m = t_m - R_j \) where

\[ C^+_3 t_B = t_B - a_1, \]
\[ C^+_3 t_C = t_C - (a_1 + a_2). \quad (S8) \]

By the Bloch theorem, \( \{E|C^+_3 t_B\} \psi^A_K(x) = e^{iK \cdot a_1} \psi^B_K(x) \),
\[ \{E|C^+_3 t_C\} \psi^A_K(x) = e^{iK \cdot (a_1 + a_2)} \psi^C_K(x) \).

Equation (S7) is reduced to

\[ \{C^+_3|0\} \psi^B_K(x) = e^{-i2\pi (m-1)/3} \psi^B_K(x), \]
\[ \{C^+_3|0\} \psi^C_K(x) = e^{-i2\pi (m-2)/3} \psi^C_K(x). \]

(S9)

Therefore, the CAM decreases by 1 when the configuration of the layers changes from A to B, and from B to C.
The \( K \) valley states at the layers of configurations \( \bar{A}, \bar{B} \) and \( \bar{C} \) can be obtained by 180° rotation along the \( z \)-axis as,

\[
\{ C_2^+ | 0 \} \psi_k^m (x) = \sum_j e^{iK \cdot R_j} \{ \left[ C_2^+ | 0 \right] \left[ E | R_j + t_m \right] \} \phi(x),
\]

\[
= \sum_j e^{iK \cdot R_j} \{ \left[ E | C_2^+ R_j + C_2^+ t_m \right] \left[ C_2^+ | 0 \right] \} \phi(x)
\]

\[
= \sum_j e^{iK \cdot R_j} \phi(x - C_2^+ R_j - C_2^+ t_m),
\]

\[
= \sum_j e^{i(C_2^+ K)(C_2^+ R_j)} \phi(x - C_2^+ R_j - C_2^+ t_m),
\]

\[
= \sum_j e^{i(-K)(C_2^+ R_j)} \phi(x - C_2^+ R_j - C_2^+ t_m),
\]

\[
= \psi_{-K}^\dagger (x).
\]

We have used the invariance of 4d orbitals \( \{ C_2^+ | 0 \} \phi(x) = \phi(x) \). Note that the center of the Mo 4d orbital is translated by \( C_2^+ t_m = t_m' \) corresponding to \( C_2^+ t_A \equiv t_A, C_2^+ t_B \equiv t_C, \) and \( C_2^+ t_C \equiv t_B \) modulo \( R_j \). The \( \psi_{-K}^\dagger (x) \), the time-reversal of \( \psi_{-K}^\dagger (x) \), consists of the complex conjugate of \( \phi(x) \) as

\[
\psi_{-K}^\dagger (x) = \sum_j e^{iK \cdot R_j} \phi^\ast (x - R_j - t_m).
\]

The corresponding CAM’s are obtained as
\[
\begin{align*}
\{C_3^+|0\} \psi^\lambda_K(x) &= e^{i2\pi m_{1/3}} \psi^\lambda_K(x), \\
\{C_3^+|0\} \psi^B_K(x) &= e^{-i2\pi(-m_{-1/3})} \psi^B_K(x), \\
\{C_3^+|0\} \psi^C_K(x) &= e^{-i2\pi(-m_{-2/3})} \psi^C_K(x).
\end{align*}
\]

(S12)

4.5.3 Calculation of double group representation

For point group \( G = \{R\} \), the single- and double-valued representations of the \( G \) on the spatial and spin function spaces are obtained respectively as,

\[
R_{\text{space}} \psi_p = \sum_q \psi_q D(R)_{qp}, \quad (S13)
\]

\[
R_{\text{spin}} \chi_r = \sum_{s=\pm} \chi_s \mathcal{D}^{1/2}(R)_{sr}. \quad (S14)
\]

Given stacking structure, the basis of spatial function space \( \{\psi_p\} \) corresponds to the ordered set of \( K \) valley states localized at each layer (i.e. the \( \psi^m_K \) or \( \psi^m_K \) at \( n \)-th layer). The spin function space \( \{\chi_r\} \) transforms under the point group symmetries corresponding to the two-dimensional spinor space spanned by \( \chi_+ = [1 \ 0] \) and \( \chi_- = [0 \ 1] \) under the \( 2 \times 2 \) unitary matrices \( \mathcal{D}^{1/2}(R) \in \text{SU}(2) \). The representation \( \Gamma \) of \( G^+ \) (double group of \( G \)) on the space spanned by basis \( \eta = \{\Psi_i\} = \{\psi_p \otimes \chi_r\} \) is then, constructed by the Kronecker product of matrices \( \Gamma(R) = D(R) \otimes \mathcal{D}^{1/2}(R) \).
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Finding the IRs and symmetry-adapted forms of the $K$ valley states is straightforward by the block-diagonalization of $\Gamma$ by the similarity transformation $\tilde{\Gamma} = U^{-1} \Gamma U$ (See the text[44] for the details).

In the bilayer 3R, the bases of the space of the VB and CB states (BC stacking, refer to the Table 4.2 for CAMs) can be written in row vector forms as

$$\begin{align*}
\eta^{VB} &= [\begin{pmatrix} 1,1 \end{pmatrix} \otimes \chi_+ \ | \begin{pmatrix} 1,1 \end{pmatrix} \otimes \chi_- \ | \begin{pmatrix} 2,0 \end{pmatrix} \otimes \chi_+ \ | \begin{pmatrix} 2,0 \end{pmatrix} \otimes \chi_- ] \quad \text{(S15)} \\
\eta^{CB} &= [\begin{pmatrix} 1,1 \end{pmatrix} \otimes \chi_+ \ | \begin{pmatrix} 1,1 \end{pmatrix} \otimes \chi_- \ | \begin{pmatrix} 2,1 \end{pmatrix} \otimes \chi_+ \ | \begin{pmatrix} 2,1 \end{pmatrix} \otimes \chi_- ] \quad \text{(S16)}
\end{align*}$$

The double group of the group of wave vector (GWV) of $K$ of the 3R is $C_3^+ = \{E, C_3^+, C_3^-, \overline{E}, \overline{C}_3^+, \overline{C}_3^- \}$. The generator of the cyclic group is $C_3^+$, and its representations with the bases are given as

$$\begin{align*}
\Gamma^{VB}(C_3^+) &= \begin{bmatrix}
-1 & 0 & 0 & 0 \\
0 & -\omega & 0 & 0 \\
0 & 0 & -\omega & 0 \\
0 & 0 & 0 & -\omega^* \end{bmatrix}_{\eta^{VB}}, \\
\Gamma^{CB}(C_3^+) &= \begin{bmatrix}
-\omega^* & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -\omega \end{bmatrix}_{\eta^{CB}}.
\end{align*}$$
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where \( \omega = e^{2\pi i/3} \). The representations of the remaining elements of \( C_3^\dagger \) can be generated according to the multiplication table, and are already in the diagonal form with respect to the present bases since the product of diagonal matrices is diagonal. By referring to the character table (Table 4.4), the representations are decomposed into

\[
\Gamma^{VB} = 2\Gamma_4 + \Gamma_5 + \Gamma_6, \quad (S19)
\]
\[
\Gamma^{CB} = \Gamma_4 + \Gamma_5 + 2\Gamma_6. \quad (S20)
\]

Note that the each \( \Gamma^{VB} \) and \( \Gamma^{CB} \) contains the (isotypic) two-dimensional reducible representation which is the direct sum of two equivalent one-dimensional IR of \( \Gamma_4 \) and \( \Gamma_6 \), respectively. It is because each pair of states localized at opposite layers with opposite spins, \( |1,1\rangle \otimes \chi_- \) and \( |2,0\rangle \otimes \chi_- \) (Equation (S15)), and \( |1,-1\rangle \otimes \chi_- \) and \( |2,1\rangle \otimes \chi_- \) (Equation (S16)), has the same phase under \( C_3^\dagger \) (Equations (S17) and (S18)). Accordingly, the diagonal forms of \( \Gamma^{VB} \) and \( \Gamma^{CB} \) are retained under the arbitrary unitary transforms which result in the delocalization and depolarization of spin. The degree of the superposition is determined by actual form of the Hamiltonian of the system. However, sizable built-in interlayer potential in 3R (and Zeeman splitting at VB as well) will hinder the superposition although degree of the superposition is tunable by external electric field. It should be noted that the definite spin-polarizations at K valley are guaranteed only at
monolayer having GWV of Abelian $C_{3h}^+$ where all the available IRs enforce simultaneous eigenstate of $C_{3}^+$ and $\sigma_h$, and there is no neighboring layers for the superposition. It may explains spin-polarization at CB states despite the negligible Zeeman splitting.
Table 4.4 Character table of double group $C_3^+$[44].

<table>
<thead>
<tr>
<th>Mulliken</th>
<th>Koster et. al.</th>
<th>E</th>
<th>$C_3^+$</th>
<th>$C_3^-$</th>
<th>$\bar{E}$</th>
<th>$\bar{C}_3^+$</th>
<th>$\bar{C}_3^-$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>$\Gamma_1$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$^2E$</td>
<td>$\Gamma_2$</td>
<td>1</td>
<td>$\omega$</td>
<td>$\omega^*$</td>
<td>1</td>
<td>$\omega$</td>
<td>$\omega^*$</td>
</tr>
<tr>
<td>$^1E$</td>
<td>$\Gamma_3$</td>
<td>1</td>
<td>$\omega^*$</td>
<td>$\omega$</td>
<td>1</td>
<td>$\omega^*$</td>
<td>$\omega$</td>
</tr>
<tr>
<td>$^1\bar{E}$</td>
<td>$\Gamma_4$</td>
<td>1</td>
<td>$-\omega$</td>
<td>$-\omega^*$</td>
<td>$-1$</td>
<td>$\omega$</td>
<td>$\omega^*$</td>
</tr>
<tr>
<td>$^2\bar{E}$</td>
<td>$\Gamma_5$</td>
<td>1</td>
<td>$-\omega^*$</td>
<td>$-\omega$</td>
<td>$-1$</td>
<td>$\omega^*$</td>
<td>$\omega$</td>
</tr>
<tr>
<td>$\bar{A}$</td>
<td>$\Gamma_6$</td>
<td>1</td>
<td>$-1$</td>
<td>$-1$</td>
<td>$-1$</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

$\omega = e^{2\pi i/3}$
On the other hand, the bases for the VB and CB states of bilayer 2H (\(\overline{\text{BC}}\) stacking, refer to the Table 4.2 for CAMs) are given

\[
\eta_{\text{VB}} = [ |1,0\rangle \otimes \chi_+ , |1,0\rangle \otimes \chi_- , |2,0\rangle \otimes \chi_+ , |2,0\rangle \otimes \chi_- ], \quad (S21)
\]

\[
\eta_{\text{CB}} = [ |1,-1\rangle \otimes \chi_+ , |1,-1\rangle \otimes \chi_- , |2,1\rangle \otimes \chi_+ , |2,1\rangle \otimes \chi_- ], \quad (S22)
\]

The double group of the GWV of \(K\) is \(D_3^+ = \{ E, C_3^+, C_3^-, C_{21}' , C_{22}' , C_{23}' , \overline{E}, \overline{C}_3^+ , \overline{C}_3, \overline{C}_{21}' , \overline{C}_{22}' , \overline{C}_{23}' \}\), and the representations of group generators are

\[
\Gamma^\text{VB}(C_3^+) = \begin{bmatrix}
-\omega & 0 & 0 & 0 \\
0 & -\omega^* & 0 & 0 \\
0 & 0 & -\omega & 0 \\
0 & 0 & 0 & -\omega^*
\end{bmatrix}_\eta^\text{VB}, \quad \Gamma^\text{VB}(C_{21}' ) = \begin{bmatrix}
0 & 0 & 0 & -i \\
0 & 0 & -i & 0 \\
0 & -i & 0 & 0 \\
-i & 0 & 0 & 0
\end{bmatrix}_\eta^\text{VB}
\]

\[
(S23)
\]

\[
\Gamma^\text{CB}(C_3^+) = \begin{bmatrix}
-\omega^* & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -\omega
\end{bmatrix}_\eta^\text{CB}, \quad \Gamma^\text{CB}(C_{21}' ) = \begin{bmatrix}
0 & 0 & 0 & -i \\
0 & 0 & -i & 0 \\
0 & -i & 0 & 0 \\
-i & 0 & 0 & 0
\end{bmatrix}_\eta^\text{CB}
\]

\[
(S24)
\]

By orthogonality relationships for characters (Table 4.5), the representations are decomposed into the IRs including the degenerate \(\Gamma_4\) as

90
\[ \Gamma^{AB} = 2\Gamma_4, \quad \text{(S25)} \]
\[ \Gamma^{CB} = \Gamma_4 + \Gamma_5 + \Gamma_6. \quad \text{(S26)} \]
Table 4.5 Character table of double group $D_3^+$ [44].

<table>
<thead>
<tr>
<th>Mulliken</th>
<th>Koster <em>et. al.</em></th>
<th>$E$</th>
<th>$\bar{E}$</th>
<th>$C_3^+, C_3^-$</th>
<th>$\bar{C}_3^+, \bar{C}_3^-$</th>
<th>$C_{21}^+, C_{22}^+, C_{23}^+$</th>
<th>$\bar{C}<em>{21}^+, \bar{C}</em>{22}^+, \bar{C}_{23}^+$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>$\Gamma_1$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$A_2$</td>
<td>$\Gamma_2$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$-1$</td>
<td>$-1$</td>
</tr>
<tr>
<td>$E$</td>
<td>$\Gamma_3$</td>
<td>2</td>
<td>2</td>
<td>$-1$</td>
<td>$-1$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\bar{E}_1$</td>
<td>$\Gamma_4$</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>$-1$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$^1\bar{E}$</td>
<td>$\Gamma_5$</td>
<td>1</td>
<td>$-1$</td>
<td>$-1$</td>
<td>1</td>
<td>$i$</td>
<td>$-i$</td>
</tr>
<tr>
<td>$^2\bar{E}$</td>
<td>$\Gamma_6$</td>
<td>1</td>
<td>$-1$</td>
<td>$-1$</td>
<td>1</td>
<td>$-i$</td>
<td>$i$</td>
</tr>
</tbody>
</table>
For the block-diagonalization of $\Gamma^{VB}(C'_{21})$, we can choose $U$ which preserves the diagonal form of the $\Gamma^{VB}(C'_{3})$. It has the form as

$$U = \begin{bmatrix}
\cos \alpha & 0 & \sin \alpha & 0 \\
0 & \cos \beta & 0 & \sin \beta \\
-\sin \alpha & 0 & \cos \alpha & 0 \\
0 & -\sin \beta & 0 & \cos \beta
\end{bmatrix}, \quad (S27)$$

and arbitrarily mixes the $|1,0\rangle \otimes \chi_{+}$ and $|2,0\rangle \otimes \chi_{+}$, and the $|1,0\rangle \otimes \chi_{-}$ and $|2,0\rangle \otimes \chi_{-}$, respectively. The similarity transform of the $\Gamma^{VB}(C'_{21})$ is given

$$\Gamma^{VB}(C'_{21}) = U^{-1} \Gamma^{VB}(C'_{21}) U$$

$$= \begin{bmatrix}
0 & i \sin(\alpha + \beta) & 0 & -i \cos(\alpha + \beta) \\
i \sin(\alpha + \beta) & 0 & -i \cos(\alpha + \beta) & 0 \\
0 & -i \cos(\alpha + \beta) & 0 & -i \sin(\alpha + \beta) \\
-i \cos(\alpha + \beta) & 0 & -i \sin(\alpha + \beta) & 0
\end{bmatrix}_{\Gamma^{VB}}$$

(S28)

and the $\eta^{VB}$ transforms correspondingly into

$$\eta^{VB} U = \begin{bmatrix}
(cos \alpha |1,0\rangle - sin \alpha |2,0\rangle) \otimes \chi_{+}^T \\
(cos \beta |1,0\rangle - sin \beta |2,0\rangle) \otimes \chi_{-}^T \\
(sin \alpha |1,0\rangle + cos \alpha |2,0\rangle) \otimes \chi_{+}^T \\
(sin \beta |1,0\rangle + cos \beta |2,0\rangle) \otimes \chi_{-}^T
\end{bmatrix}.$$ 

(S29)
The $\Gamma^{vb}$ becomes the block-diagonal form corresponding to the Equation (S25) if $\alpha + \beta = \pi(m + 1/2)$, where $m$ is an integer. The substitution with $\beta = -\alpha + \pi/2$ into Equation (S29) yields the symmetry-adapted form of $K$ valley states for VB states as

$$\eta^{vb} U = \begin{bmatrix} (\cos \alpha |1,0\rangle - \sin \alpha |2,0\rangle) \otimes \chi^+_+ \\ (\sin \alpha |1,0\rangle - \cos \alpha |2,0\rangle) \otimes \chi^-_- \\ (\sin \alpha |1,0\rangle + \cos \alpha |2,0\rangle) \otimes \chi^+_+ \\ (\cos \alpha |1,0\rangle + \sin \alpha |2,0\rangle) \otimes \chi^-_- \end{bmatrix} \begin{bmatrix} \chi^+_+ \\ \chi^-_- \end{bmatrix} \begin{bmatrix} 1 \\ 0 \end{bmatrix} \begin{bmatrix} 0 & 0 & 0 \end{bmatrix}.$$  

The resultant states spanning the two-dimensional $\Gamma_4$ are spin-polarized and localized at opposite layer. The degree of the localization depends on the parameter $\alpha$. In addition, the anti-bonding and bonding characteristics of the VB states from the relative phases are also clearly determined.

The representation on CB space is decomposed in a similar way. We choose $U$ preserving the diagonal form of $\Gamma^{cb}(C^+_3)$ as

$$U = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & \cos \alpha & \sin \alpha & 0 \\ 0 & -\sin \alpha & \cos \alpha & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}.$$  

The similarity transformation of $\Gamma^{cb}(C^+_2)$ is given
\[ \Gamma^{CB'} (C_{21}') = U^{-1} \Gamma^{CB} (C_{21}) U \]
\[ = \begin{bmatrix}
0 & 0 & 0 & -i \\
i \sin 2\alpha & -i \cos 2\alpha & 0 \\
i \cos 2\alpha & -i \sin 2\alpha & 0 \\
-i & 0 & 0 & 0
\end{bmatrix}_{CB'} \]  \hspace{1cm} (S32)

and the \( \eta^{CB} \) changes correspondingly as

\[ \eta^{CB} U = \begin{bmatrix}
|1,-1\rangle \otimes \chi_+ \\
\cos \alpha |1,-1\rangle \otimes \chi_- - \sin \alpha |2,1\rangle \otimes \chi_+ \\
\sin \alpha |1,-1\rangle \otimes \chi_- + \cos \alpha |2,1\rangle \otimes \chi_+ \\
|2,1\rangle \otimes \chi_-
\end{bmatrix}^T \]  \hspace{1cm} (S33)

The \( \Gamma^{CB} \) becomes the block-diagonal corresponding to the Equation (S26) when \( 2\alpha = \pi (m + 1/2) \) where \( m \) is an integer, and is simply permutated (e.g. \( \cos \alpha |1,-1\rangle \otimes \chi_- - \sin \alpha |2,1\rangle \otimes \chi_+ \) and \( |2,1\rangle \otimes \chi_- \)). The substitution with \( \alpha = \pi/4 \) into Equation (S33) yields the symmetry-adapted form of the \( K \) valley states for the CB states as

\[ \eta^{CB} U = \begin{bmatrix}
|1,-1\rangle \otimes \chi_+ \\
1/\sqrt{2} (|1,-1\rangle \otimes \chi_- - |2,1\rangle \otimes \chi_+) \\
1/\sqrt{2} (|1,-1\rangle \otimes \chi_- + |2,1\rangle \otimes \chi_+) \\
|2,1\rangle \otimes \chi_-
\end{bmatrix}^T \]  \hspace{1cm} (S34)

Note that the anti-bonding and bonding like delocalized states spanning the
one-dimensional $\Gamma_5$ and $\Gamma_6$ have an unpolarized spin in contrast to the degenerate states. The one-dimensional IRs of $D_3^\dagger$ should have a definite phase under the in-plane 2-fold symmetries, classes of $\{C'_{21}, C'_{22}, C'_{23}\}$ and $\{\overline{C}'_{21}, \overline{C}'_{22}, \overline{C}'_{23}\}$, which interchange the upper and lower layers, and up and down spins. It enforces the non-degenerate states in the 2H to have symmetric delocalization over layers with unpolarized spin.

Under the vertical electric field of magnitude $\varepsilon$, the present symmetry-adapted form of K valley states should be altered to comply with new symmetry. In 3R, we can stick to the present form of states (with possible mixing between the same IRs) since the $C_3^\dagger$ symmetry is preserved under the vertical field. In contrast, symmetry of 2H is lowered to $C_3^\dagger$ accompanied by abrupt splitting of states. Nonetheless, the present bases in the Equation (S30) and (S34) are the ones making the matrices $\Gamma^{VB}(C_3^+)$ and $\Gamma^{CB}(C_3^+)$ diagonal, and hence, are already symmetry-adapted form under the $C_3^\dagger$ symmetry. In this case, the pair of wavefunctions consisting of degenerate subspace are splitted preserving the spin-polarization according to the energy splitting by the interlayer potential $\sim \varepsilon d$ where $d$ is the interlayer distance. If we suppose that the adiabatic change of wavefunctions is continuous at the instant of the symmetry breaking (infestisimal field $\varepsilon \to 0$), the present choice of spin-polarized bases for VB states is the only option although the choice of basis
in the degenerate space is arbitrary. For non-degenerate states, the $\Gamma_5$ and $\Gamma_6$ of $\mathbf{D}_3$ are merged into the same $\Gamma_6$ of $\mathbf{C}_3$ which may promote delocalization by anti-crossing, at the small electric field regime, against the opposite localization effect driven by electric field.

4.6 References


98

99


CHAPTER 5
FERROELECTRICITY OF LAYERED STRUCTURE WITH POLAR SYMMETRY

5.1 Introduction

Ferroelectric two-dimensional (2D) materials have great importance in realizing non-volatile devices with extreme feature size[1,2], and possibly with unforeseen functionalities from the unique properties of 2D materials[3,4]. However, the studies on the 2D ferroelectrics is yet an emerging field. Only a few materials such as SnTe[5], α-In₂Se₃[6] were experimentally shown to work in agreement with theories[7–9]. Transition metal dichalcogenide (TMDC) is another major 2D materials class showing versatile electronic phases ranging from semiconducting or metallic phase to that with topological characteristics[10–12]. Nonetheless, the ferroelectricity of the TMDC is very scarce because the underlying symmetry of single layer
in stable phase is either non-polar or centrosymmetric, precluding the electric polarization; i.e. 2H (\(P\bar{6}m2\)), 1T (\(P\bar{3}m1\)) and distorted 1T (\(P2/m\)) phases[11]. While theory showed ferroelectric instability of single layer 1T MoS\(_2\)[13], its realization in the experiment is challenging because MoS\(_2\) is stable in semiconducting 2H phase rather than metallic 1T structure[14].

The ferroelectricity likely appears in stacked TMDC rather than a single layer form. It was recently shown that the horizontal mirror symmetries of individual layers are broken by the stacking in 3R structure (\(P\bar{3}m1\) for finite layers and \(R\bar{3}m\) for bulk), hence the vertical electric polarization manifests itself according to the global polar symmetry[15]. The direction of polarization depends on the stacking sequence, hence is reversed by the interlayer translation between the AB and AC stackings[15,16] as shown in Figure 5.1(a). The possibility of ferroelectric switching in the 3R structure via the interlayer translation has not been explored to date. On the other hand, the multilayer distorted 1T WTe\(_2\) showed switching of the polarization[17,18] and the topological phase[12] in the experiments, probably via the interlayer translation. The stability of the 3R structure MoS\(_2\) is comparable to that of the 2H structure and can be selectively synthesized among competing polytypes[19]. It is hence a viable candidate for 2D ferroelectrics in which the fascinating phenomena such as high electron mobility[16] and valleytronics[15,19] can be explored altogether.
The interlayer translation universally manifests as Raman active low-frequency lattice vibrations in layered 2D crystals, due to the weak van der Waals bonds (vdW) between layers[20–22]. Therefore, the ferroelectric switching using an optical field based on ionic Raman scattering is considerably appealing[23–25]. A particular mechanism, called nonlinear phononics, relies on the anharmonic phonon coupling between infrared active and targeted secondary vibrational modes, which displaces the crystal toward the reversal of polarization upon the irradiation of intense terahertz pulse[26,27]. The use of pulse with the mid-infrared frequency within short duration allows exploring an extremely intense light field (peak electric field reaching ~600 MVcm\(^{-1}\)) without the material damage[28–30]. The optical ferroelectric switching is a rapidly growing topic, which will enable the ultrafast and nondestructive way to achieve coherent switching[26,27,31–33].

In this work, we theoretically show the possibility of the ferroelectric switching of the bilayer 3R MoS\(_2\) using the intense light pulse through the anharmonic phonon coupling. Density functional theory (DFT) calculations show that a large amplitude vibration of infrared mode can effectively lower the ferroelectric switching barrier, and induce a unidirectional anharmonic force on the interlayer shear mode along the switching direction. This effect depends on the polarization angle of the incident light pulse with respect to the crystallographic axis of MoS\(_2\) in accordance with the selection rule.
Lattice dynamics simulations indicate the possibility of dynamical ferroelectric switching through the coherent amplification of the interlayer shear mode and the lowering of the energy barrier under the repetitive pulses within a few picoseconds.

5.2 Methods

The density functional theory calculations were performed using the Vienna Ab-initio Simulation Package (VASP)[34,35]. The projector-augmented wave (PAW) method[36] and the cut-off energy of 500 eV were used with the valence electron configurations of Mo[4s²4p⁶5s²4d⁴] and S[3s²3p⁴], respectively. The generalized gradient approximation[37] with Grimme’s D3 scheme[38] was used to describe the van der Waals interaction. The bilayer structure is simulated by the supercell containing ~40 Å of vacuum layer to avoid the artificial interaction between periodic images. The structures were fully relaxed until the residual forces on the atoms were less than 0.001 eV Å⁻¹ using 24×24×1 k-mesh. The spontaneous polarization was calculated using Berry phase method[39]. The phonon calculation was performed using PHONOPY code[40] using 3×3×1 supercell and 8×8×1 k-mesh.
5.3 Results and Discussion

5.3.1 Electric polarization and switching in bilayer 3R MoS$_2$

The bilayer 3R MoS$_2$ has the polar point group symmetry of $C_{3v}$ with the polar axis along the z-axis. The 3R structure can be constructed by either AB or AC stacking sequence, which develops the spontaneous electric polarization in the opposite direction each other as shown in Figure 5.1(a). The magnitude of electric polarization of the bilayer structure was calculated to be $P = 0.24 \ \mu\text{Ccm}^{-2}$ from the Berry phase method, in agreement with previous reports[15,16]. Figure 5.1(b) shows the total energy of the bilayer structure (primitive cell consisting of 6 atoms) depending on the stacking sequence calculated by using the nudged elastic band (NEB) method. Both the AB and AC stackings are stable and energetically degenerate structures. The AC stacking is obtained from the AB stacking by sliding the upper B layer along the +y direction by 1.82 Å. The interlayer translation over the weak vdW interaction results in the modest energy barrier $\Phi_{\text{NEB}} = 15.0 \ \text{meV}$. 
Figure 5.1 (a) Stacking-dependent spontaneous polarization of bilayer 3R MoS$_2$. (b) Energy of the bilayer structure depending on the stacking sequence. $\Phi_{\text{NEB}}$ is the ferroelectric switching barrier calculated by the NEB method. (c) Displacement patterns of the interlayer shear mode ($Q_{\text{LS}}$) and the infrared mode ($Q_{\text{IR}}$) mode along the in-plane polarization direction $r$. (d) Phonon dispersion of the bilayer 3R MoS$_2$. The zone-center $Q_{\text{LS}}$ mode at 0.6 THz and $Q_{\text{IR}}$ mode at 11.4 THz are denoted by arrows.
We investigate the optical switching mechanism based on the nonlinear phononics[23,24]. The bilayer 3R MoS$_2$ has 18 zone-center phonon modes which are decomposed into $\Gamma = 6A_1+6E$ representations. The singly degenerate $A_1$ mode involves out-of-plane motion of atoms, while the doubly degenerate $E$ mode involves in-plane motion of atoms. Figure 5.1(c) shows two kinds of $E$ modes relevant to the nonlinear phononics mechanism. The low-frequency mode ($\Omega_{LS} = 0.6$ THz in phonon dispersion in Figure 5.1(d)) referred to as the interlayer shear mode (denoted by $Q_{LS}$) involves the relative motion between adjacent layers along the in-plane polarization axis $r$. Therefore, the $Q_{LS}$ mode is related to the AB↔AC stacking change. The infrared activity of the $\nu$-th mode is proportional to the square of mode effective charge $Z^*_\nu$[41]. Due to the almost rigid relative ionic motion, the $Q_{LS}$ mode does not produce net dipole moment as the calculated effective charge $Z^*_{LS} = 0.00$ $e\mu^{-1/2}$ (where $e$ is the electronic charge and $\mu$ is the atomic mass unit). The vanishing infrared activity indicates that it is almost impossible to directly excite the $Q_{LS}$ mode with large amplitude for the stacking change. Nonetheless, the anharmonic coupling of $Q_{LS}$ mode with other infrared active modes can provide an alternative route to control this mode, and the ferroelectric switching. Among the other in-plane modes, only the high-frequency mode (denoted by $Q_{IR}$) at $\Omega_{IR} = 11.4$ THz shows finite effective charge $Z^*_{IR} = 0.23$ $e\mu^{-1/2}$, and is the solely infrared active mode under the vertical incidence of light.
The normal-mode coordinate $Q_v$ of $v$-th mode is related to the atomic displacement vector $U^v_i = \frac{Q_v}{\sqrt{m_i}} e^v_i$ where $m_i$ is the atomic mass of $i$-th atom and $e^v_i$ is the normalized eigenvector of the dynamical matrix. We chose the orthogonal basis set to represent the degenerate $Q_{LS}$ and $Q_{IR}$ modes as \{ $Q_{LSx}$, $Q_{LSy}$ \} and \{ $Q_{IRx}$, $Q_{IRy}$ \}. They correspond to the linear polarization along the zigzag (x-axis) and armchair (y-axis) axes shown in the top view of the AB stacking of the 3R MoS$_2$ in Figure 5.2(a). The AB stacking deformed by the positive amplitude of $Q_{LSy} = +16.29 \mu \text{Å}$ (atomic displacement of the each of the adjacent layers in the opposite direction by 0.91 Å) corresponds to the AC stacking. Meanwhile, the deformation by the negative amplitude of the $Q_{LSy} = −16.29 \mu \text{Å}$ changes the AB stacking into the unstable AA stacking. The positive amplitude of $Q_{LS}$ along the three crystallographically equivalent directions, $r_1$ (+y direction), $r_2$ and $r_3$ directions (−120° and +120° from the +y direction), equally change the AB stacking into AC stacking as shown in Figure 5.2(a).
Figure 5.2 (a) Top view of the AB stacked 3R MoS$_2$ showing the $C_{3v}$ symmetry. In the AB stacking, the S atoms in the upper layer are on the top of the Mo atoms in the lower layer (bottom layer is depicted as dimmed). The x- and y- axis corresponds to the zigzag and armchair axis of MoS$_2$, respectively. The AB stacking changes to the AC stacking under the deformation induced by the positive amplitude of $Q_{LS}$ along the three equivalent directions $r_1$, $r_2$ and $r_3$. (b) Potential energy surface $V(Q_{IR}, Q_{LSx}, Q_{LSy})$ on the $(Q_{LSx}, Q_{LSy})$ coordinates for $Q_{IR} = 0$ Å$\sqrt{\mu}$ ($\mu$ is atomic mass unit). The AB stacking corresponds to the origin (0, 0). (c, d) Polarization-dependent modulation of the potential energy landscape at (c) $Q_{IRx} = \pm 5$ Å$\sqrt{\mu}$ and at (d) $Q_{IRy} = \pm 5$ Å$\sqrt{\mu}$ via anharmonic coupling.
The possibility of the ferroelectric switching based on the nonlinear phononics hinges on how much the $Q_{LS}$ mode can be amplified along the desired direction for the AB$\leftrightarrow$AC stacking change by the coupling with $Q_{IR}$. Here, the anharmonic coupling property was investigated from the potential energy surfaces as a function of normal-mode coordinates. The potential energy surfaces $V(Q_{IR}, Q_{LSx}, Q_{LSy})$ for each $Q_{IRx}$ and $Q_{IRy}$ were calculated using DFT on $21 \times 21 \times 23$ points with steps of 0.82 $\text{Å} \sqrt{\mu}$ for $Q_{IR}$ and 1.63 $\text{Å} \sqrt{\mu}$ for $Q_{LS}$ modes. Then, the energy surface was fitted to the polynomial function as

$$V(Q_{IR}, Q_{LSx}, Q_{LSy}) = \sum_{l,m,n} c_{lnm} Q_{IR}^l Q_{LSx}^m Q_{LSy}^n$$

Eq. 1

where $Q_{IR}$ is either $Q_{IRx}$ or $Q_{IRy}$, and $c_{lnm}$ is the anharmonic coefficient, and $Q_{IR}^l$, $Q_{LSx}^m$ and $Q_{LSy}^n$ denote the $l$, $m$ and $n$ powers of the normal-mode coordinates, respectively. By this expression, we analyze the effect of the irradiating light pulse with the linear polarization along the x- or y-axis, thus exciting $Q_{IRx}$ or $Q_{IRy}$ mode, respectively. Note that the normal-modes in the cartesian basis are classified into the odd parity modes ($Q_{LSx}$ and $Q_{IRx}$) and even parity modes ($Q_{LSy}$ and $Q_{IRy}$) under the mirror symmetry $\sigma_1$ shown in Figure 2a. The mirror parity imposes the polarization-dependent selection rule on $Q_{IRx}^l Q_{LSx}^m Q_{LSy}^n$ ($Q_{IRy}^l Q_{LSx}^m Q_{LSy}^n$) coupling such that $c_{lnm}$ is nonzero only for $l+m = \text{even}$ ($m = \text{even}$). We included the terms up to 15$^{th}$ power terms ($l+m+n = 15$) in the polynomial function, which fits the DFT potential energy.
surface accurately. The representative coupling terms are displayed in Table 5.1.

Figure 5.2(b) shows the potential energy surface $V(Q_{IR}, Q_{LSx}, Q_{LSy})$ represented on $(Q_{LSx}, Q_{LSy})$ coordinates when the amplitude of $Q_{IR}$ is zero. The energy contour shows the directional dependence inherited from the $C_{3v}$ symmetry. The energy barriers for the AB$\rightarrow$AC change along the equivalent $r_1, r_2$ and $r_3$ directions in this potential energy surface are the same as $\Phi_0 = 17.3$ meV. The difference between $\Phi_0$ and $\Phi_{NEB}$ for the AB$\rightarrow$AC stacking change comes from the fact that the deformation by the in-plane $Q_{LS}$ mode does not include any out-of-plane relaxations, while the NEB path includes the relaxation from the small increase ($\sim 1.6 \%$) of the interlayer distance, reducing the barrier. It is worth to note that the $\Phi_0$ rather than the $\Phi_{NEB}$ is relevant to the ultrafast switching in the picosecond time scale, while the latter is relevant to the conventional switching in a longer time scale.

The anharmonic coupling effect can be seen from the modulation of the potential energy landscape under the large $Q_{IR}$ amplitude. Figure 5.2(c) and (d) show the potential energy landscapes when the amplitude of $Q_{IR}$ is set to $\pm 5.00 \AA \sqrt{\mu}$ along the x- and y-axis, respectively. This amplitude corresponds to the displacement of Mo atoms by $\sim 0.23 \AA$ and of S atoms by $\sim 0.34 \AA$ in opposite direction along the polarization axis. Due to the deformation, the $C_{3v}$ symmetry of the potential surface on the $(Q_{LSx}, Q_{LSy})$ coordinates is broken,
and the energy barriers along the three equivalent directions become different. Under the negative amplitude of $Q_{IRx} = -5.00 \text{ Å} \sqrt{\mu}$, the energy barrier along the $r_1$ direction significantly decreases to 8.6 meV, but that along the other directions increases to 19.4 meV ($r_2$ direction) and 21.3 meV ($r_3$ direction), respectively. The energy landscape for the positive amplitude $Q_{IRx} = +5.00 \text{ Å} \sqrt{\mu}$ is essentially the same with that for negative amplitude, except for the fact that the energy contour is flipped with respect to the mirror $\sigma_1$. For both signs of $Q_{IRx}$, the coordinate of the potential energy minimum is slightly shifted along the $r_1$ direction from the origin ($Q_{LSx} = Q_{LSy} = 0 \text{ Å} \sqrt{\mu}$).

By contrast, the amplitude of $Q_{IRy}$ largely increases the energy barrier along the $r_1$ direction (31.7 meV at $Q_{IRy} = -5.00 \text{ Å} \sqrt{\mu}$, and 23.8 meV at $Q_{IRy} = +5.00 \text{ Å} \sqrt{\mu}$). This is accompanied by the slight shift of the potential minimum along the $-r_1$ ($-y$) direction. The energy landscape is symmetric with respect to the mirror plane $\sigma_1$, and the energy barrier along the $r_2$ and $r_3$ directions are reduced (13.4 meV at $Q_{IRy} = -5.00 \text{ Å} \sqrt{\mu}$, and 10.1 meV at $Q_{IRy} = +5.00 \text{ Å} \sqrt{\mu}$).

The change of energy barriers and the shift of the potential minimum indicate that the coupling of $Q_{LS}$ and $Q_{IR}$ modes exerts an anharmonic force on the $Q_{LS}$ mode. This will be explained later in more detail.
Table 5.1 The anharmonic coefficient $c_{lmn}$ for $Q_{IRx}^l Q_{LSx}^m Q_{LSy}^n$ coupling terms for each $Q_{IRx}$ and $Q_{IRy}$ mode. The values are shown up to 5th power coupling terms in unit of $\text{meVÅ}^{(l+m+n)} \mu^{-(l+m+n)/2}$.

<table>
<thead>
<tr>
<th>$l$</th>
<th>$m$</th>
<th>$n$</th>
<th>$Q_{IRx}$</th>
<th>$Q_{IRy}$</th>
<th>$l$</th>
<th>$m$</th>
<th>$n$</th>
<th>$Q_{IRx}$</th>
<th>$Q_{IRy}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>3</td>
<td>$-5.64 \times 10^{-2}$</td>
<td>$-5.71 \times 10^{-2}$</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>$1.07 \times 10^{-3}$</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>4</td>
<td>$-2.48 \times 10^{-3}$</td>
<td>$-2.29 \times 10^{-3}$</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>$1.15 \times 10^{-4}$</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>5</td>
<td>$1.22 \times 10^{-4}$</td>
<td>$1.22 \times 10^{-4}$</td>
<td>1</td>
<td>4</td>
<td>0</td>
<td>$-1.01 \times 10^{-5}$</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>0</td>
<td>$7.93 \times 10^{-1}$</td>
<td>$7.90 \times 10^{-1}$</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>$2.66 \times 10^{-2}$</td>
<td>$2.62 \times 10^{-2}$</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>1</td>
<td>$1.70 \times 10^{-1}$</td>
<td>$1.71 \times 10^{-1}$</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>$-6.64 \times 10^{-2}$</td>
<td>$1.03 \times 10^{-1}$</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>2</td>
<td>$-4.92 \times 10^{-3}$</td>
<td>$-4.79 \times 10^{-3}$</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>$-3.28 \times 10^{-3}$</td>
<td>$-6.17 \times 10^{-4}$</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>3</td>
<td>$-2.85 \times 10^{-4}$</td>
<td>$-2.88 \times 10^{-4}$</td>
<td>2</td>
<td>0</td>
<td>3</td>
<td>$5.91 \times 10^{-4}$</td>
<td>$-5.58 \times 10^{-5}$</td>
</tr>
<tr>
<td>0</td>
<td>4</td>
<td>0</td>
<td>$-2.38 \times 10^{-3}$</td>
<td>$-2.30 \times 10^{-3}$</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>$3.98 \times 10^{-4}$</td>
<td>$-6.14 \times 10^{-3}$</td>
</tr>
<tr>
<td>0</td>
<td>4</td>
<td>1</td>
<td>$-3.76 \times 10^{-4}$</td>
<td>$-4.00 \times 10^{-4}$</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>$1.30 \times 10^{-4}$</td>
<td>$-1.13 \times 10^{-3}$</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>$1.81 \times 10^{-2}$</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>$-5.66$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>2</td>
<td>$5.43 \times 10^{-2}$</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>$-1.5710^{-2}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>3</td>
<td>$2.36 \times 10^{-3}$</td>
<td>3</td>
<td>0</td>
<td>2</td>
<td>$-5.75 \times 10^{-3}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>4</td>
<td>$-5.05 \times 10^{-4}$</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>$8.91 \times 10^{-3}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>$-1.05 \times 10^{-2}$</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>$1.66 \times 10^{-4}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$-1.69 \times 10^{-2}$</td>
<td>3</td>
<td>2</td>
<td>0</td>
<td>$-8.40 \times 10^{-3}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>$1.32 \times 10^{-3}$</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>$-1.81$</td>
<td>$-3.01 \times 10^{-4}$</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>3</td>
<td>$1.47 \times 10^{-4}$</td>
<td>4</td>
<td>0</td>
<td>1</td>
<td>$-2.41 \times 10^{-3}$</td>
<td>$-1.31 \times 10^{-2}$</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>0</td>
<td>$6.29 \times 10^{-2}$</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>$3.18 \times 10^{-1}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>$6.97 \times 10^{-4}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>$-5.94 \times 10^{-4}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5.3.2 Dynamics of coupled normal-modes under light pulse

Next, we investigate the dynamical behavior of the normal-modes under light pulse with a specific polarization direction. Since the motion of the $Q_{IR}$ mode is much faster than the $Q_{LS}$, the $Q_{LS}$ modes experience the effective potential asserted by the rapidly oscillating $Q_{IR}$ mode; i.e., time-averaged potential energy surface depending on $Q_{IR}(t)$. The dynamics of the nonlinearly coupled modes are simulated by the following coupled equations of motion,

$$
\ddot{Q}_{IR} = -\frac{\partial V(Q_{IR}, Q_{LSx}, Q_{LSy})}{\partial Q_{IR}} - \gamma_{IR}\dot{Q}_{IR} + F(t), \text{ where } Q_{IR} = \{Q_{IRx}, Q_{IRy}\},
$$

$$
\ddot{Q}_{LSx} = -\frac{\partial V(Q_{IR}, Q_{LSx}, Q_{LSy})}{\partial Q_{LSx}} - \gamma_{LS}\dot{Q}_{LSx}, \text{ Eq. 2}
$$

$$
\ddot{Q}_{LSy} = -\frac{\partial V(Q_{IR}, Q_{LSx}, Q_{LSy})}{\partial Q_{LSy}} - \gamma_{LS}\dot{Q}_{LSy},
$$

where $\gamma_{IR}$ and $\gamma_{LS}$ are the damping coefficients for each mode, and $F(t)$ is the optical driving force on the $Q_{IR}$ mode. We used Gaussian pulse $F(t) = Z_{IR}^* E_0 \sin(\Omega t) e^{-t^2/2\sigma^2} / \sigma \sqrt{2\pi}$, where $E_0$ is the amplitude of the electric field, $\sigma$ is the duration of the pulse and $\Omega$ is the frequency, respectively.

Figure 5.3 shows the evolution of potential energy curve on the $Q_{LS}$ coordinate along the AB→AC switching directions when the $Q_{IR}$ mode is resonantly pumped by a pulse with $\Omega = \Omega_{IR}$, $E_0 = 34$ MVcm$^{-1}$ and $\sigma = 100$
Such high intensity of the pulse is required to achieve the large amplitude of $Q_{IR}$ ($\sim 5 \text{ Å}$) in MoS$_2$ in order to explore the strong anharmonic coupling effect. We note that the pulse intensity used here is comparable to the that used in the experiment on the high harmonic generation of the single layer MoS$_2$[30]. The energy curve (black line) corresponds to the static case ($Q_{IRx} = 0 \text{ Å}$), where the energy of the AC stacking is not identical but slightly higher than that of the AB stacking because the layer-shearing by the $Q_{LS}$ mode is not perfectly rigid.

The pulse polarized along the x-axis induces the oscillation of the $Q_{IRx}$ mode with the amplitude between ±5.35 Å by which the potential curve changes (grey line). The time-averaged potential energy (orange line) results in the effective barrier $\langle \Phi \rangle = 11.5 \text{ meV}$ along the $r_1$ direction (Figure 5.3(a)), which is a significant reduction from the 17.3 meV for the static case. The coordinate of the potential minimum is shifted by 0.72 Å along the $r_1$ direction, and the energy of the AC stacking slightly increases compared to the static case. Meanwhile, a slight increase of the barrier to 19.2 meV along the $r_2$ and $r_3$ directions is observed (Figure 5.3(b)). In contrast, the $Q_{IRy}$ mode under the y-polarized pulse shows asymmetric vibration between −4.69 Å and +5.43 Å in the anharmonic potential due to the lack of the mirror plane perpendicular to the y-axis. This results in an increase of the effective barrier along the $r_1$ direction to 22.5 meV, and the shift of the potential minimum by
0.36 Å√μ along the −r\textsubscript{1} direction (Figure 5.3(c)). On the other hand, the effective energy barrier along the r\textsubscript{2} and r\textsubscript{3} directions diminishes to 14.4 meV (Figure 5.3(d)).

The polarization-dependent modulation of the effective potential energy can be explained by the characteristics of the anharmonic coupling terms. Overall trend is captured by the coupling terms in the form of Q\textsubscript{IR}Q\textsubscript{LSy} with even l, which impart an unidirectional anharmonic force on Q\textsubscript{LSy} by

\[ F_{anh} = -\sum_{l \text{ even}} c_{i0l} \langle Q\textsubscript{IR}^l \rangle. \]

It is noted that the sign of the coefficient of quadratic-linear term \( c_{201}Q\textsubscript{IR}^2Q\textsubscript{LSy} \) determines the sign of \( F_{anh} \). The calculated \( F_{anh} \) by the Q\textsubscript{IRx} has the positive value of 0.92 meVÅ\textsuperscript{−1}μ\textsuperscript{−1/2}, hence unidirectionally drives the Q\textsubscript{LSy} along the +y (r\textsubscript{1}) direction (as indicated by the orange arrow in Figure 3a). The \( F_{anh} \) decreases the effective energy barrier along the r\textsubscript{1} direction by 33 %, while it increases the energy barrier by 9 % along the r\textsubscript{2} and r\textsubscript{3} directions (according to the factor \( \cos(2\pi/3)F_{anh} = -(1/2)F_{anh} \)).

Compared to Q\textsubscript{IRx}, the \( F_{anh} \) from Q\textsubscript{IRy} is in the opposite direction with a slightly smaller magnitude (−0.87 meVÅ\textsuperscript{−1}μ\textsuperscript{−1/2}). This explains the increase of the energy barrier along the r\textsubscript{1} direction by 30 % and the decreases along the r\textsubscript{2} and r\textsubscript{3} directions by 16 %.
Figure 5.3 Evolution of potential energy curve on the $Q_{LS}$ coordinate along the ferroelectric switching directions under (a, b) x-polarized and (c, d) y-polarized pulse. Rapidly oscillating $Q_{IRx}$ under pulse modulates the potential energy curve (grey lines) with respect to the static case at $Q_{IR} = 0$ Å$\sqrt{\mu}$ (black line). The effective potential energy experienced by the $Q_{LS}$ is the time-average of the potential energy curves (orange line). $\langle \Phi \rangle$ is the effective energy barrier under the pulse while $\Phi_0$ is pristine energy barrier. Direction and relative magnitude of the effective anharmonic force $F_{anh}$ on $Q_{LS}$ are depicted by the orange arrow. (e) Effective interlayer interaction between the Mo and S sublattices induced by $Q_{IR}$. (f) Contour plot of the interaction energy indicates the direction and relative magnitude of the anharmonic force depending on the polarization direction of $Q_{IR}$ (see main text for the details).
The polarization-dependent direction of $F_{anh}$ has a geometrical origin related to the Mo and S sublattices, which are oppositely displaced by the $Q_{IR}$ (Figure 5.1(c)). The motion of $Q_{IR}$ modulates the interlayer interaction which is approximated by the springs connecting the Mo and the S atoms ($S_1, S_2, S_3$) in the adjacent layers as illustrated in Figure 5.3(e). The associated interaction energy is $k \sum_{i=1,2,3} \Delta d_i^2$, where $k$ is spring constant and $\Delta d_i$ is the change in distances between the Mo and S atoms. The contour plot of the interaction energy in Figure 5.3(f) exhibits an anisotropy arising from the triangular geometry of the atomic arrangement. Notably, the gradient of contour (orange arrow) indicates the force component along the +y direction when the Mo sublattice oscillates along the x-axis with respect to the S sublattice. Meanwhile, the x-component of the force is canceled upon the rapid motion of $Q_{IRx}$. This simple picture explains the $F_{anh}$ along the +y direction, and agrees with the selection rule ($l+m = \text{even}$) for $Q_{IRx}Q_{LSx}Q_{LSy}^l$ coupling. In contrast, the $Q_{IRy}$ motion induces net forces along the $-y$ direction due to the imbalance of the force (see the length of orange arrows).

Neither $Q_{IRx}$ nor $Q_{IRy}$ imparts such a unidirectional force on $Q_{LSx}$ because the relevant coupling terms (the $Q_{IR}Q_{LSy}$ with even $l$) are absent due to the odd parity of $Q_{LSx}$. It prohibits the excitation of the interlayer shear along the $r_2$ and $r_3$ directions. Although the y-polarized light pulse lowers the energy barrier along the $r_2$ and $r_3$ directions, it cannot induce the ferroelectric
switching along these directions. Therefore, the most effective way to realize the ferroelectric switching is to use the x-polarized light pulse which induces both the interlayer shear motion and energy barrier lowering along the $r_1$ direction for the ferroelectric switching to occur.

Next, we analyze the dynamics of ferroelectric switching based on the $Q_{IRx}$-$Q_{LSy}$ coupling under the x-polarized pulse. First, we consider the situation neglecting the damping of normal modes to show simply the essential consequences of the $Q_{IRx}-Q_{LSy}$ coupling on the dynamics of $Q_{LSy}$ mode. Figure 5.4(a) and (b) show the motions of $Q_{IRx}$ and $Q_{LSy}$ modes at 0 K and 300 K, respectively, without damping under the x-polarized pulse with $E_0 = 34$ MVcm$^{-1}$ and $\sigma = 100$ fs. The initial vibration amplitudes were set as the mean-square-displacement $\sqrt{\langle Q^2 \rangle} = \sqrt{\frac{\hbar}{2O_x e^{(2\Omega_x/k_B T)}}}$ according to the Bose-Einstein distribution at each temperature. We assumed that the initial vibration of $Q_{LS}$ is aligned to the y-axis by setting the initial coordinate as $Q_{LSx} = 0 \, \text{Å} \sqrt{\mu}$. This results in the initial amplitudes of $Q_{IRx} = 0.21 \, \text{Å} \sqrt{\mu}$ and $Q_{LSy} = 0.91 \, \text{Å} \sqrt{\mu}$ at 0 K, while $Q_{IRx} = 0.28 \, \text{Å} \sqrt{\mu}$ and $Q_{LSy} = 5.70 \, \text{Å} \sqrt{\mu}$ at 300 K, respectively.

In Figure 5.4(a), the $Q_{IRx}$ and $Q_{LSy}$ modes oscillate with the harmonic frequency before the arrival of the pulse at 0 ps. The initial kinetic energy of $Q_{LSy}$ mode is $\frac{\dot{Q}_{LSy}^2}{2} = 0.6$ meV. When the $Q_{IRx}$ is pumped, the $Q_{LSy}$ oscillates
with larger amplitude with respect to the shifted minimum at $Q_{LS_y} = 0.87 \text{Å} \sqrt{\mu}$ (in good agreement with aforementioned $0.72 \text{Å} \sqrt{\mu}$ shift in the effective potential minimum). The pumping does not affect the motion of $Q_{LS_x}$ (the value remains as $\sim 0 \text{Å} \sqrt{\mu}$), as there are no forcing terms on it. Note that the kinetic energy of $Q_{LS_y}$ mode increases to 1.6 meV by the anharmonic energy flow from the pumped $Q_{IR_x}$ mode. It is noted that the pulse and $Q_{LS_y}$ should be in-phase because the anharmonic force is unidirectional. The vibration of $Q_{LS_y}$ is restricted in a small region because the kinetic energy is still smaller than the effective barrier of $\langle \Phi \rangle = 11.5 \text{meV}$ under the oscillating $Q_{IR_x}$. On the contrary, the oscillatory curve of $Q_{LS_y}$ mode at 300 K in Figure 5.4(b) shows slight modulations in shape and frequency by the onset of anharmonicity of $Q_{LS_y}$. The kinetic energy of $Q_{LS_y}$ mode is 13.4 meV which is yet below the static energy barrier $\Phi_0 = 17.3 \text{meV}$, but higher than the effective barrier $\langle \Phi \rangle = 11.5 \text{meV}$ under the pulse. When the $Q_{IR_x}$ mode is pumped, the $Q_{LS_y}$ mode jumps over the barrier and oscillates with colossal amplitude between $-3.79 \text{Å} \sqrt{\mu}$ and $+19.19 \text{Å} \sqrt{\mu}$. The vibration corresponds to the repetitive interconversion between AB and AC stackings, due to the absence of damping.
Figure 5.4 Dynamics of the normal-modes under the x-polarized pulse (a, b) without and (c) with damping. (a) Amplification of the $Q_{LSy}$ mode through the anharmonic force by the pulse at 0 K. (b) At 300 K, the $Q_{LSy}$ has sufficient kinetic energy to overcome the effective energy barrier ($\langle \Phi \rangle = 11.5$ meV at $|Q_{IRx}| = 5.35 \, \text{Å} \sqrt{\mu}$) after the pumping, and oscillates back and forth between the AB ($Q_{LSy} = 0 \, \text{Å} \sqrt{\mu}$) and AC ($Q_{LSy} = 16.29 \, \text{Å} \sqrt{\mu}$) stackings without dissipation. (c) In the presence of damping, the $Q_{LSy}$ mode at 0 K overcomes the energy barrier after eight sequential pulses. The AB stacking changes to the AC stacking and does not return due to the dissipation of kinetic energy. (d) Schematics of ferroelectric switching through the $Q_{IRx}$-$Q_{LSy}$ coupling. The orange arrows indicates the directions of interlayer shear induced by the x-polarized pulse, which are opposite in the AB and AC stackings.
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Second, we consider a more realistic model including the damping of the normal modes. We take the damping coefficients of $\gamma_{IR}$ and $\gamma_{LS}$ as 2 % of the harmonic frequencies, which are similar to the experimental values[21]. In Figure 5.4(c), the $Q_{IRx}$ and $Q_{IRy}$ modes initially oscillate with small amplitudes at 0 K until the arrival of the first pulse at 0 ps (damping is turned on at 0 ps). The eight pulses in the sequence are applied in order to substantially amplify the $Q_{LSy}$ mode from the zero-point vibration at 0 K. The time interval between the subsequent pulses is gradually increased by $\sim$4 % from the $1/\Omega_{LS} \approx 1.6$ ps for the phase matching between the pulse and $Q_{LSy}$ mode, considering the increase in the period of $Q_{LS}$ mode due to anharmonicity. Upon each cycle of pulse irradiation, the $Q_{LSy}$ mode is coherently amplified by gaining the kinetic energy. After the eight pulses are irradiated, the $Q_{LSy}$ mode has sufficient kinetic energy and jump over the effective barrier which is reduced by the $Q_{IRx}$ mode. Once the initial AB stacking sequence is changed to the AC stacking, it maintains the AC stacking due to the dissipation of the kinetic energies of the vibrations. This corresponds to the $AB \rightarrow AC$ ferroelectric switching. The opposite switching operation, $AC \rightarrow AB$, can be performed by the same optical input as illustrated in Figure 5.4(d). The direction of $F_{anh}$ on $Q_{LSy}$ mode in the AC stacking is simply reversed ($-r_1$ direction) with respect to that ($r_1$ direction) in the AB stacking. The optical parameters of pulses (e.g. $E_0$ and $\sigma$) used in this work might be optimized further for more efficient switching, for instance, via pulse shaping techniques[42]. Figure 5.5 shows
the result for the y-polarized pulse with a similar optical input. The anharmonic amplification occurs (Figure 5.5(a) and (b)) but the ferroelectric switching cannot be achieved due to the significantly lower energy transfer and the increase of energy barrier (Figure 5.5(c)).
Figure 5.5 Dynamics of the normal-modes under the y-polarized pulse (a, b) without and (c) with damping. (a) Amplification of the $Q_{LSy}$ mode through the anharmonic force by the pulse at 0 K. (b) the $Q_{LSy}$ cannot overcome the increased effective energy barrier although its kinetic energy is increased by the pulse. (c) The gaining of kinetic energy of $Q_{LSy}$ is smaller than x-polarized case. Even eight pulses are irradiated, switching does not take place.
5.4 Conclusion

In summary, we investigated the polarization switching mechanism of the bilayer 3R MoS\textsubscript{2} whose direction of the polarization is reversed by the change of the stacking sequence. The ferroelectric switching is achieved by driving the interlayer shear mode through the anharmonic energy flow from the optically pumped infrared mode. Interestingly, due to the selection rule from the crystal symmetry of MoS\textsubscript{2}, the degenerate interlayer shear mode can only be driven along its armchair axis whether the infrared mode is pumped along the zigzag or armchair axis. The optical pulse, however, should be polarized along the zigzag axis for the successful switching because the direction of anharmonic force is aligned with the switching direction. The coherent light pulses can amplify the interlayer shear mode substantially and unidirectionally, displacing the stacking sequence into the opposite polarization. The scheme for optical modulation of stacking structure can be generally applied to other 2D materials exhibiting the interlayer shear mode to explore various stacking-dependent properties in a dynamical manner.
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In this dissertation, a range of electronic properties – electron transport, interlayer dynamics, and ferroelectricity – of MoS$_2$ are investigated with the particular focus on the roles of the interface and crystalline symmetry of the 2D materials systems for the device applications.

The single layer MoS$_2$ realizes the extremely thin semiconducting channel with enhanced electrostatic control for the switching devices. In this thesis, we studied the effect of the extrinsic interface formed with the gate oxides on the electron transport. We investigated the high-$k$ HfO$_2$ and the low-$k$ SiO$_2$ oxides in order to explore the atomistic origin of the superior electron transport in the high-$k$ gate oxides compared to the low-$k$ ones. Using the ab initio simulations, we revealed that the interface structures between the SiO$_2$ and MoS$_2$ showed the interface chemical bonds and dangling bonds while those between the HfO$_2$ and MoS$_2$ hardly showed such interfacial defects. The differences in the interface atomic structures directly reflected in the
degree of perturbation of the electronic band structures of MoS$_2$. The electron effective mass of MoS$_2$ in contact with the HfO$_2$ is intact like the suspended form while that increases substantially at the interface with the SiO$_2$. The characteristic interface chemistry between the inert surface of MoS$_2$ and the surface of amorphous oxides with the broken bonds was explained in terms of the distinct short-range order of the oxides. The results provide alternative interpretation on the role of high-$k$ oxides in mobility boosting of 2D materials based MOSFET and emphasize the importance of careful treatment of the surface of gate oxide to form high-quality interface.

Multilayer structure enriches the functionalities of 2D materials from newly emerging properties. Basic design rule is set by the crystalline symmetry for the target function. In this thesis, we studied how the crystalline symmetry of multilayer MoS$_2$ affects the protocol to harness the layer degree of freedom of electrons newly as an information carrier in the valleytronic devices. Following the complementary study based on density functional theory and double group theory, we demonstrated that valley electrons in the polar 3R structure are confined exclusively within each layer with definite spin under the built-in electric field. The one-to-one correspondence between the layer degree of freedom and potential energy evoked an analogy with the valley degree of freedom coupled with the crystal angular momentum in the non-centrosymmetric system. We further showed that the binary operation on the layer degree of freedom, upward and downward interlayer motions, hence can
be performed based on the energy conservation by selectively irradiating the visible and infrared lights.

Finally, we explored the possibility of the ferroelectricity of MoS$_2$ based on the bilayer 3R structure. The ferroelectricity of the 3R structure requires the dynamic control of the stacking sequence through the interlayer shear for the polarization reversal. To this end, we investigated the optical route to substantially drive the interlayer shear vibrations which is Raman active into the switching directions based on the nonlinear phononics scheme. From the calculations of the potential energy surfaces, we showed that the interlayer shear mode can be coherently driven upon the intense terahertz laser pulse irradiation through the nonlinear coupling of the infrared active mode and the interlayer shear mode. The effect depends on the polarization angle of incident pulse and the switching can be successfully performed for the zigzag axis of MoS$_2$. This scheme addresses the generic problem on the possibility of structure control in layered 2D materials and hence can be applied to the other systems on demands.

In conclusion, using first principles, we elucidated the fundamental consequences of atomistic structure on the electronic properties of MoS$_2$ in various aspects and the ways to realize the functions in the devices. Still, many tasks are remained to realize the working device aided by 2D materials for the industry and to provide a blueprint for the 2D-specific nanodevice. We believe that the constructed structure-property correlations in this study shall
provide some insights into the low-dimensional materials and devices.
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국문 조목

이황화몰리브덴(MoS\(_2\))은 원자 세 개에 해당하는 두께를 가지는 결정질 시트가 반 테르 발스 힘에 의해 적층된 형태의 2차원 물질이다. 이 재료의 핵심 특징인 2차원 기하구조로부터 나타나는 물성은 소자 스케일링에 대한 획기적인 대안 내지는 완전히 새로운 유형의 소자에 대한 청사진을 제시하였기 때문에 학계와 산업계를 매료시켰다. 그러나 동시에 2차원 구조는 실제 소자에 도입하고자 할 때에 큰 어려움을 가져온다. 중요한 문제 중 하나는 소자 구성 시 필연적으로 나타나는 계면구조에 의해 전기적 물성이 크게 변화한다는 것이다. 전계효과 트랜지스터 구조에서 나타나는 게이트 산화물간의 extrinsic 계면이나 적층구조에서 발생하는 인접 층간의 intrinsic 계면이 그 예이다. 또 다른 문제는 적층구조의 결정적 대칭성이 적층방식에 따라 변화한다는 것이다. 이러한 대칭성은 위상학적 전류 및 강유전성과 같은 다양한 특성을 결정하는데 매우 중요한 역할을 한다.

본 논문에서는 MoS\(_2\)의 전기적 물성에 대한 계면 및 대칭성의 역할을 밀도범함수이론에 기반한 재일원리계산을
이용하여 연구하였다. 이를 통해 MoS₂의 구조-물성 상관관계에 대하여 이론적으로 고찰하고, 나아가 2차원 재료 기반 논리소자의 기능성을 향상시키거나 새로운 기능성을 부여하기 위한 방법론을 제시한다.

먼저 단일 층 MoS₂로 만들어진 전계효과 트랜지스터에서 나타나는 게이트 산화물간의 계면원자구조에 대하여 연구하였다. 이 연구에서는 계일원리 분자동역학법을 이용하여 MoS₂와 산화물의 계면에서 나타나는 화학반응을 모사하였고, 계면에서의 화학적 상호작용에 따라 MoS₂의 전자 밴드구조가 크게 변화될 수 있음을 보여주었다. 이 결과는 그 동안 논쟁이 있었던 산화물 종류에 따른 전자수송 특성의 열화 현상에 대하여 원자수준의 메커니즘을 제안한다. 또한 MoS₂ 기반 트랜지스터의 성능을 향상시키기 위해 신중한 계면처리의 중요성을 시사한다.

다음으로 특정 대칭성을 가지는 적층구조 MoS₂에서 발생되는 새로운 전기적 물성을 연구하였다. 최근의 이론 및 실험 연구들은 multi-valley 밴드구조를 가지는 반도체에서 전자의 valley 자유도(valley degree of freedom)를 정보로 활용하는 valleytronics 기술의 기반을 확립하였다. 한편, 적층구조에 존재하는 전자는 층간 위치에 해당하는 layer 자유도(layer degree of freedom)을
자연적으로 갖게 되며 이는 기존 valleytronics 개념에 부가적인 정보 매개체로서 통합될 수 있다. 그러나 layer 자유도를 제어하여 정보로 이용하고자 하는 연구는 valley 자유도에 대한 연구에 비해 매우 제한적 이였다. 본 연구에서는 밀도범위수이론과 균론에 기반하여 적층구조의 대칭성이 layer 자유도의 특성에 미치는 영향을 심도 있게 연구하였다. 이를 통해 극성 대칭(polar symmetry)을 가지는 3R 구조에서 나타나는 전자의 layer 자유도 특성이 효율적인 제어에 적합하다는 것을 보여주었다. 이 결과는 layer 자유도의 제어방식과 반전 비대칭(inversion asymmetric) 구조에서 나타나는 valley 자유도의 제어방식 사이에 유사점 (analogy)이 있음을 보여준다.

마지막으로 3R 구조 MoS$_2$에서의 강유전성에 대하여 연구하였다. 지금까지 MoS$_2$의 강유전성은 단일 층 구조에 존재하는 거울 대칭으로 인하여 간과되어왔다. 하지만 3R 구조는 층간 상호작용으로 인해 자발적 전기분극(spontaneous polarization)이 존재한다. 따라서 층간 밀림에 대한 제어를 통해 강유전 스위칭을 일으킬 수 있다. 본 연구에서는 적외선 활성 포논(infrared active phonon)과 층간 전단 포논(interlayer shear phonon)간의 nonlinear phononics에 기반한 강유전 스위칭 메커니즘을 연구하였다. 이 결과는 강한 적외선 영역의 레이저 펄스를 이용하여 매우 빠른
속도로 강유전 스위칭을 일으킬 수 있다는 가능성을 보여준다.

이 논문은 계면과 대칭성이 MoS$_2$의 전기적 물성에 미치는 매우 중요한 역할을 다양한 소자 응용 관점에서 보여준다. 또한 구조-물성 상관관계 및 이에 따라 새롭게 발현되는 물성을 활용하는 전략을 제시하고 있다. 이 연구 결과는 저차원 재료 및 소자 실현에 대한 연구에 중요한 밑거름이 될 것이다.