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Abstract

Ships and offshore structures are cyclically exposed to various environmental loads induced by wind, wave and current during its entire life. Even though internal stress due to the loads does not reach yield stress of material, the structures are damaged by the cyclic load and it might result in fatigue failure. Unlike ultimate limit state analysis considering only extreme a load case, all environmental conditions occurring design life should be considered in fatigue limit state (FLS) analysis so it requires huge amount of computational costs. Spectral fatigue analysis based on frequency domain has been widely utilized to more efficiently predict fatigue life of products.

Spectral analysis evaluates a probability density function of stress amplitude as a function of spectral moments and predict fatigue life of structures by utilizing it. In many practices, hot spot stresses are modelled as narrow-banded Gaussian process and under this assumption, the probability density function follows the Rayleigh distribution. However, there are just few structural responses which satisfy this assumption actually due to nonlinear load, multiple excitation and geometry complexity. Many fatigue analysis methods in frequency domain for wide-banded Gaussian process were developed to evaluate fatigue damages and approximate marginal distribution of stress amplitude. Some of them could predict fatigue damages with great accuracy in wide-banded Gaussian problem.
Non-normality is another important factor in fatigue analysis. Transformation technique which defines the relation between non-Gaussian and the underlying Gaussian random process has been studied to extend the approximation models derived in Gaussian random process to non-Gaussian problem. However, it requires complete information of cycle distribution such as a joint distribution of stress mean and amplitude, only few models derived in Gaussian random process could be used to analyze non-Gaussian random process. Moreover, the existing approximate models for joint distribution of stress cycles seems to give inaccurate results or require multi-dimensional integration to get the cycle distribution.

In this present work, an approximate model for conditional probability density function of stress mean given amplitude in wide-banded Gaussian process is proposed. This model is combine with the existing three models for marginal distribution of stress amplitude to get the joint distribution of stress mean and amplitude. The accuracy of proposed joint distribution is verified by numerical simulation for engineering critical assessment on TLP tendons.

The proposed joint distribution is extend to non-Gaussian region through Hermite function. The accuracy of the proposed model in prediction on fatigue damages due to non-Gaussian loadings is verified in various conditions having different bandwidth and non-Gaussian values. In addition, to examine the applicability of the model in the real engineering problem, the fatigue analyses for the typical nonlinear problems, wind and Morison loads, are performed. Particularly, in the numerical example of Morison load, the effect of
non-normality on fatigue damage is discussed through comparison with the linearization coefficient approach. Although the accuracy of the proposed model is dependent on the selection of approximate model marginal distribution of stress amplitude, it is verified that the proposed model can improve the fatigue analysis results in wide-band non-Gaussian problems.
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Chapter 1. Introduction

1.1. Study Background

Ships and offshore structures are exposed cyclically to various environmental loads like wave, wind and current during its service life. Even though structural responses induced by such loads do not reach a limit state of material, these structures get damaged by these cyclic loads and might be destroyed when cumulative damage reaches one. This structural failure is defined as fatigue failure. It is very important to secure enough fatigue life in design stage due to high cost on maintenance and repair of ships and offshore structures so very accurate and efficient fatigue analysis procedure is required.

Fatigue damage is defined as a function of stress amplitude, the number of each stress cycle and some material constants. The first step of fatigue analysis is calculating the fatigue damage of each stress cycle. Then, damage accumulation rule is applied to sum the damage of each cycle. There are various cycle counting methods and damage accumulation rules. In general, rainflow counting method and Palmgren–Miner’s linear damage rule have been widely used in most industries [Dowling (1972)].

The information of stress cycles such as stress amplitude and the number of cycles could be extracted directly from stress time history by cycle counting method or calculated by probability density function of stress cycles. The former is called time domain approach [Newland (1984), Lee et al (2005)]. Time history of stress is usually
calculated from CAE simulations and can also be obtained by experiments. Depending on performance of solver in CAE, time domain approach could reflect nonlinearity from coupling effect or geometrical complex. However, it takes too much time to calculate the time series data per one load case, it is not possible to consider all environmental load cases in time domain. Many studies have proposed supportive measures to reduce computational cost and time by excluding insignificant load cases or reducing the number of simulation and duration of each simulation [Mohammadi et al (2016), Peng et al (2017)].

The frequency domain approach defines probability density function of stress cycles and calculates the information of stress cycles from it. If time history of stress follows stationary narrow-banded Gaussian process, it has been known that the probability density function of stress amplitude could be assumed the Rayleigh distribution [Houston and Skopiniski (1956)]. This assumption has been widely accepted with linear wave theory and linear structural analysis. However, in real engineering problem, most of structural responses are non-stationary wide-banded non-Gaussian processes. When multiple excitations simultaneously act on offshore structures such as TLP tendon or mooring line, the frequency components of each loads should be reflected in the structural responses so they are wide-banded processes rather than narrow-banded processes [Ochi (1986), Zou et al (1999), Gao and Moan (2007)]. Also, when the effect of nonlinear loads such as Morison and wind load are significant, structural responses seem to follow
non-Gaussian process [Kanegaokar and Haldar (1987), Jensen (1990), Spidsoe and Karunakaran (1997), Gong and Chen (2014), Ding and Chen (2014, 2015), Schottler et al (2017)]. Storm might occur during operation and the statistical properties of structural responses could be significantly changed before and after storm [Morandi et al (2004)]. Like these various situations, it is necessary to deal with non-stationary wide-banded non-Gaussian process in real engineering problems.

Many studied have been performed to modify the limitations on the spectral analysis. Most of them tried to extend the results derived in narrow-banded Gaussian processes. When hot spot stress is wide-banded process, probability density function of stress amplitude is no longer Rayleigh distribution. Rychlik (1993) proved that application of narrow-band assumption on wide-banded processes tend to overestimate the rainflow fatigue damage.

In 1980s, a correction factor was introduced to reflect the effect of bandwidth on fatigue damage and the fatigue damage was expressed as the product of the correction factor and predicted fatigue damage based on the narrow-band assumption [Wirsching and Light (1980), Lutes and Larsen(1990)]. This models were very simple and easy to use but the predicted fatigue damages deviated from time simulation results and they did not give any information of stress cycle distribution. Dirlik (1985) proposed an alternative model on marginal distribution of stress amplitude for wide-banded Gaussian processes. It was constructed by vast amount of simulation results and consisted of three different distribution function. Other
researchers have also suggested their own approximate functions to modify the Dirlik’s model [Zhao and Baker (1992), Petrucci and Zuccarello (2004), Park et al (2014)]. Although some of them predicted fatigue damages including bandwidth effect with certain accuracy, their works could be limitedly used in only Gaussian process. Benasiutti and Tovo (2005) proposed an approximate model on joint probability density function of stress mean and amplitude to express whole information of cycle distribution in wide- banded Gaussian process. They also introduced transformation function which linked non-Gaussian and Gaussian process to extend their work derived in Gaussian process to non-Gaussian problem. As another way to predict the joint distribution function, the Markov method was devised by Frendhal and Rychlik (1993). It assumed that a sequence of turning points followed Markov process. By calculating a transition probabilities from maximum to the following minimum, it could predict the joint distribution of peak and valley of rainflow- counted stress cycles.

Non-Gaussianity is another important factor which has a significant effect on fatigue damage and its effect has been reviewed by many researchers [Rizzi et al (2011), Kihm et al (2013)]. Sarkani et al (1994) warned that spectral analysis technique based on the Gaussian assumption might significantly underestimate probability of high amplitude cycles. The models for handling non-Gaussianity in frequency domain have been developed by utilizing the approximate models derived in Gaussian process. Some literatures addressed how to handle non-normality in frequency domain and suggested
analytical estimation formula which were based on the extension of the narrow-banded assumption [Winterstein (1985, 1988), Winterstein et al (1994), Kihl et al (1995)]. Thereafter, a number of studies have been carried out on the transformation function that converts a Gaussian processes into non-Gaussian processes with equivalent first and second moments [Lawrence and Lewis (1985), Grigoriu (1995)]. Based on this, a framework for analyzing a wide-banded non-Gaussian process in the frequency domain has been established. Recently, correction factors considering non-Gaussianity have been studied based on kurtosis control simulation technique [Braccesi et al (2009), Cianetti et al (2018)].

As described above, many models for a wide-banded non-Gaussian process have been developed approximately or theoretically, and a precise model derived in Gaussian process is required as the basis of these methods. Information about the whole cycle distribution is needed to extend the results to non-Gaussian processes through the transform function, but only few models provide it. The approximate model for joint probability distribution function might also provide distorted information about stress mean, and it can result in significant errors in evaluation on fatigue damages for non-Gaussian processes. That is, to increase the accuracy of the fatigue analysis result for non-Gaussian process, it is necessary to accurately estimate the joint probability density function of stress mean and amplitude in Gaussian process.
1.2. Purpose of Research

The purpose of this study is to propose an approximate model for joint probability distribution function of stress mean and amplitude in Gaussian process. The proposed model needs to be given in explicit form to eliminate additional computational cost. This model could be utilized to engineering critical analysis (ECA) which requires stress cycle distribution and to fatigue analysis on wide-banded non-Gaussian processes with transformation technique. Especially, this model concentrates on describing conditional probability density function of stress mean given amplitude so it is expected that this mode could increase the accuracy of spectral analysis in non-Gaussian process problem.

There are two different approaches to assess fatigue life of structures. The first one is traditional S−N curve based approach and the other one is fracture mechanics based approach. Recently, in case of TLP tendons or topside structures, many ship owners have required ECA results. Chapter 2 addresses about the basics and detail procedure of two approaches. The fatigue analysis is basically performed by predicting the probability density function of stress cycles extracted from time series data by cycle counting method. Chapter 2 also introduces several cycle counting methods.

The bandwidth effect on fatigue damage in Gaussian process has been studied and many approximate models have been also proposed. In this present work, an approximate model of joint probability density function of stress mean and amplitude is proposed by
combining existing models for stress amplitude and newly proposed model for conditional probability function of stress mean. Therefore, the details of the existing models should be understood in advance. In chapter 3, brief description of some models for wide-banded Gaussian processes is addressed.

The detailed procedure for deriving the conditional probability density function of stress mean is explained in chapter 4. It is assumed that the conditional probability density model of stress mean follows zero-mean normal distribution. The only unknown variable is standard deviation and regression analysis is performed to approximate the unknown value. The results of sensitivity analysis to find input variables and nonlinear regression analysis to determine the explicit formula for standard deviation are discussed in this chapter.

The reason that probability density functions derived in Gaussian process is important is that it could be extended to non-Gaussian problem through transformation technique. In chapter 5, the detailed information of transformation function is explained and how to extend probability models derived in Gaussian process to non-Gaussian problem. The new model is applied to fatigue analysis on non-Gaussian time signal generated considering various 3rd and 4th statistical moments and joint probability density functions in non-Gaussian process calculated by the existing and new model are compared.

Two numerical examples are introduced to verify the accuracy and applicability of the proposed model in chapter 6. The proposed
model is applied in fatigue crack growth analysis on TLP tendon. In fatigue crack growth analysis, stress ratio R of each stress cycle is required to reflect crack closure effect on crack growth rate. The stress ratio R is the ratio of peak to valley in stress cycles so joint distribution of stress cycles should be needed to obtain the R values of each cycle. The predicted crack growth results by existing and newly proposed models are compared. The other example is a fatigue analysis on offshore wind turbine structures. The time series of stress at tower base are calculated by fully coupled analysis considering wind and wave loads. The fatigues damage at tower base are predicted by both time and frequency domain approaches.

Morison equation consists of two force term. First one is drag force and the other is inertia force. Because drag force is proportional to the square of particle velocity, Morison equation is known as a nonlinear force. A linearization coefficient which aims to linearize the nonlinear drag term in Morison equation was proposed by Borgman (1967) to evaluate directly Morison force spectrum from velocity and acceleration spectra. In linear wave theory, particle velocity and acceleration are assumed to be Gaussian process so the linearized Morison force is also Gaussian process so the fatigue damage results could not consider the non-normality. In chapter 7, fatigue analyses on fixed cylinder under Morison force are performed by proposed model considering non-normality and spectral analysis through the linearization coefficient. By comparing the results, the effect of non-normality on fatigue damages is discussed.
Chapter 2. Basics of fatigue analysis

2.1. S-N curve based fatigue analysis

The mechanism of fatigue failure is related to initial crack growth. Inherent small crack (micro crack) in metal surface propagates as the crack opens and closes due to cyclic loading. Several small crack can meet each other to form macro crack. Many metallurgical factor such as microscopic non homogeneity or grain structure, stress concentration due to geometry and welding have been known as important factors when predicting crack propagation phenomenon. The analytical models for understanding fundamental microscopic aspect of crack propagation has been studied for a long time, however, there is no quantitative ways to predict fatigue life of material in microscopic scale. This means that the process of initiation of micro cracks that finally will form macroscopic cracks in the material is not accounted for in detail in the analytical model.

Laboratory experiments have been tried to quantify fatigue damage induced by constant amplitude loadings. Wohler (1870) summarized vast amount of experimental data about railroad axles and he emphasized on the importance of stress range not peak value and the concept of endurance limits. Basquin (1910) proposed a log-log relationship called S–N curve using Wohler’s test data. The S–N curve in Eq. (2.1) is a plot of alternating stress S versus cycles to failure N. The most common procedure for generating the S–N data is constant amplitude test. It was the standard fatigue design method.
for a long time and some classifications serve their own S–N curve data in regulations. Fig. 1 shows an example of S–N curve data in DNV–RP–C203. Based on the S–N curve, it is possible to calculate the fatigue damage of each stress cycle with specific stress range.

\begin{equation}
\log N = \log \bar{\alpha} - m\log(\Delta \sigma)
\end{equation}

Fig. 1 S–N curves in sea water with cathodic protection [DNV (2011)]

Mean stress is another important factor which has an effect on fatigue damage. Mean stress is equal to the average of the maximum and minimum stress during a fatigue load cycle. Much of fatigue data is generated assuming a zero mean stress, which means that the load cycle is completely reversed. The stress ratio, also referred to as R, is defined as the minimum stress over the maximum stress and is used to quantify the mean stress. A stress ratio of \(-1\) represents a fully reversed loading. However, fully reversed loading is rarely
observed in engineering practice and the mean stress may not be non-zero in most cases. The best way to consider the effect of mean stress is making S–N curve with non-zero stress ratio value but it requires too much cost and time. Some diagram which plotted alternating stress versus mean stress have been proposed and Dowling (2004) reviewed several diagrams [Goodman (1919), Morrow (1968), Smith et al. (1970), Walker (1970)]. Modified Goodman equation shown in Eq. (2.2) and Fig. 2 is a famous formula to describe the relationship between them.

\[
\frac{s}{\sigma_e} + \frac{m}{\sigma_u} = 1
\]  

(2.2)

where, \( s \): stress amplitude, \( m \): stress mean, \( \sigma_u \): ultimate strength

\( \sigma_e \): endurance limit

Other factor such as size, type of loading, surface finish, surface treatments, temperature and environment should be considered in fatigue analysis [Bannantine et al. (1990)]. Their effects on fatigue damages were reflection in form of modifying factor in alternative stress amplitude.

In real practice, time series of stress is irregular random processes. Fatigue damages of various amplitude stress cycles could be calculated by the S–N based approach but there is no information about summing fatigue damages of each cycles in the methods. Damage accumulation rules which aim to sum up each fatigue damage of stress cycle with different stress amplitude have been developed. Fatemi and Yang (1998) reviewed various damage accumulation
rules and grouped them into six categories: linear damage rule; nonlinear damage curve and two-stage linearization approaches; life curve modification methods; approaches based on crack growth concepts; continuum damage mechanics models; and energy-based theories. The linear damage summation rule was proposed by Miner (1945). He suggested that total fatigue damage of an irregular random loading could be expressed by just summing up all fatigue damages of each stress cycle. Although this method has some deficiencies such as load-level independence, load-sequence independence and lack of load-interaction accountability, this method has been dominantly used in design due to its simplicity. Finally, total fatigue damage based on S–N curve based approach is expressed as a function of stress range (or amplitude), the number of cycles and constants of S–N curves shown in Eq. (2.3).

$$D = \sum_{i=1}^{n} D_i = \sum_{i=1}^{n} \frac{n_i}{N_i} = \sum_{i=1}^{n} \frac{n_i}{\bar{a}} (\Delta \sigma_i)^m$$  \hspace{1cm} (2.3)

### 2.2. Fracture mechanics based fatigue analysis

Another point of view in assessment of fatigue failure is the fracture mechanics based fatigue analysis. A material fracture when applied stress at crack tip reaches enough level to break the bonds that hold material atoms together. The strength of bond is induced by the attractive forces between atoms. Thus, depending on the relationship between applied stress at crack tip and strength of bond,
Griffith (1920) proposed an idea that a flaw in material will propagate if the total energy of the system is lowered with crack propagation based on the principle of minimum total potential energy. In other words, when the energy required to make new crack in material is lower than to crack propagation, the crack will be extended. Irwin (1948) extended Griffith’s theory to ductile materials. He explained that plastic deformation should be considered in energy calculation and even it is more dominant than surface energy term for ductile materials. The strain energy release rate, $G$, which is the total energy absorbed during cracking per unit increase in crack length, was defined by him. Irwin (1952) derived the local stress near crack tip in an isotropic linear elastic material using Airy’s stress function in polar coordinated as shown in Eq. (2.4).

$$\sigma_i = \left(\frac{K}{\sqrt{r}}\right) f_i (\theta) + \sum_{m=0}^{\infty} A_m r^m g_i^{(m)} (\theta) \quad (2.4)$$

where, $\sigma_i$: stress tensor, $K$: constant, $r, \theta$: position in polar coordinate

$f_i$: leading term, $A_m, g_i^{(m)}$: amplitude and function of $\theta$ for $m$th term
Based on Eq. (2.4), the leading term is proportional to \( 1/\sqrt{r} \) so it will approach infinity at crack tip where \( r \) is zero. Because other higher-order term remains finite at crack tip, stresses at crack tip varies with \( 1/\sqrt{r} \).

The constant of the leading term in Eq. (2.4), \( K \), is called stress intensity factor. This factor depends on loading, crack shape, crack size and geometric boundaries. The general form of \( K \) could be expressed as Eq. (2.5).

\[
K = f(g)\sigma \sqrt{\pi a}
\]

(2.5)

where, \( \sigma \): nominal stress, \( a \): crack length, \( f(g) \): correction factor

The correction factor in Eq. (2.5) depends on specimen and crack geometry. Many studied have been performed to evaluate the correction factors in various specimen and flaw types. Many solutions for a wide variety of problems and published in hand books or international regulations [Tada et al. (1973), Rooke and Cartwright]
If there is available solution for stress intensity factor, the stress intensity factor could be calculated through numerical approaches like finite element analysis and weight function techniques [Rice (1972), Rice (1989)] or experimental approaches. As the stress intensity factor reaches a critical value, $K_c$, unstable fracture occurs. The critical value of material is called the fracture toughness. This value is characteristic value of materials and depends on the temperature and specimen thickness.

Initial crack will propagate under cyclic environmental loads. The law between the crack growth rate $\frac{da}{dN}$ and the range of stress intensity factor that the difference between maximum and minimum stress intensity values during a stress cycle,$\Delta K = K_{\text{max}} - K_{\text{min}}$ is determined experimentally. The overall relationship between $\frac{da}{dN}$ and $\Delta K$ in log–log scale could be illustrated as a sigmoidal curve. This curve is divided three distinct regions as shown in Fig. 3.
At region I, where the stress intensity factor range is low, the crack growth rate is zero until the stress intensity factor range reaches threshold value $\Delta K_{th}$. This means that crack does not propagate under cyclic loads which is below $\Delta K_{th}$. The relationship between crack growth rate and stress intensity factor range in log–log scale is linear in region II where occupies the majority of product lifetime. Finally, the crack growth rate in region III increases rapidly after the stress intensity factor reaches the critical value, $K_c$.

Because region II is dominant in determining the fatigue life, it seems to be sufficient to assume that it is possible to only consider region II in prediction of fatigue life. The most famous law in explaining the linear relationship observed in region II is Paris law show in Eq. (2.6).

$$\frac{da}{dN} = C(\Delta K)^m$$  \hspace{1cm} (2.6)
where, \( C, m: \text{material constants} \)

This power-law relationship for fatigue crack growth is widely used to fatigue crack propagation analysis in engineering practice. Other studies has tried to describe whole relationship including region I and III [Forman et al (1967), Klesnil and Lukas (1972), Donahue et al (1972), Forman and Mettu (1992)]. In region II, the crack growth rate is an only function of the stress intensity factor range, but stress ratio \( R \) should be considered in other region and the empirical formulas considering entire regions include the effect of stress ratio \( R \) in their formulas.

Elber (1970) accidentally discovered the presence of crack closure phenomenon. He performed many fracture experiments with cracked specimens and compared it with standard formulas for corresponding specimens. At high loads, the results of experiments agreed well with the formulas but testing results was close to that of an uncracked specimen. He observed that the surfaces of fatigue cracks contact each other when the remotely applied load is still tensile and did not open until a sufficiently high tensile load is applied. He introduced effective stress intensity factor range to reflect the crack closure in fatigue crack analysis as shown in Eq. (2.7).

\[
\Delta K_{\text{eff}} \equiv K_{m, \text{ax}} - K_{\text{op}} 
\]

(2.7)

where, \( K_{\text{op}}: \text{the stress intensity at which the crack open} \)

He also defined an effective stress intensity ratio, \( U \) like Eq.
By substituting the effective stress intensity factor range into the Paris law, a modified Paris law is derived as shown in Eq. (2.9).

\[
\frac{da}{dN} = C (\Delta K_{\text{eff}})^m
\]  

He tried to make an empirical formula for $\Delta K_{\text{eff}}$ and measured the closure stress intensity in 2023-T3 aluminum at various load levels and stress ratio R. The following equation in Eq. (2.10) was obtained from the experiments.

\[
U = 0.5 + 0.4R \ (-0.1 \leq R \leq 0.7)
\]  

Many researches have pointed out that Elber’s linear representation seemed to be insufficient to capture an apparent non-linear behavior. Improved version of empirical formulas have been suggested by subsequent studies [Newman Jr (1984), Schijve (2004), Correia et al (2016)].

The results mentioned in above are derived in constant amplitude loading condition. As mentioned in the previous chapter, real structures experience irregular loadings during their life time so damage accumulation rule needed to analyze these variable amplitude
loadings. In case of variable amplitude loadings, it is known that loading history is an important factor in determining crack growth rates. However, it is cumbersome to quantify the effect of loading history. For simplicity, it is often assumed that the loading history effect could be ignored and there are many practical situations where such assumption is reasonable.

The linear damage model is suitable for variable amplitude loading when this assumption is reasonable. This model calculates the total crack growth by just summing all crack growth induced by each loading cycle. Then, the incremental of crack size $\Delta a$ is expressed as shown in Eq. (2.11) if it is assumed that $\Delta a \ll a$.

$$
\Delta a = \left( \frac{da}{dN} \right)_1 N_1 + \left( \frac{da}{dN} \right)_2 N_2 + \cdots 
$$

(2.11)

By substituting Eq. (2.5) and (2.6) into Eq. (2.11), the above equation becomes Eq. (2.12).

$$
\Delta a = C[(\Delta K_1)^m N_1 + (\Delta K_2)^m N_2 + \cdots] \\
= C f \left( g \left( \frac{\pi a}{m} \right)^{\frac{m}{2}} \right) [(\Delta \sigma_1)^m N_1 + (\Delta \sigma_2)^m N_2 + \cdots] \quad (2.12)
$$

The procedure of crack propagation analysis for lifetime prediction ($N_f$) under variable amplitude loadings based on the linear damage rule is summarized in Fig. 4.
2.3. Counting methods
In the previous chapters, two distinct ways to evaluate fatigue damages due to irregular random loads. These methods commonly need the information of stress range (or amplitude) and the number of observed stress cycles. This information could be extracted from time history of random process by using cycle counting methods. The cycle counting method is used to summarize irregular load−versus−time histories by providing the number of times cycles of various amplitude occur. Various cycle counting methods have been proposed and the principles of these methods are reviewed in this chapter.

To begin with, some basics properties of an irregular loading is described in Fig. 5. Peak is the point at which sign of the first derivative of random process changes positive to negative. On the other hands, valley is the smallest value between two successive peaks. Fatigue damage induced by variable amplitude loading is assumed to be affected by only a sequence of peak and valley. Thus, continuous form of irregular random loading could be expressed as a sequence of turning points where sign of the first derivative changes like Eq. (2.13).
Fig. 5 Description of an example of an irregular random process

\[ x(t) = \{m_0, M_0, m_1, M_1, m_2, M_2 \ldots \} \]  \hspace{1cm} (2.13)

where, \( m_i \): \( i \)-th valley, \( M_i \): \( i \)-th peak

A cycle is defined as a pair of peak and valley and cycle counting method is an algorithm for matching these peaks and valleys to form cycles. Amplitude (or range) and mean value of cycle defined in Eq. (2.14) and (2.15) are important properties in fatigue analysis

\[ s = \frac{M_i - m_i}{2} \rightarrow r = 2s = M_i - m_i \]  \hspace{1cm} (2.14)
\[ m = \frac{M_i + m_i}{2} \]  \hspace{1cm} (2.15)

where, \( s \): amplitude, \( r \): range, \( m \): mean

Several counting methods are proposed and the properties of each methods was reviewed in the literature [Dowling (1972), ASTM...
(2005)]. In this chapter, general four counting methods widely used in practice are introduced: level-crossing counting (LCC), peak-valley counting (PVC), range counting (RC) and rainflow counting methods (RFC). An example of discretized random process is shown in Fig. 6 and the counting results of each method are summarized in Fig. 7.

Fig. 6 An example of discretized random process
Level-crossing count method (LCC) was developed in the 1950s by the aircraft industry to count velocity and accelerations that exceeded certain levels. The counting results of LCC is suggested in Fig. 7. This method records the crossings of random process with fixed levels. Above reference level defined as zero in Fig. 7, only crossing points with positive slope are recorded and negative sloped crossings are registered below the reference level.
At the reference level, crossings with positive slope are recorded. The cycle is determined that the most damaging cycle count for fatigue analysis. It means that the first cycle consists of the highest peak and the lowest valley in the set of recorded crossings and the second cycle is also constructed at the same manner with available peaks and valleys except used values.

Peak-valley counting identifies all peaks above the reference level and negative valley below the reference level of random process. The cycles are constructed at the same manner of LCC. The most damaging cycle for fatigue analysis is derived from the set of recorded peaks and valleys until all element of the set are used. The sequence of peaks and valleys are not considered when the cycles are constructed.
Fig. 9 Result of peak counting (PC) method

Unlike peak–valley count method, the range count method identifies all peaks and valleys without considering the reference level. A peak and the following valley is paired to form one-half cycle and a valley and the following peak also is grouped into one-half cycle. The important feature of this method is the principle of defining cycles considering the sequence of turning points.
Dowling (1972) compared cycle counting results for fatigue analysis and concluded that the rainflow counting method was the most accurate method. Rainflow count method was proposed by Matsuishi and Endo (1968) and different several version of RFC algorithm were proposed [Downing and Socie (1982), Rychlik (1987) Amzallag et al (1994)]. The original algorithm proposed by Matsuishi and Endo called pagoda–roof algorithm is explained in Fig. 11.
The time history of random process is plotted vertically in Fig. 11. The principle of pagoda-roof algorithm could be described as a flow of raindrop. Imagine that a raindrop on point A. The raindrop will move through below three rule.

A) If the raindrop starts from a valley, it will move until it reaches the smaller valley than its starting point. Then, one-half rainflow cycle is defined a pair of the starting point (valley) and the largest value (peak) during its travel.

B) If the raindrop starts from a peak, it will move until it reaches the larger peak than its starting point. Then, one-half rainflow cycle is defined a pair of the starting point (peak) and the
smallest value (valley) during its travel.

C) The raindrop must stop when it meets the raindrop from a roof above.

For example, the raindrop which starts from point A will stop when it reaches point C which is smaller than point A. One-half rainflow cycle (A–B) is counted. The raindrop which falls in point D will meet the raindrop from the above roof so it must stop at point C. It will make one rainflow cycle (D–C). The detailed results of rainflow cycle is summarized in Fig. 7. The other algorithms such as 3-point algorithm, 4-point-algorithm and non-recursive definition have different principles but all algorithms give the same counting results. In practical, rainflow count method has been accepted the most accurate method so fatigue damages predicted by the time domain approach with rainflow count method have been considered to be the exact solutions.
Chapter 3. Frequency domain methods for Gaussian random loadings

3.1. Introduction

Under stationary narrow–banded Gaussian process assumption, Crandall & Mark (1973) theoretically proved the fact that the probability density function of stress amplitude follows the Rayleigh distribution. The estimated fatigue damage under the assumption could be expressed by the Rayleigh distribution into S–N curve and the Miner rule. However, the assumption are seldom verified in most practical engineering problems. Many studies have been performed to overcome the limitation of the conventional spectral technique derived under the assumptions. Bandwidth of a random process is an important factor that have on effect of fatigue damage induced by the random process. Rychlick (1993) pointed out that the formula derived under narrow–band assumption for estimating fatigue damage tends to overestimate fatigue damages under wide–band processes. Therefore, modification methods have been suggested.

From early 1980s, correction factors for bandwidth effect have been investigated [Wirsching & Light (1980), Lutes & Larsen (1990), Wu (1992)]. They expressed the correction factor as a function of bandwidth parameters and the slope of S–N curve. Then, the estimated fatigue damage for wide–band process was just defined as the multiplication of the correction factor and the estimated fatigue
damage derived under narrow-band assumption. However, many literatures pointed out that this approaches tended to overestimate fatigue damages in small bandwidth ranges. Others have been tried to make approximate models for probability density function (PDF) of stress amplitude in Gaussian processes [Dirlik (1985), Gall and Hancock (1985), Zhao & Baker (1992), Kim & Kim (1994), Petrucci & Zuccarello (2004), Park et al (2014)]. Most of them utilized mixture models which consisted of several parametric probability density functions such as Rayleigh and Weibull distributions. Literatures compared the existing approximate models and concluded that some of them gave very accurate results in Gaussian processes.

Benasciutti & Tovo (2005) gave interesting point of view for the approximate probabilistic models derived in Gaussian processes. They tried to extend the probabilistic model derived in Gaussian processes to non-Gaussian problems and explained that the probabilistic models could be extend to non-Gaussian problems with transformation techniques. However, the entire information of rainflow counted cycle distribution should be required to use the transformation techniques. Therefore, they utilized joint probability distribution function proposed by Tovo (2002) of peaks and valleys forming rainflow cycles.

Unlike above models that have been derived based on approximate background, Frendhal & Rychlik (1993) proposed Markov method for evaluating rainflow matrix in given random processes. It was assumed that the sequence of turning points followed Markov chain. Based on the assumption, the transition
matrix between local maximum and the following minimum was estimated approximately by Slepian model and the rainflow matrix was derived by simple matrix manipulation. In this chapter, basic knowledge for several approximate models for wide-band Gaussian processes are reviewed.

3.2. Random process and spectral representation

A random process is a time-varying function that assigns the outcome of a random experiment or simulation to each time instant. Irregular loading and hot spot stresses are representative examples of random processes in fatigue analysis. Let $X(t)$ is an irregular loading acting on offshore structures. $X(t)$ is assumed as a stationary ergodic process which has a zero mean value. $X(t)$ could be expressed uniquely in time domain by its auto-correlation function as shown in Eq. (3.1).

$$R_X(\tau) = \mathbb{E}[X(t) \cdot X(t + \tau)]$$  \hspace{1cm} (3.1)

where, $R_X(\tau)$: auto–correlation function of $X(t)$, $\mathbb{E}[]$: expected value

$\tau$: time lag

The random process $X(t)$ could be transformed to frequency domain through Wiener–Khinchin theorem and it is called power spectral density or power spectrum $S_X(\omega)$ in Eq. (3.2).
\[ S_X(\omega) = \int_{-\infty}^{\infty} R_X(\tau) e^{-j\omega \tau} d\tau \quad \leftrightarrow \quad R_X(\tau) = \int_{-\infty}^{\infty} S_X(\omega) e^{j\omega \tau} d\omega \quad (3.2) \]

where, \( S_X(\omega) \): two-sided power spectral density

In general, only positive frequency components in two-sided power spectral density are utilized and it is called as one-sided power spectral density expressed in Eq. (3.3).

\[ S_X^+(\omega) = W_X(\omega) = \begin{cases} 
2S_X(\omega) & \text{when } 0 \leq \omega < \infty \\
S_X(0) & \text{when } \omega = 0 
\end{cases} \quad (3.3) \]

where, \( W_X(\omega) \): one-sided power spectral density

Mathematical moments of one-sided power spectral density \( W_X(\omega) \) are called as spectral density as shown in Eq. (3.4).

\[ m_k = \int_{0}^{\infty} \omega^k W_X(\omega) d\omega \quad k = 0, 1, 2, \ldots \quad (3.4) \]

where, \( m_k \): \( k \)-th order spectral moment of \( W_X(\omega) \)

There are important relationship between spectral moments of \( W_X(\omega) \) and statistical properties of \( X(t) \). By substituting zero into time lag \( \tau \) in Eq. (3.1) and (3.2), the relationship between \( m_0 \) and \( \sigma_X \) is derived as Eq. (3.5).

\[ m_0 = \sigma_X^2 \quad (3.5) \]

where, \( \sigma_X \): variance of \( X(t) \)
In the same manner, the variances for derivative of $X(t)$ could be expressed as Eq. (3.6).

$$m_2 = \sigma_{\dot{x}}^2, \quad m_4 = \sigma_{\ddot{x}}^2$$  \hspace{1cm} (3.6)

Some other characteristics of random process $X(t)$ are defined as spectral moments. In Gaussian assumption, the expected rate of mean-upcrossings which means the expected number of mean-upcrossings in unit time is derived as Eq. (3.7).

$$v_0 = \frac{1}{2\pi} \sqrt{\frac{m_2}{m_0}}$$  \hspace{1cm} (3.7)

where, $v_0$: mean-upcrossing rate

And the expected number of peaks in unit time is defined as Eq. (3.8).

$$v_p = \frac{1}{2\pi} \sqrt{\frac{m_4}{m_2}}$$  \hspace{1cm} (3.8)

where, $v_p$: mean number of peaks

An important time-domain property of random process is the irregularity factor (IF) which is defined as the ratio the mean-upcrossing rate to mean number of peaks as shown in Eq. (3.9).
The irregularity factor means the expected number peaks located between successive two mean-upcrossings. In narrow-band process where most power spectral densities are concentrated on narrow frequency range, only one peak exists in successive mean-upcrossings. In other words, the irregularity factor approaches to one in narrow-band process. In wide-band process, irregularity factor goes to zero and it means that there are many peaks between two successive mean-upcrossings.

Another important parameter which indicate the bandwidth of random process is bandwidth parameters $\alpha_i$ in Eq. (3.10). In most literatures, the 1st and 2nd bandwidth parameters have been widely used to analyze bandwidth effect on fatigue damages.

$$
\alpha_i = \frac{m_i}{\sqrt{m_0m_{2i}}} \rightarrow \alpha_1 = \frac{m_1}{\sqrt{m_0m_2}}, \alpha_2 = \frac{m_2}{\sqrt{m_0m_4}} \tag{3.10}
$$

Bandwidth parameters range from zero to unity. When $X(t)$ is close to wide-band process, $\alpha_i$ approaches to zero. In narrow-band process, $\alpha_i$ goes to unity. An example of narrow and wide band process are suggested in Fig. 12. It is mathematically proven that $i$th bandwidth parameter is always larger than $j$th bandwidth parameter where $i$ is smaller than $j$ ($\alpha_i \geq \alpha_j$ when $i \leq j$).
In Gaussian process, it was proved that the irregularity factor and the 2nd bandwidth parameter were the same [Lutes and Sarkani (1997)]. Although they are not identical in non-Gaussian process, they seem to be quite similar.

Another version of bandwidth parameter in Eq. (3.11) and (3.12) was used [Vanmarcke (1972), Wirsching and Light (1980)].

$$q_x = \sqrt{1 - \frac{m_2^2}{m_0 m_2}} = \sqrt{1 - \alpha_1^2} \quad \text{[Vanmarcke (1972)]} \quad (3.11)$$
The bandwidth parameters ($\beta_i$) of the 1st derivative of the random process $X(t)$ could be defined as similar way in Eq. (3.10). Benascuitti & Tovo (2005) expressed them as in Eq. (3.13).

$$\beta_i = \frac{m_{i+2}}{\sqrt{m_2m_{2i+2}}} \rightarrow \beta_1 = \frac{m_3}{\sqrt{m_2m_4}}, \beta_2 = \frac{m_4}{\sqrt{m_2m_6}}$$

Petrucci et al. (2000) utilized another expression of $\beta_i$ and explained the statistical meaning of the parameter.

$$q_X = \sqrt{1 - \frac{m_2^2}{m_2m_4}} = \sqrt{1 - \beta_1^2}$$

The probability density function of peaks ($p_p(u)$) was derived by Lutes and Sarkani (1997) when the random process $X(t)$ was assumed to be a zero-mean Gaussian process as shown in Eq. (3.15).

$$p_p(u) = \frac{\sqrt{1 - \alpha^2}}{\sqrt{2\pi}\sigma_X} \exp \left( -\frac{u^2}{2\sigma_X^2(1 - \alpha^2)} \right)$$

$$+ \frac{\alpha_2u}{\sigma_X^2} \exp \left( -\frac{u^2}{2\sigma_X^2} \right) \Phi \left( \frac{\alpha_2u}{\sigma_X\sqrt{1 - \alpha^2}} \right)$$

where, $\Phi(\cdot)$: the standard normal distribution

$$= \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-\frac{t^2}{2}} dt$$
Under symmetrical process assumption, the probability density function of valleys could be expressed as Eq. (3.16).

\[ p_v(v) = p_p(-v) \quad (3.16) \]

Fig. 13 shows examples of the probability density functions of peaks with different irregularity factors. When irregularity factor goes to one, which means the random process \( X(t) \) follows a narrow-band process, the probability density function of peaks approaches to the Rayleigh distribution. In addition, the probability density function would be the Normal distribution as the irregularity factor is close to zero.

![Fig. 13 The probability density functions of peaks with different irregularity factors](image)

Fig. 13 The probability density functions of peaks with different irregularity factors
Fatigue damage depends on amplitude and mean values of stress cycles. Stress cycles consist of peaks and valleys and several cycle counting methods mentioned in 2.3 have their own algorithms for pairing peaks and valleys. Because the rainflow cycle counting algorithm has been known as the most accurate method for fatigue damage assessment, many literatures have been tried to establish the relationship between rainflow cycle counted results and spectral description of a random process X(t). For a zero-mean Gaussian process X(t), it was proven that the probability density function of rainflow cycles followed the Rayleigh distribution by Miles (). However, in wide-band processes, the exact expression between spectral parameters and rainflow cycle distribution has been not derived in theoretical background until now.

Let \( x(t), 0 \leq t \leq T \), is a realization of random process X(t). Peaks and valleys of x(t) where the slope of X(t) change are defined as \( M_k \) and \( m_k \) respectively and a stress cycle consisting of \( M_k \) and \( m_k \) is expressed as \( (M_k,m_k)_{t_i} \) where \( t_i \) is the time when \( M_k \) occurs. Frendhal & Rychlik (1993) defined a counting distribution of a cycle count \( N_T(u,v) \) as Eq. (3.17).

\[
N_T(u,v) = \# \left\{ (M_k,m_k)_{t_i} : t_i < T \text{ and } u > M_k > v > m_k \right\} \quad (3.17)
\]

The counting distribution is the observed number of cycles with peak higher than \( u \) and valley lower than \( v \) during time length \( T \). They compared the counting distribution of several cycle counting methods.
and pointed out that the diagonals $N_{i}^{RFC}(u, u)$ and $N_{i}^{PV}(u, u)$ were identical and equal to the number of downcrossings of the level $u$ by the $x(t)$. Another important fact they found was that the counting distribution of a peak-valley counting method is equal to the number of peaks higher than $u$ such that the following valley is lower than $v$. In case of rainfall counting method, it is less obvious that counting distribution is equal to the number of downcrossings of the level $u$ followed by a downcrossing of the level $v$ without passing $u$ in between. In other words, the relationship between counting distribution of two counting methods is derived by Eq. (3.18).

$$N_{i}^{PV}(u, v) < N_{i}^{RFC}(u, v) \quad (3.18)$$

It means that the observed number of stress cycles whose peaks are larger than $u$ and valleys are lower than $v$ in the rainfall counting method is always larger than that of the peak-valley counting method. Thus, fatigue damage estimated by the rainfall counting method is always bigger than the peak-valley counting method as Eq. (3.19).

$$\bar{D}^{PV} < \bar{D}^{RFC} \quad (3.19)$$

where, $\bar{D}$: damage rate (= damage in unit time)

A counting intensity $\mu(u, v)$ which indicates the expected number of cycles with peaks higher than $u$ and valleys lower than $v$ in unit time was also defined as the expected value of the counting distribution $N_{i}(u, v)$ as Eq. (3.20).
\[ \mu_T(u,v) = E[N_T(u,v)] \rightarrow \mu(u,v) = \lim_{T \to \infty} \frac{\mu_T(u,v)}{T} \quad (3.20) \]

Benasciutti & Tovo (2005) suggested another descriptor for expressing statistical distribution of counted cycles based on probability density concept. They defined joint probability distribution \( h(u,v) \) of peaks and valleys forming rainflow cycles. By using The joint cumulative probability distribution \( H(u,v) \) which means the occurrence probability of stress cycles consisting peaks lower than \( u \) and valleys lower than \( v \) is defined as Eq. (3.21).

\[ H(u,v) = \int_{-\infty}^{u} \int_{-\infty}^{v} h(x,y)dx\,dy \quad (3.21) \]

The joint probability distribution of stress mean and amplitude \( p_{s,m}(s,m) \) could be obtained by substituting Eq. (2.14) and (2.15) into Eq. (3.21) as shown in Eq. (3.22).

\[ p_{s,m}(s,m) = 2h(m + s,m - s) \quad (3.22) \]

Marginal distribution of stress mean or amplitude is easily derived by integrating Eq. (3.23).

\[ p_s(s) = \int_{-\infty}^{\infty} p_{s,m}(s,m) \, dm, \quad p_m(m) = \int_{0}^{\infty} p_{s,m}(s,m) \, ds \quad (3.23) \]
In Eq. (2.3), accumulated fatigue damage is expressed as a function of constants in S–N curve, the \( m \)th power of stress range and the number of stress cycles. Therefore, the expected fatigue damage could be expressed as Eq. (3.24).

\[
E[D] = E \left[ \sum_{i=1}^{n} \frac{n_i}{a} (\Delta \sigma_i)^m \right] = \frac{E[n]}{a} E[(\Delta \sigma)^m]
\]  \hspace{1cm} (3.24)

In stationary process, the expected number of stress cycles \( E[n] \) is expressed as a multiplication of the expected intensity of counted cycles and time length. In complete counts where the number of all counted cycles is equal to the number of peaks, the expected intensity is the same as \( \nu_p \). Then, Eq. (3.24) could be rewritten as Eq. (3.25).

\[
E[D] = \frac{E[n]}{a} E[(\Delta \sigma)^m] = \frac{\nu_p}{a} \int_{0}^{\infty} p_a(r) r^m \, dr
\]  \hspace{1cm} (3.25)

where, \( r = \text{stress range} \) (= 2s)

In short, the expected fatigue damage could be obtained by substituting the marginal distribution of stress amplitude into Eq. (3.25).

### 3.3. Approximate models for wide-banded Gaussian processes

In previous chapter, it is known that if we know the marginal
distribution of stress amplitude, the expected value of fatigue damage could be calculated by Eq. (3.25).

When the random loading $x(t)$ follows narrow-band process where irregularity factor is one, the probability density function of peak goes to the Rayleigh distribution from Eq. (3.15). Furthermore, the intensity of counted cycles can be assumed to be the mean upcrossing rate $v_0$ defined in Eq. (3.7). Under the symmetry process condition, the probability density function of stress range is also the Rayleigh distribution so the expected value of fatigue damages could be derived by substituting the Rayleigh distribution into Eq. (3.25).

$$E[D^N] = \frac{v_0}{\alpha} (\sqrt{2m_0})^m \Gamma \left(1 + \frac{m}{2} \right)$$  \hspace{1cm} (3.26)

where, $\Gamma()$: gamma function

The formula for fatigue damage under stationary narrow-band Gaussian process assumption in Eq. (3.26) has been widely used to fatigue life assessment in many real engineering problems. However, strictly speaking, it should be applied exactly only for the random process $x(t)$ which perfectly satisfies the assumptions. If it is deviated from the narrow-band assumptions, the expression might significantly overestimate fatigue damages. Fig. 14 shows the ratio of actual fatigue damages of wide-band random processes having different irregularity factors to estimated fatigue damages from the narrow-banded assumption.
Fig. 14 The ratio of actual fatigue damage to estimated fatigue damage calculated under narrow-band assumption with different irregularity factors.

When the irregularity factor is 0.1 (blue solid line), the estimated fatigue damages from the narrow-banded assumption seem to overestimate the exact value up to 10 times. Thus, the effect of bandwidth on fatigue damage should be investigated to reduce the error from the narrow-band assumption.

Many studies have been performed since 1980 and until now no analytical model for marginal distribution of stress amplitude is derived for general wide-banded Gaussian processes. Thus, most proposed model for handling bandwidth effect have been derived based on approximate approaches.
Wirsching & Light (1980) suggested a correction factor to reflect the bandwidth effect on fatigue life. The expected rainflow damage $\tilde{D}_{W}^{RFC,G}$ was defined the multiplication the estimated damage under narrow-band assumption $\tilde{D}^{NB}$ and proposed correction factor for bandwidth parameters as shown in Eq. (3.27).

$$\tilde{D}_{W}^{RFC,G} = \rho_{W} \tilde{D}^{NB} \tag{3.27}$$

The correction factor was defined as a function of bandwidth parameter and the slope of S–N curve as shown in Eq. (3.28).

$$\rho_{W} = a(m) + (1 - a(m))(1 - \varepsilon)^{b(m)} \tag{3.28}$$

where, $a(m) = 0.926 - 0.033m, b(m) = 1.587m - 2.323, \varepsilon = \sqrt{1 - \alpha_{2}^{2}}$

When $a_{2}$ goes to one, which means the random process $x(t)$ is close to narrow-band process, $\rho_{W}$ also approaches one. Thus, the estimated $\tilde{D}^{RFC}$ is equal to $\tilde{D}^{NB}$ in this case. From the literature review, this model seems to give good agreements when the process is close narrow-band process. However, it tends to overestimate $\tilde{D}^{RFC}$ as $a_{2}$ goes to zero [Benasciutti & Tovo (2005)].

Dirlik (1985) proposed another approach. Unlike the WL model,
he tried to make an approximate model for probability density function of rainflow stress amplitude in wide–banded Gaussian processes. He performed a lot of number of time simulations using two idealized spectra to make the approximate model. Normalized spectral moments were defined as Eq. (3.29).

\[
M_{RR}(m) = \frac{\int_0^\infty z^m p_a(z)dz}{\int_0^\infty z^m e^{-z^2/2}dz} \tag{3.29}
\]

where, \(M_{RR}(m)\): \(m\) – th normalized moment of rainflow range

The first step of the approximation was to determine the shape of probability density function. He used a mixture model to reflect different shape of rainflow counted results in low, mid–range and large range regions. The mixture model consisted of one exponential and two Rayleigh distribution as shown in Eq. (3.30). Then, the parameters needed to define each distribution were approximated as functions of normalized moment of rainflow range.

\[
P_{RFC,G}^{DK}(s) = \frac{1}{\sqrt{m_0}} \left[ \frac{D_1}{Q} e^{-\frac{z^2}{Q}} + \frac{D_2 Z}{R^2} e^{-\frac{z^2}{2R^2}} + D_3 Ze^{-\frac{z^2}{2}} \right] \tag{3.30}
\]

where, \(Z = \frac{s}{\sqrt{m_0}}\), \(x_m = \frac{m_1}{m_0} \sqrt{\frac{m_2}{m_4}} = \alpha_1 \alpha_2\), \(D_1 = \frac{2(x_m - \alpha_2^2)}{1 + \alpha_2^2}\),

\[D_2 = \frac{1 - \alpha_2 - D_1 + D_1^2}{1 - R}, \quad D_3 = 1 - D_1 - D_2\]

\[Q = \frac{1.25(\alpha_2 - D_3 - D_2 R)}{D_1}, \quad R = \frac{\alpha_2 - x_m - D_1^2}{1 - \alpha_2 - D_1 + D_1^2}\]
By substituting Eq. (3.30) into Eq. (3.25), the expected rainflow damage \( \tilde{D}_{DK}^{RFC,G} \) is expressed as Eq. (3.31).

\[
\tilde{D}_{DK}^{RFC,G} = \frac{Vp}{a} m_0^{m/2} \left[ D_1 Q^m \Gamma(1 + m) + 2^{m/2} \Gamma \left( 1 + \frac{m}{2} \right) (D_2 |R|^m + D_3) \right] \tag{3.31}
\]

By far, the Dirlik model is known as one of the most accurate approximate model in fatigue analysis for wide-band Gaussian processes. After he proposed the approximate model, other researchers have proposed different mixture models to describe the probability density function of rainflow amplitude [Gall and Hancock (1985), Zhao–Baker (1992), Kim & Kim (1994), Park et al. (2014)].

Park et al. (2014) proposed a mixture model consisting of a half-Gaussian for small amplitude region and two Rayleigh distributions for mid and high amplitude regions. He pointed out that Dirlik model tended to underestimate fatigue damage as bandwidth parameter goes to zero. They used a half-Gaussian distribution to describe rainflow amplitude probability in small range region instead of an exponential distribution in Dirlik model and adjusted the parameters in each distribution. The approximate model is given in Eq. (3.32).

\[
p_{DK}^{RFC,G}(s) = c_G \frac{2}{\sqrt{2\pi}\sigma_G} e^{-\frac{x^2}{2\sigma_G^2}} + c_{R1} \frac{z}{\sigma_{R1}} e^{-\frac{z^2}{2\sigma_{R1}^2}} + c_{R2} z e^{-\frac{z^2}{z^2}} \tag{3.32}
\]

where, 
\( c_G = 1 - c_{R1} - c_{R2}, c_{R1} = \frac{C_{MRR2} - C_{MRR3}}{\sigma_{R1}^2 (1 - \sigma_{R1})}, \sigma_{R1} = \alpha_2 \)
\( c_{R2} = \frac{-\sigma_{R1} C_{MRR3} + C_{MRR3}}{\left(1 - \sigma_{R1}\right)}, \sigma_G = \frac{1}{\sqrt{\lambda}} e^G \left( C_{MRR1} - c_{R1} \sigma_{R1} - c_{R2} \right) \)
\( C_{MRR1} = \alpha_1, C_{MRR2} = \alpha_{0.95} \alpha_{1.97}, C_{MRR3} = \alpha_{0.54} \alpha_{0.93} \alpha_{1.95} \)
The expected rainflow damage $\bar{D}_{RFC}^{R}$ is expressed as Eq. (3.3).  

$$ \bar{D}_{RFC}^{R} = \frac{\nu_p}{a} \left( 2\sqrt{2}m_0 \right)^m \left[ \frac{c_c}{\sqrt{\pi}} \sigma_G^m \Gamma \left( \frac{m+1}{2} \right) + c_{r1} \sigma_R^m \Gamma \left( \frac{m+2}{2} \right) + c_{r2} \Gamma \left( \frac{m+1}{2} \right) \right] (3.33) $$

- Approximation on JPD of mean and amplitude $(p_{RFC}(s,m))$

Benasciutti & Tovo (2005) pointed out that some approximate models for probability density function of rainflow amplitude predict fatigue damage in wide-band Gaussian process very accurately. However, these models did not account for any information of stress mean so it is not possible to these models to further extension to non-Gaussian problems. They explained that the entire information of cycle distribution such as count intensity $\mu(u,v)$ or joint distribution of peaks and valley $h(u,v)$ to extend the probabilistic models derived in Gaussian process. Therefore, they suggested joint probability distribution of peaks and valleys in Gaussian processes.

They utilized the fact that the expected rainflow damage $\bar{D}_{RFC}$ is always located between the level crossing counted $\bar{D}_{LCC}$ and the range counted damage $\bar{D}_{RC}$.

$$ \bar{D}_{RC} < \bar{D}_{RFC} < \bar{D}_{LCC} (3.34) $$

In case of range counted joint probability distribution of peaks
and valley, there is no theoretical model but an approximate model was proposed by Tovo (2002) which gives the same fatigue damage evaluated by range count method as shown in Eq. (3.35).

\[
h^{RC,G}(u,v) = \frac{1}{2\sqrt{2\pi}m_0\alpha_2^2} e^{-\frac{u^2+v^2}{4m_0(1-\alpha_2^2)} - \frac{(u-v)^2}{4m_0(1-\alpha_2^2)}} \frac{1-2\alpha_2^2}{2\alpha_2^2} \left[ \frac{u-v}{\sqrt{4m_0(1-\alpha_2^2)}} \right] (3.35)
\]

The corresponding joint probability distribution of stress mean and amplitude \( p^{RC}_{s,m}(s,m) \) and the marginal distribution of range count amplitude \( p^{RC}_s(s) \) are given in Eq. (3.36) and (3.37).

\[
p^{RC,G}_{s,m}(s,m) = \frac{1}{\sqrt{2\pi}m_0(1-\alpha_2^2)} e^{-\frac{m^2}{2m_0(1-\alpha_2^2)}} \frac{s}{m_0\alpha_2^2} e^{-\frac{s^2}{2m_0}\alpha_2^2} (3.36)
\]

\[
p^{RC,G}_s(s) = \frac{s}{m_0\alpha_2^2} e^{-\frac{s^2}{2m_0}\alpha_2^2} (3.37)
\]

In level–crossing count method, as described in chapter 2, only positive peaks are paired to only negative valleys which have the same magnitude of peaks. The remaining turning points such as negative peaks and positive valleys are paired to valleys and peaks which have the same magnitude and sign and they form non-damaging cycles. This fact leads to the following distribution of peaks and valleys counted level–crossing count algorithm.
\[ h^{LCC,G}(u, v) = \begin{cases} \left[ p_p(u) - p_v(u) \right] \delta(u + v) + p_v(u) \delta(u - v) & \text{if } u > 0 \\ p_p(u) \delta(u - v) & \text{if } u \leq 0 \end{cases} \] 

(3.38)

where, \( \delta(\cdot) \): Dirac delta function

As shown in Eq. (3.38), damaging cycles that have non-zero amplitude are only evaluated in the first term when \( u \) is positive. The joint probability distribution of mean and amplitude and marginal distribution of LCC amplitude are given in Eq. (3.39) and (3.40).

\[ p_{s,m}^{LCC,G}(s, m) = \begin{cases} \left[ p_p(s) - p_v(s) \right] \delta(m) + p_v(m) \delta(s) & \text{if } s + m > 0 \\ p_v(m) \delta(s) & \text{if } s + m \leq 0 \end{cases} \] 

(3.39)

\[ p_s^{LCC}(s) = \left[ p_p(s) - p_v(s) \right] = \alpha_2 \frac{s}{m_0} e^{-\frac{s^2}{2m_0}} \] 

(3.40)

As seen in Eq. (3.40), the total probability sum of marginal distribution of LCC amplitude is equal to \( \alpha_2 \). As mentioned above, the remaining probability \( (1 - \alpha_2) \) is assumed to concentrate on the origin in this model.

Finally, the rainflow joint probability distribution of peaks and valleys \( (h_{RFC}(u, v)) \) was defined as the linear interpolation of two joint probability distributions as Eq. (3.41).

\[ h^{RFC,G}(u, v) = b_{app} h^{LCC,G}(u, v) + (1 - b_{app}) h^{RFC}(u, v) \] 

(3.41)

where, \( b_{app} \): interpolation coefficient
Tovo (2002) calculated the correlation between $b_{app}$ and spectral parameters based on reasonable assumptions and calibrated on numerical simulations. The formula proposed by Tovo is shown in Eq. (3.42)

$$b_{app}^{Tovo} = \min\left\{ \frac{\alpha_1 - \alpha_2}{1 - \alpha_1}, 1 \right\} \tag{3.42}$$

In further research, Benasciutti & Tovo (2005) re-evaluated the interpolation coefficient and suggested more accurate $b_{app}$ as shown in Eq. (3.43)

$$b_{app}^{BT} = \frac{(\alpha_1 - \alpha_2)\left[1.112(1 + \alpha_1 \alpha_2 - (\alpha_1 + \alpha_2))e^{2.11\alpha_2} + (\alpha_1 - \alpha_2)\right]}{(\alpha_2 - 1)^2} \tag{3.43}$$

Fig. 15 shows an example of marginal distribution estimated by DK, JB and BT models. BT model tends to underestimate probability density in low amplitude region due to the LCC algorithm. In given example, DK model gives the best agreement on the actual data distribution. Three approximate model seem to give accurate representation of actual data in mid and high amplitude regions.
Fig. 15 Marginal distributions of rainflow amplitude estimated by DK, BT and JB models \((\alpha_1, \alpha_2) = (0.85, 0.7)\)

Fig. 16 shows an example of joint probability distribution estimated by BT models. Two joint probability distribution model are marked in the scatter plot. As mentioned above, all probability of LCC joint probability distribution are located at the line \((m = 0)\). It makes a difference to actual data. In given example, BT model tend to distort the information of mean distribution and most probability are concentrated on the line where mean is zero. Although, this fact has no effect on the expected rainflow damage in Gaussian problems which just depends on the marginal distribution of rainflow amplitude,
it might affect the accuracy of fatigue damage assessment in non-Gaussian problem. The details are handled in Chapter 6.

Fig. 16 Estimated joint probability distribution of peaks and valleys by BT model (right) and scatter plot of actual data (left).
Chapter 4. Construction of a new regression model for joint probability distribution of stress mean and amplitude in Gaussian process

4.1. Introduction

As explained in previous chapter, the joint distribution function of amplitude and mean is required to further extension to non-Gaussian problems. And also the joint probability distribution derived in Gaussian processes itself is required to crack propagation analysis with considering crack closure effect which requires stress ratio $R$.

Some approximate models have been already suggested by Benasciutti & Tovo (2005), Frendhal & Rychlik (1993). The joint probability distribution estimated by the BT model tend to distort mean distribution so most probabilities are concentrated where mean is zero. It is not a big deal when estimating fatigue damages in Gaussian problems which require only the marginal distribution of rainflow amplitude but in case of non-Gaussian problem it could have on large effect on the estimated rainflow damages. The detail results will be explained in Chapter 6.

Markov method proposed by Frendhal & Rychlik (1993) has been one of the most accurate model for estimating the rainflow joint probability distribution and many literatures have reviewed the Markov method [Rychlik et al (1995), Lindgren & Broberg (2004)]. The rainflow matrix whose elements are rainflow count intensity
\( \mu_{R_{FC}}(u, v) \) was derived by the peak-valley count intensity \( \mu_{pv}(u, v) \) with a simple matrix manipulations. The peak-valley count intensity \( \mu_{pv}(u, v) \) could be obtained approximately from Slepian model. This method gives quite accurate estimation on the joint probability distribution but it has also some limitations. It has no explicit formula for \( \mu_{pv}(u, v) \) and it should be calculated from multi-dimensional numerical integration. They also suggested efficient way to calculate numerical integration. In case of narrow-band process, it is possible to use large step for numerical integration so require time for Markov method is greatly reduced. However, in case of wide-band process where a large number of peaks occur between successive up-crossing, estimated fatigue damage could be greatly overestimated without very fine step for integration. This problem could be overcome by introducing the rainflow filter that eliminates unwanted high frequency components. But until now, the rainflow filter for general cases in frequency domain has been not successfully derived.

In this chapter, another approximate model for joint probability distribution of mean and amplitude is suggested by the author. Two aspects should be considered in deriving the new model. First, it should be evaluated joint probability distribution efficiently. It means that the model should not require any numerical iteration to reduce computational time. Second, the model should give better representation of actual data than the existing models.

The new model is derived by approximate way. It requires a large amount of time simulation data so the procedure of time simulations is introduced in this chapter at first. Then, the form of the
approximate model used in this work is determined from investigation on the time simulation data. Finally, regression analysis to make relationship between parameters defining the approximate model and spectral parameters of given power spectral densities is performed to derive a simple formula for joint probability distribution in Gaussian processes.

4.2. Approximation on conditional probability density function of rainflow mean given amplitude

4.2.1. Procedure for time simulation

The first step to make an approximate model for joint probability distribution is to perform time simulations for obtaining a large number of time series data $x(t)$. The five different shapes of spectra shown in Fig. 17 proposed by Benasciutti & Tovo (2005) are used in this simulation. $0^\text{th}$ spectral moment ($m_0$) of all stress spectra are taken as 10 in this study to compare the time series data from different shapes of spectra.
Shape parameters \((h_1, h_2, \omega_a, \omega_b, \omega_c)\) of each stress spectra are calculated to cover various range of bandwidth parameters. Among them, \(\omega_a, \omega_c\) are taken as \(\frac{2\pi}{1000}\) and \(2\pi\) respectively and other parameters are calculated based on optimization for matching target bandwidth parameters. The range of bandwidth parameters are summarized in Fig. 18 & 19. In case of bandwidth parameters of \(x(t)\), \(\alpha_1\) ranges from 0.05~0.85 and corresponding \(\alpha_2\) ranges from 0.1~0.7. The total number of stress spectra used in this simulation is 371 and the detail information on the shape parameters obtained from optimization are summarized in Appendix. A.
Fig. 18 The scatter plot of bandwidth parameters of $x(t)$

Fig. 19 The scatter plot of bandwidth parameters of the $\dot{x}(t)$
The well-known spectral representation is based on a discretized model of the target power spectral density function for the desired process. The simulation consists of the superposition of harmonic functions such as sine or cosine functions at discrete frequencies. There are two ways to determine amplitudes of each harmonic function: deterministic amplitude and random phase (DARP) and random amplitude and random phase (RARP) [Li and Kareem (1993)]. A zero mean stationary Gaussian process \( x(t) \) is simulated by RARP as shown in Eq. (4.1).

\[
x(t) = \sum_{i=1}^{n} (A_i \cos \omega_i t + B_i \sin \omega_i t)
\]  

(4.1)

where, \( E[A_i^2] = E[B_i^2] = S(\omega_i) \Delta \omega \), \( E[A_i B_i] = 0 \), \( S(\omega) \) : power spectrum

In Eq. (4.1), the amplitudes of harmonic functions \( (A_i, B_i) \) are independent Gaussian random variables whose variances are equal to area near the discrete frequency \( \omega_i \). In DARP, the amplitude is determined by Eq. (4.2).

\[
x(t) = \sum_{i=1}^{n} (C_i \cos(\omega_i t + \phi_i))
\]  

(4.2)

where, \( C_i = \sqrt{2S(\omega_i) \Delta \omega} \)

\( \phi_i \) is random variable of uniform distribution between 0 to \( 2\pi \). As the number of harmonic functions used in simulation increases, the realization random process will go to a Gaussian process through the
central limit theorem. Grigoriu (1993) commented that spectral representation through RARP is always Gaussian process regardless of the number of discrete frequency $n$ while DARP approaches Gaussian process as $n$ approaches infinity. Moreover, DARP is strongly ergodic while RARP is ergodic in the weak sense. Gurley (1997) compared two realization approaches and said that both models are adequate for the simulation of random processes under the condition that the number of frequencies is enough large and that $\Delta \omega$ is small enough to model the desired power spectral density.

In this present work, DARP is used to simulate random time signal $x(t)$ and the number of frequencies is taken as 10,000. Time step and duration are also important parameters in simulation. Park (2011) tried to determine maximum sampling rate by comparing relative fatigue damages with different sampling rate. They concluded that 0.1 s is the maximum sampling rate and it is also applied in the present simulations. The simulation length for one short-term analysis is taken as 3 hours. Fig. 20 shows detail procedure for time simulation.
Time simulation through DARP is performed during 3 hours and it is called short-term analysis. Then, statistical properties of generated random process $\sigma_x, \sigma_{\dot{x}}, \sigma_{\ddot{x}}$ are compared to corresponding target spectral parameters from the given power spectral density. The relationships between them are given in Eq. (3.5) and (3.6). 5% errors are allowed between them and if the generated time history do not satisfy the criteria, the time series data is disregarded.

Due to inherent uncertainty in time simulation, short-term analysis should be repeated in several times. Park et al (2014) defined one data block as 20 times of short-term analyses to get
stable results. Every short-term analysis, the random phases ($\phi_t$), frequency step ($\Delta \omega$) and representative frequency of each bin ($\omega_k$) should be changed to avoid repeatability of time signal. Finally, 10 data blocks are calculated in each stress spectrum.

4.2.2. Determination on the form of approximate model

By the laws of conditional probability as seen in Eq. (4.3), joint probability distribution of mean and amplitude ($p_{s,m}^{RFC,G}(s,m)$) is calculated by multiplying marginal distribution of rainflow amplitude ($p_s^{RFC,G}(s)$) and conditional probability density function of rainflow mean given amplitude ($p_{m|m}^{RFC,G}(m|s)$).

$$p_{s,m}^{RFC,G}(s,m) = p_s^{RFC,G}(s) \times p_{m|m}^{RFC,G}(m|s) \quad (4.3)$$

Many approximate models derived in Gaussian processes have concentrated on the marginal distribution of rainflow amplitude and some model give a good agreement on actual data. Thus, in this works, we tried to find an approximate model for conditional probability density function of rainflow mean given amplitude. After making model for $p_{m|m}^{RFC,G}(m|s)$, $p_{s,m}^{RFC,G}(s,m)$ could be estimated by the proposed model with the existing model for $p_s^{RFC,G}(s)$.

Fig. 21 shows some examples of scatter plots of normalized rainflow mean and amplitude in various stress spectra having
different bandwidth parameters.

Fig. 21 Scatter plots of rainflow mean and amplitude in various stress spectra having different bandwidth parameters. \( (\alpha_1, \alpha_2) = (0.25, 0.1) \) [A]; (0.75, 0.1) [B]; (0.6, 0.5) [C]; (0.83, 0.5) [D].

In random processes that are close to wide-band processes expressed in the 1\(^{st}\) and 2\(^{nd}\) cases, large amount of stress cycles seems to concentrate on small amplitude region. There are many peaks between successive upcrossings in wide-band process so the number of stress cycles is larger than in narrow-band process.
Although the 1\textsuperscript{st} and 2\textsuperscript{nd} stress spectra have the same irregularity factor, two scatter plots are totally different. It means that the 1\textsuperscript{st} bandwidth parameter (\(\alpha_1\)) also has an effect on the joint probability distribution. When it goes to one, observed number of stress cycles in large amplitude region seem to increase. In contrast to the 1\textsuperscript{st} and 2\textsuperscript{nd} case, the random histories generated form the 3\textsuperscript{rd} and 4\textsuperscript{th} stress spectra are close to narrow-band process. When it goes to narrow-band process, observed number of stress cycles in large amplitude region increase because small number of peaks exist between upcrossings.

The extracted stress cycles are grouped into sample set where rainflow cycles have the same level of normalized rainflow amplitude. Histograms are plotted in each sample set and probability distribution fitting is tried to find the best-fit model for the histograms. Fig. 22 shows examples of histograms. Among various types of distribution, zero-mean normal distribution is the best fitting model for conditional probability density function of rainflow mean. Therefore, in this work, \(p_{m|s}^{RFC,G}(m|s)\) is assumed to be zero-mean normal distribution as Eq. (4.4).

\[
 p_{m|s}^{RFC,G}(m|s) = \frac{1}{\sqrt{2\pi\sigma_{m|s}^2}} e^{-\frac{x^2}{2\sigma_{m|s}^2}} \quad (4.4)
\]
4.2.3. Regression analysis on standard deviation

The only unknown variable is standard deviation \( \sigma_{_{\text{m|s}}} \). Fig. 23 shows \( \sigma_{_{\text{m|s}}} \) of stress spectra in Fig. 21. The observed shapes of \( \sigma_{_{\text{m|s}}} \) in different stress spectra seem to be totally changed. Thus, to
determine the conditional PDF of rainflow mean, it is needed to derive the relationship between $\sigma_{\text{mls}}$ and spectral parameters from given power spectral density.

Fig. 23 Standard deviations of conditional PDF of mean in various stress spectra having different bandwidth parameters [(\(\alpha_1, \alpha_2\)) = (0.25, 0.1) [A]; (0.75, 0.1) [B]; (0.6, 0.5) [C]; (0.83, 0.5) [D]:]

At first, sensitivity analysis is performed to find important parameters which have a large effect on the $\sigma_{\text{mls}}$ value. From other literature for probabilistic models in Gaussian process, the 1\(^{st}\) and 2\(^{nd}\) bandwidth parameters ($\alpha_1, \alpha_2$) are investigated at first. Fig. 24 shows the changes in $\sigma_{\text{mls}}$ with different $\alpha_1$ values. When $\alpha_1$ goes to unity,
\( \sigma_{\text{mls}} \) tends to decrease rapidly in small amplitude region. In high amplitude region, \( \sigma_{\text{mls}} \) seems to be converged the same value regardless of \( \alpha_1 \). The y-intercept value seems to be not change with different \( \alpha_1 \) values.

Fig. 24 The changes in \( \sigma_{\text{mls}} \) with different \( \alpha_1 \) values

\[ [\alpha_2 = 0.1 \ [A]; 0.3 \ [B]; 0.5 \ [C]; 0.7 \ [D]] \]

On the other hand, y–intercept value tend to decreases as \( \alpha_2 \) increases as seen in Fig. 25. \( \alpha_2 \) also affects the slope of \( \sigma_{\text{mls}} \) in mid amplitude region.
Fig. 25 The changes in $\sigma_{\text{mls}}$ with different $\alpha_2$ values

$[\alpha_1 = 0.4 \ [A]; 0.6 \ [B]; 0.8 \ [C] : ]$

The five stress spectra used in time simulations are constructed to match target the 1$^\text{st}$ and 2$^\text{nd}$ bandwidth parameters ($\alpha_1, \alpha_2$). The choice of different spectral density shape makes it possible to make stress spectra which have the same $\alpha_1, \alpha_2$ and different $q_\chi$ defined in Eq. (3.14) which related to bandwidth parameters of the 1$^\text{st}$ derivative of $x(t)$. In Fig. 26, observed $\sigma_{\text{mls}}$ in five different shapes of stress spectra having the same $\alpha_1, \alpha_2$ are compared. In five stress spectra, there is no significant difference in $q_\chi$ except Type 5 spectrum. When $q_\chi$ decreases, the observed $\sigma_{\text{mls}}$ also tend to decreases rapidly. Thus, in derivation on condition PDF of rainfall
mean, $q_x$ should be included as an input variable.

Fig. 26 The changes in $\sigma_{\text{m}|s}$ with different $q_x$ values

Finally, the input variables of the standard deviation of conditional PDF $\sigma_{\text{m}|s}$ are determined as $\alpha_1, \alpha_2$ and $q_x$. Next step is making a regression model for $\sigma_{\text{m}|s}$ with these input spectral parameters. The procedure for regression analysis is summarized in Fig. 27.
The first step is to determine the form of the regression model for $\sigma_{mls}$. From its shape, linear regression model is not adequate to express $\sigma_{mls}$. Various shape of non-linear function families are introduced to describe the shape of $\sigma_{mls}$ and among them, logit-log model is selected for our problem. This model was proposed for describing the concentration of an agrochemical material in soil samples. It has three shape parameters as seen in Eq. (4.5) and some examples of different shape of logit-log model are described in Fig. 28.

$$h(x;\theta_1,\theta_2,\theta_3) = \begin{cases} \theta_1 & \text{if } x = 0 \\ \frac{\theta_1}{1 + \exp(\theta_2 + \theta_3 \ln x)} & \text{if } x > 0 \end{cases}$$

(4.5)
Shape parameters of each stress spectra are calculated by least square method and some examples of comparison between actual and regressed $\sigma_{mls}$ are suggested in Fig. 29. Except very large amplitude region where the simulated results are unstable due to lack of data, the regression model through least square method give a very good agreement on the actual data.
Fig. 29 Simulated (red line) and regressed (green line) standard deviations in different stress spectra \( \{(\alpha_1, \alpha_2) = (0.25, 0.1) \, [A]; \, (0.75, 0.1) \, [B]; \, (0.6, 0.5) \, [C]; \, (0.83, 0.5) \, [D]\} \)

The next step is making relationship between shape parameters \((\theta_1, \theta_2, \theta_3)\) of logit-log model and input variables \((\alpha_1, \alpha_2, q_x)\).

- **Regression on \(\theta_1\)**

The 1st shape parameter \(\theta_1\) is related to \(y\)-intercept of logit-log model and Fig. 30 shows the changes in \(\theta_1\) with three input
variables. As mentioned in sensitivity analysis, y-intercept is strongly related to $\alpha_2$ and other two spectral parameters seem to have a little effect on $\theta_1$ value. Although small deviations are observed in high range of $\alpha_1$ and $q_x$, $\theta_1$ is assumed to be a function of $\alpha_2$ only as shown in Eq. (4.6).

$$\theta_1^{\text{pp}}(\alpha_2) = -0.728\alpha_2^{2.6} + 0.980$$ (4.6)

Fig. 30 Scatter plots of $\theta_1$ and input variables

Averaged values of $\theta_1$ which share the same $\alpha_2$ value are used to regression model for $\theta_1$. The regression results and R-square
value are summarized in Fig. 31.

![Image of Fig. 31 showing regression analysis results on $\theta_1$](image)

**Fig. 31** The results of regression analysis on $\theta_1$

- **Regression on $\theta_2$**

Second shape parameter $\theta_2$ determines the slope of regression model in mid amplitude region. The estimated $\theta_2$ by least square method are plotted in Fig. 32. Unfortunately, $\theta_2$ depends on three input variables at the same time. Thus, linearization of $\theta_2$ is performed through transformation to simplify this problem.
Various nonlinear transformations are investigated and the best transformation function is determined by trial-and-error method. Through the transformation shown in Eq. (4.7), scattered data as shown in Fig. 32 could be transformed to lines shown in Fig. 33.

\[
\theta_2(\alpha_1, \alpha_2, q_x) \rightarrow \sqrt{1 - \theta_2 - q_x} = f(\alpha_1, \alpha_2)
\]  

(4.7)
Finally, the slope and y-intercept of linearized output variable are expressed as functions of $\alpha_1, \alpha_2$ as shown in Eq. (4.8). The $R^2$-squared value of the regression model for $\theta_2$ is 0.971 in this work.

$$\sqrt{1 - \theta_2^{\text{app}} - q_X} = m(\alpha_2)(\alpha_1 - \alpha_2) + n(\alpha_2)$$

(4.8)

where, $m(\alpha_2) = -1.13\exp(2.58\alpha_2), n(\alpha_2) = -1.2\exp\left(-\left(\frac{\alpha_2-0.77}{0.8}\right)^2\right)$

Fig. 34 Linearized $\theta_2$ in all spectra (left) and $R^2$-squared value of the regression model for $\theta_2$ (right)

- **Regression on $\theta_3$**

Third shape parameter $\theta_3$ determines the slope of regression model in small amplitude region. The estimated $\theta_3$ by least square method are plotted in Fig. 35. $\theta_3$ also depends on three input
variables at the same time. Thus, linearization of $\theta_3$ is also performed through transformation to simplify this problem.

Fig. 35 Scatter plots of $\theta_3$ and input variables [$\alpha_2 = 0.2$ (left); $\alpha_2 = 0.4$ (right)]

By subtracting $q_x$ from $\theta_3$, it could be easily linearized as shown in Fig. 36. However, as $\alpha_2$ approaches $\alpha_1$, the observed $\theta_3$ is largely deviated from the line. To prevent distortion due to the these points, simulation results obtained from stress spectra where the difference between $\alpha_1$ and $\alpha_2$ is smaller than 0.1 are excluded in regression analysis for $\theta_3$. This effect of the assumption is discussed later.
Fig. 36 Linearized $\theta_3$ through non-linear transformation [$\alpha_2 = 0.2$ (left); $\alpha_2 = 0.4$ (right)]

The slope and y-intercept of linearized output variable are expressed as functions of $\alpha_1, \alpha_2$ as shown in Eq. (4.9). The R-squared value of the regression model for $\theta_2$ is 0.934 excluding stress spectra where the difference between $\alpha_1$ and $\alpha_2$ is smaller than 0.1 and 0.819 in considering all stress spectra.

$$\theta_3^{mp} - q_\lambda = p(\alpha_2)\alpha_1 + q(\alpha_2) \quad (4.9)$$

where, $p(\alpha_2) = -1.59\exp(2.88\alpha_2), q(\alpha_2) = 1.2\exp(3.15\alpha_2)$
Fig. 37 Linearized $\theta_3$ in all spectra (left) and R-squared value of the regression model for $\theta_3$ (right)

Finally, the standard deviation of conditional PDF of rainflow mean is derived by substituting Eq. (4.6), (4.8) and (4.9) into (4.5) as shown in Eq. (4.10).

$$
\sigma_{mls}(s, \alpha_1, \alpha_2, q_X) = \begin{cases} 
\theta_1^{\text{app}} & \text{if } s = 0 \\
\theta_1^{\text{app}} + \frac{\theta_1^{\text{app}}}{1 + \exp(\theta_2^{\text{app}} + \theta_3^{\text{app}} \ln x)} & \text{if } s > 0
\end{cases}
$$

Actual and estimated $\sigma_{mls}$ are compared in Fig. 38. Because the stress spectra whose $\alpha_1, \alpha_2$ is close within 0.1 are excluded in the derivation on $\theta_3^{\text{app}}$, some errors are observed in the left figure. However, errors tend to decrease when $\alpha_1$ goes to unity. In other region as shown in middle and right figure in Fig. 38, the approximate model gives very accurate estimation on actual $\sigma_{mls}$.
Fig. 38 Comparison between observed and estimated standard deviation of conditional PDF of rainflow mean \((\alpha_1, \alpha_2, q_\chi) = (0.35, 0.3, 0.2)\) [left-upper], \((0.7, 0.4, 0.45)\) [right-upper], \((0.82, 0.7, 0.23)\) [left-lower]

4.3. Joint probability distribution of mean & amplitude

As described in Eq. (4.3), joint probability distribution is derived by multiplying marginal distribution and conditional PDF of rainflow mean. In this work, \(p^\text{RF}(s)\) is used to make joint probability distribution and the selection of approximate model for \(p^\text{RF}(s)\) is
discussed in Chapter 6.

Fig. 39 and 40 compares estimated joint probability distributions by two approximate models (proposed and BT model) and observed scatter plots of rainflow mean and amplitude. From Fig. 39 and 40, the proposed model seems to give better representation on the actual scatter plot by modifying the information of rainflow mean distribution.

Fig. 39 Scatter plots of simulated (a) and estimated joint probability distribution through the proposed model (b) and the Benasciutti & Tovo model (c) \( [(\alpha_1, \alpha_2) = (0.25, 0.1): \text{upper}, (0.75, 0.1) \text{ lower}] \)
Fig. 40 Scatter plots of simulated (a) and estimated joint probability distribution through the proposed model (b) and the Benasciutti & Tovo model (c) \([a_1, a_2] = (0.6, 0.5); (0.8, 0.5)\) (lower)

The accuracy of the proposed model is also evaluated in quantitative way. The root-mean-squared-error (RMSE) defined as Eq. (4.11) of two approximate models are compared in total 371 numbers of stress spectra used in simulation. The RMSEs are summarized in Table 1.

\[
\text{RMSE} = \frac{1}{N_{\text{spectum}}} \sqrt{\sum_{i=1}^{p} \sum_{j=1}^{q} \left( p_{\text{est}}^{i,j}(s_i, m_i) - p_{\text{m}}^{i,j}(s_i, m_i) \right)^2}\]  

(4.11)
Table 1 RMSE of two approximate models

<table>
<thead>
<tr>
<th>Spectrum type (number of spectrum)</th>
<th>RMSE [BT model]</th>
<th>RMSE [Proposed model]</th>
<th>Ratio ((\frac{RMSE_{prop}}{RMSE_{BT}} \times 100%))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type 1 (131)</td>
<td>0.0253</td>
<td>0.0083</td>
<td>32.7%</td>
</tr>
<tr>
<td>Type 2 (64)</td>
<td>0.0209</td>
<td>0.0094</td>
<td>44.9%</td>
</tr>
<tr>
<td>Type 3 (59)</td>
<td>0.0195</td>
<td>0.010</td>
<td>51.2%</td>
</tr>
<tr>
<td>Type 4 (53)</td>
<td>0.0231</td>
<td>0.0121</td>
<td>52.5%</td>
</tr>
<tr>
<td>Type 5 (64)</td>
<td>0.0226</td>
<td>0.0066</td>
<td>29.1%</td>
</tr>
</tbody>
</table>

4.4. Fatigue damage estimation considering mean stress correction

As describe in Chapter 2.1, mean stress effect is an important factor in assessment of fatigue life. Most S–N curves have been constructed by fatigue tests under fully reversed loading cycles so mean stress correction should be considered when target structure is under non-zero loading cycles.

Nieslony and Bohm (2015) summarized three methods in dealing with mean stress correction in fatigue life estimation:

1) without compensating for the mean stress
2) transformation of stress amplitude in regards to each stress cycle and its mean stress value after cycle counting
3) transformation of stress amplitude with global mean stress value before cycle counting
They also mentioned that the last two methods give equally good results. However, the last one which utilizes global mean stress value has been preferred in practice so related regulations suggests reduction factor for the mean stress effect as a function of global mean stress value [DNV (2011)]. In the second method, the mean values of each stress cycle are required to reflect the mean stress effect in estimation on fatigue damages. Thus, marginal probability density function of stress amplitude is no sufficient for this method and joint probability distribution of stress mean and amplitude is needed.

Fatigue damage analysis considering the mean stress correction is also performed in idealized five stress spectra to verify the accuracy of the proposed joint probability distribution model. Without the mean stress correction, fatigue damages estimated the proposed model are the same the damages calculated by BT model because the proposed model uses the marginal distribution of stress amplitude by Benasciutti & Tovo. Among several transformation models for mean stress correction, reduction factor recommended in DNV–RP–C203 is used in this case study. The reduction factor is defined as shown in Eq. (4.12). The effective stress amplitude reflecting the mean stress correction is calculated by multiplying the original stress amplitude with the corresponding reduction factor as shown in Eq. (4.13). As mean value decreases, which means that the stress cycle goes to compression–compression cycle, the effective stress amplitude decreases.
\[ f_m = \frac{\sigma_t + 0.6\sigma_c}{\sigma_t + \sigma_c} \]  \hspace{1cm} (4.12)

where, \( f_m \): reduction factor,
\( \sigma_t \): maximum tension stress
\( \sigma_c \): maximum compression stress

\[ s_{\text{eff}} = f_m s \]  \hspace{1cm} (4.13)

where, \( s_{\text{eff}} \): effective stress amplitude

Fig. 41 shows an example of scatter plots of mean and amplitude of rainflow counted cycles before and after mean stress correction through the reduction factor. The time series data are generated from the 4\textsuperscript{th} stress spectrum whose the 1\textsuperscript{st} and 2\textsuperscript{nd} bandwidth parameters are 0.6 and 0.1 respectively. As mentioned above, the effective stress amplitudes of stress cycles whose mean values are smaller than zero decreases after the mean stress correction. On the other hands, the effective stress amplitude of stress cycles under tensile state remains so the whole shape of scatter plot is no longer symmetric. Changes in fatigue damages without and with mean stress correction are compared in Fig. 42.
Fig. 41 Scatter plots of mean and amplitude of rainflow-counted-cycles before (blue) and after (red) mean stress correction. [Type 4 – \((\alpha_1, \alpha_2) = (0.6, 0.1)\)]

Fig. 42 Comparison fatigue damages estimated by time and frequency domain methods without and with mean stress correction. [Type 4 –
\((\alpha_1, \alpha_2) = (0.6,0.1)\)

Although, global mean stress is assumed to be zero, the mean stress correction through the reduction factor has significant reduction on estimated fatigue damages. The estimated fatigue damage by the BT model expressed as red bin gives very accurate results before and after mean stress correction.

The fatigue analysis considering the mean stress correction is performed in the same spectra. Two additional conditions that global mean value is negative (compression) and positive (tension) states as described in Fig. 43. Three groups of simulated data whose global mean values are shifted to \(-0.5\sigma_x, 0\) and \(0.5\sigma_x\) are considered in this example.

Fig. 43 Three groups of simulated data with shifted global mean value
\(m = -0.5\sigma_x \text{ [blue], } m = 0 \text{ [red], } m = 0.5\sigma_x \text{ [green]}\)

Finally, the estimated fatigue damages considering with and without mean stress correction through the BT and the proposed models are summarized in Fig. 44. The effect of the shifted mean values seem to be small in this example. Although, the proposed model gives better results than the BT model, these two model seem to give very accurate results in Gaussian processes.

![Fig. 44](image)

**Fig. 44** The errors of two approximate models [BT model (red) and proposed model (green)] in three groups with different shifted mean values
Chapter 5. Fatigue analysis for wide-banded non-Gaussian random loadings

5.1. Introduction

In chapter 3, 4, all probabilistic models are derived under the wide-banded Gaussian assumption. However, most loadings and corresponding structural responses are not Gaussian process but non-Gaussian processes. The 3rd and 4th statistical moments of random process $X(t)$ called skewness and kurtosis respectively are the parameters which indicate non-normality of $X(t)$. When $X(t)$ is Gaussian process, skewness and kurtosis of $X(t)$ are 0 and 3 respectively. When skewness and kurtosis are deviated from this, the random process is called non-Gaussian process.

Some literatures have tried to explain the non-normal behavior of random processes and consider the effect of non-normality on fatigue damages. One solution for dealing with this non-normality is transformed Gaussian processes. This approach utilizes transformation function which relates non-Gaussian random process $Z(t)$ and underlying Gaussian process $X(t)$ which has the same mean and standard deviations of $Z(t)$. After non-Gaussian process $Z(t)$ is transformed to corresponding Gaussian process $X(t)$, developed probabilistic models derived under Gaussian assumption can be applied to estimate joint probability distribution of mean and amplitude or marginal distribution of amplitude for evaluating fatigue
damage rate. Some literatures proposed their own transformation models to describe non-normal behavior of random process \( Z(t) \) [Winterstein (1988), Sarkani et al (1994), Winterstein et al (1994), Ochi and Ahn (1994)]. However, their models were limited in narrow-band problems and some of them only utilized skewness or kurtosis only so it can be used in limited non-Gaussian conditions. Rychlik et al (1997) suggested non-linear transformation function to overcome these limitations but the transformation function was not derived explicitly so it should depend on numerical approach.

Benasciutti & Tovo (2005, 2006) derived their own approximate joint probability distribution of mean and amplitude in Gaussian process \( X(t) \). They tried to extend their joint probability distribution model to non-Gaussian problems using transformation techniques.

Another approach to handle the effect of non-normality on fatigue damages is introducing correction factor. Winterstein (1988) suggested transformed Gaussian process through the Hermite function and he derived the ratio of fatigue damages under the non-normal process \( Z(t) \) to that of the underlying normal process \( X(t) \). However, as mentioned above, it was limited only for narrow-band problems. Wang and Sun (2005) modified the correction factor proposed by Winterstein by reflecting mean stress correction but they failed to derive explicit form of correction factor in wide-band non-Gaussian process. Braccesi et al (2009) proposed elaborate correction factor considering skewness and kurtosis of random process from a large amount of simulations. Cianetti et al (2018) explained that the correction factor proposed by Braccesi et al tends
to overestimate fatigue damages in high kurtosis region and suggested a correction factor suitable for high kurtosis. However, it also had a limitation that it assumed zero skewness condition.

Other approaches for describing non-normal behavior of random processes also have been investigated. Aberg et al (2009) introduced the Laplace driven moving average technique to overcome the dependence on Gaussian process in handling non-Gaussian process. Wolfsteiner (2017) showed interesting point of view in non-stationary and non-Gaussian processes. He tried to decompose non-stationary and non-Gaussian signal into several stationary portions with Gaussian processes. By comparing fatigue damages from initial non-Gaussian signal and the derived Gaussian portion, he verified the efficiency and the accuracy of his method.

In this chapter, it is explained how the derived joint probability distribution of stress mean and amplitude in Gaussian process is extended to non-Gaussian process through transformation techniques. Some literatures for transformation techniques are introduced in chapter 5.2. Among them, the Hermite function is used in this present work so the detail of the Hermite function is explained in chapter 5.3. Because there are some limitations of transformation through the Hermite functions, the limitations and some modifications on the Hermite functions are also addressed in chapter 5.3. Numerical simulations for verifying the accuracy of the proposed model in fatigue assessment for non-Gaussian random loadings are performed in idealized five stress spectra. The detail procedure and results of numerical simulations are explained in chapter 5.4.
5.2. Transformation techniques

Non-normality of non-Gaussian random process $Z(t)$ is indicated by the standardized 3\textsuperscript{rd} and 4\textsuperscript{th} statistical moments of $Z(t)$. The mathematical expression of these moments are defined as shown in Eq. (5.1).

\begin{align*}
\gamma_3 &= \frac{E[(Z - \mu_Z)^3]}{\sigma_Z^3}, & \gamma_4 &= \frac{E[(Z - \mu_Z)^4]}{\sigma_Z^4} \quad (5.2)
\end{align*}

where, $\gamma_3$: skewness, $\gamma_4$: kurtosis

The 3\textsuperscript{rd} moment called skewness is related to the degree of asymmetry of non-Gaussian process $Z(t)$. When the skewness of $Z(t)$ is zero, the probability density function of $Z(t)$ is symmetry around its mean value $\mu_Z$. On the other hands, the skewness is deviated from zero, the distribution of $Z(t)$ is no longer symmetric as shown in Fig. 45.
Fig. 45 An example of histograms of Gaussian process and skewed non-Gaussian process

The kurtosis indicates the heaviness of probability densities at tails. When it is larger than 3 (softening non-Gaussian process), the tail probability density is greater than Gaussian distribution tails whereas the converse (hardening non-Gaussian process) holds for a density having less probability mass in the tails as described in Fig. 46. In Gaussian random process $X(t)$, both skewness and kurtosis of $X(t)$ are 0 and 3 respectively.
Fig. 46 An example of histograms of Gaussian process and hardening (left) and softening (right) non-Gaussian process

Transformation function is a nonlinear function which explains the relationship between non-Gaussian random process $Z(t)$ and the underlying Gaussian random process $X(t)$ as expressed in Eq. (5.2).

$$Z(t) = G[X(t)] \leftrightarrow X(t) = G^{-1}[Z(t)] = g[Z(t)] \quad (5.2)$$

where, $G[\cdot]$ : Transformation function

The underlying Gaussian process $X(t)$ has the same mean and
variance of the non-Gaussian random process Z(t). Fig. 47 shows an example of Z(t) and corresponding X(t).

![Diagram showing Gaussian process X(t) and non-Gaussian process Z(t) with time and stress axes. Peaks and valleys are indicated at t1 and t2.]

Fig. 47 An example of non-Gaussian random process Z(t) and the underlying Gaussian random process X(t)

Several transformation functions have been suggested and coefficients in these transformation functions were defined as a function of skewness and kurtosis. The important feature of transformation function is that it should be a monotonically increasing function to make Z(t) and X(t) have peaks and valleys at the same time. For example, Z(t) has peaks at t1 as shown in Fig. 45. If transformation function G is monotonically increasing function, corresponding peak is also observed in X(t) at t1. Z(t) and X(t) have valley at t2 in the same manner. Under the assumption, X(t) and Z(t) always have peaks and valleys at the same time so rainflow counted...
cycles in \(X(t)\) and transformed \(Z(t)\) will be counted at the same instants of time. In other words, the transformation function does not change the number and the sequence of rainflow–counted cycles and only control the amplitude or mean value of cycles.

5.2.1. Hermite model [Winterstein (1988)]

Grigoriu (1984) proposed to use a translation function to transform a Gaussian process to non-Gaussian process using cumulative distribution functions as shown in Eq. (5.3).

\[
Z(t) = g(X(t)) = (F^{-1} \cdot \Phi)(X(t)) \tag{5.3}
\]

where, \(F\): cumulative distribution function of \(Z(t)\)
\(\Phi\): standard normal cumulative distribution function

As a translation function \((F^{-1} \cdot \Phi)\), he compared several distribution functions such as log-normal, shifted log-normal, shifted exponential, Weibull and Gamma functions to describe various non-Gaussian random processes.

Winterstein (1988) utilized the Hermite polynomials as a translation function to describe general non-normal behavior of non-Gaussian process \(Z(t)\). Definition of the Hermite polynomials is suggested in Eq. (5.4).

\[
H_n(x) = (-1)^n e^{x^2} \frac{d^n}{dx^n}(e^{-x^2}) \tag{5.4}
\]
He explained that the third order Hermite polynomials is sufficient as a translation function for describing general non-Gaussian process Z(t). In this model, non-Gaussian processes are distinguished for the case of a softening and hardening processes and different translation functions and coefficients are used to explain non-normal behavior.

When kurtosis of Z(t) is larger than three, Z(t) is called a softening non-Gaussian process. In this case, the Winterstein’s model is given in Eq. (5.5).

\[
\frac{Z(t) - \mu_Z}{\sigma_Z} = Z_0(t) = G[X_0(t)] = \kappa \left[ X_0 + \sum_{n=3}^{4} \tilde{h}_n H_{n-1}(X_0) \right] = \kappa [X_0 + \tilde{h}_3 (X_0^2 - 1) + \tilde{h}_4 (X_0^3 - 3X_0)]
\]

where, \( X_0 = \frac{\chi(t) - \mu_X}{\sigma_X} \), \( \tilde{h}_3 = \frac{\sqrt{1+1.5(\gamma_4-3)-1}}{18} \), \( \tilde{h}_4 = \frac{\gamma_3}{4+2\sqrt{1+1.5(\gamma_4-3)}} \),

\[
\kappa = \frac{1}{\sqrt{1+2\tilde{h}_3^2+6\tilde{h}_4^2}}
\]

Winterstein et al (1994) gave modified expression for coefficients of the Hermite function in Eq. (5.6).

\[
\tilde{h}_3 = \frac{\gamma_3}{6} \left[ 1 - 0.15|\gamma_3| + 0.3\gamma_3^2 \right], \tilde{h}_4 = \tilde{h}_{40} \left[ 1 - \frac{1.43\gamma_3^2}{\gamma_4 - 3} \right]^{1-0.1\gamma_4^{0.8}}
\]

\[
\tilde{h}_{40} = \left[ 1 + 1.25(\gamma_4 - 3) \right]^{1/3} - 1
\]

(5.6)
The inverse function of translation function $G^{-1}$ can be obtained by inverting $X(t)$ and $Z(t)$ as shown in Eq. (5.7).

$$X_0(t) = \left[ \sqrt{\xi^2(Z) + c + \xi(Z)} \right]^{1/3} - \left[ \sqrt{\xi^2(Z) + c - \xi(Z)} \right]^{1/3} - a$$  (5.7)

where $\xi(Z) = 1.5b \left( a + \frac{Z - \mu_Z}{\kappa \sigma_Z} \right) - a^3$, $a = \frac{h_3}{3h_4}$, $b = \frac{1}{3h_4}$, $c = (b - 1 - a^2)^3$

On the other hands, $Z(t)$ is called a hardening process whose kurotsis is smaller than three and the inverse function of translation function at that time is expressed as Eq. (5.8).

$$X_0(t) = Z_0 - \sum_{n=3}^{4} \tilde{h}_n H_{n-1}(Z_0) = Z_0 - h_3(Z_0^3 - 1) - h_4(Z_0^3 - 3Z_0)$$  (5.8)

where, $h_3 = \frac{\gamma_3}{6}$, $h_4 = \frac{\gamma_4 - 3}{24}$

As mentioned in chapter 5.1, all transformation function should be a monotonically increasing function. This means that the 1st derivative of transformation function is always positive. Due to this condition, the Hermite function can be used in limited skewness and kurtosis region expressed in Eq. (5.9) & Eq. (5.10). An example of the applicable regions for the Hermite function is described in Fig. 48.

$$\tilde{h}_3^2 - 3\tilde{h}_4(1 - 3\tilde{h}_4) \leq 0 \rightarrow 3 + (1.25\gamma_3)^2 \leq \gamma_4 \text{ (hardening process)}$$  (5.9)
\[ y_3^2 < \frac{2(y_4 - 3)}{3} \] (softening process) \hspace{1cm} (5.10)

---

**5.2.2. Power-law model [Sarkani et al (1994)]**

Sarkani et al (1994) proposed another transformation function as a function of kurtosis only. They defined the transformation function as shown in Eq. (5.11).

\[
Z(t) = g[X(t)] = \frac{X(t) + \beta \text{sgn}(X)|X|^n}{C} \tag{5.11}
\]

where, \( \text{sgn}(\cdot) \): the signum function \( [\text{sgn}(X) = 1 \text{ for } x > 0, \ 0 \text{ for } x = 0 \text{ and } -1 \text{ for } x < 0] \),

\( \beta, n \): parameters used to control non-normality

\[
C = \sqrt{1 + \frac{2^{1/2(n+1)} \Gamma(n/2) \sigma_X^{n-1}}{\sqrt{\pi}} \beta + \frac{2^n \Gamma(n+1/2) \sigma_X^{2(n-1)}}{\sqrt{\pi}} \beta^2}
\]
Two parameters $\beta, n$ should be positive to make the transformation function monotonically increasing function. By substituting Eq. (5.11) into the definition of kurtosis, Eq. (5.12) can be derived.

$$y_{4,z} = \frac{E[(Z - \mu_Z)^4]}{\sigma_Z^4} = \frac{E\left[(X(t) + \beta(\text{sgn}(X))(|X|^n)^4\right]}{C^4\sigma_X^4}$$
$$= \frac{1}{C^4\sigma_X^4} \left[ E(X^4) + 4\beta E(|X|^{n+3}) + 6\beta^2 E(X^{2n-2}) \right]$$

(5.12)

Under given kurtosis value of non-Gaussian random process $Z(t)$, a unique transformation function can be obtained by specifying either the intensity of non-normality $n$ or the coefficient of the non-linear portion $\beta$. Thus, various combinations of $\beta, n$ which indicate the same kurtosis value exist.

5.3. Fatigue analysis for wide-banded non-Gaussian processes

5.3.1. Modified Hermite transformation

In this present work, the Hermite function is used to transform non-Gaussian random process $Z(t)$ to Gaussian random process $X(t)$. Some literatures have commented that the accuracy of the coefficients of Hermite function proposed by Winterstein are only
ensures for representing very mildly non-Gaussian processes, especially hardening processes. Also, the original Hermite function is not held for skewed hardening non-Gaussian processes. The accuracy of the Hermite function using the coefficients proposed by Winterstein is investigated in this work before non-Gaussian simulations. In chapter 4, a large amount of wide-banded Gaussian random processes are generated from the idealized five different stress spectra. Non-Gaussian random processes $Z(t)$ are generated through the Hermite function. Total 73 number of combinations of target skewness and kurtosis are determined considering the applicable region of the Hermite function shown in Eq. (5.9) & (5.10). The range of target skewness are $-0.8$ to 0.8 at interval of 0.2. In case of target kurtosis, it ranges from 1.5 to 9 within the applicable region. We compare the target values of skewness and kurtosis with the skewness and kurtosis of simulated non-Gaussian random process $Z(t)$ calculated through the original Hermite function. The results are shown in Fig. 49. As mentioned above, the Hermite function utilizing the coefficients proposed by Winterstein seems to be not proper for hardening processes and give large deviations compared to simulated skewness and kurtosis in high kurtosis regions.
Fig. 49 Comparison between target and simulated the 3rd and 4th moments through conventional Hermite transformation

Ding and Chen (2015) suggested closed-form formulations for determining the model coefficients in terms of skewness and kurtosis for hardening non-Gaussian processes. They approximated the form of the Hermite function and its inverse function for hardening non-Gaussian processes as shown in Eq. (5.13) and Eq. (5.14).

\[ Z(t) = G[X(t)] = \left[ \sqrt{\xi^2(X) + c + \xi(X)} \right]^{1/3} - \left[ \sqrt{\xi^2(X) + c - \xi(X)} \right]^{1/3} - a \]  (5.13)

where, \( \xi(X) = \frac{x}{2b_4} + \frac{y}{z} + a(1.5 + 1.5b - a^2) \), \( a = \frac{b_3}{3b_4} \)
\[ b = \frac{b_2 - b_3y_3 - b_4y_4}{3b_4}, c = (b - a^2)^3 \]

\[ b_2 = \varphi \left[ 1 - \frac{y_3^4 + 1.2y_3^2 - 0.18}{7.5\exp(0.5y_4)} \right], b_3 = -\frac{0.8y_3^4 + y_3^2 + 0.77y_3}{(y_4 - 1)^2 + 0.5} \]

\[ b_4 = -\varphi \left[ 0.04 - \frac{11.5y_3^4 + 6.8y_3^2 + 3.5}{(y_4^2 + 0.4)^2 + 0.15} \right], \varphi = [1 - 0.06(3 - y_4)]^{1/3} \]

\[ X(t) = G^{-1}[Z(t)] = b_2Z + b_3(Z^2 - y_3Z - 1) + b_4(Z^3 - y_4Z - y_3) \quad (5.14) \]

Gurley (1997) summarized the existing non-Gaussian simulation techniques using the transformation function. He also developed forward and backward modified Hermite transformations. These algorithms enhanced the accuracy of the Winterstein’s Hermite transformation. The backward transformation is related to the transformation between non-Gaussian random process \( Z(t) \) to Gaussian process \( X(t) \) and the forward transformation is the converse transformation of backward as described in Fig. 50.

![Fig. 50 Forward and backward transformations](image)

The coefficients in modified Hermite transformation is identified using optimization routine. From the probability density function derived by Grigoriu (1984) suggested in Eq. (5.15), the skewness
and kurtosis of estimated non-Gaussian random process $Z(t)$ can be calculated as shown in Eq. (5.16).

$$p_z(z) = \frac{1}{\sqrt{2\pi}} \exp\left[-\frac{X^2(Z)}{2}\right] \frac{dX(Z)}{dz}$$  \hspace{1cm} (5.15)

where, $X(t)$: standard normal random variables

$Z(t)$: transformed non-Gaussian variables through Hermite transformation as described in Eq. (5.6) and (5.8)

$$\gamma_{3,est} = \frac{\int (y - \mu_Z)^3 p_z(z) dz}{\sigma_Z^3}, \hspace{1cm} \gamma_{4,est} = \frac{\int (y - \mu_Z)^4 p_z(z) dz}{\sigma_Z^4}$$  \hspace{1cm} (5.16)

where $\gamma_{3,est}, \gamma_{4,est}$: estimated skewness and kurtosis values

The coefficients of the modified Hermite transformation derived by Gurley (1997) was defined as the values minimizing the error function as shown in Eq. (5.17).

$$\text{err}(h_3, h_4) = (\bar{\gamma}_3 - \gamma_{3,est}(h_3, h_4))^2 + (\bar{\gamma}_4 - \gamma_{4,est}(h_3, h_4))^2$$  \hspace{1cm} (5.17)

where, $\bar{\gamma}_3, \bar{\gamma}_4$: target skewness and kurtosis values

The forward and backward transformations are called moment correction part that means procedure for finding appropriate coefficients that make target and estimated the 3rd and 4th moments equal. However, the power spectral density of simulated non-Gaussian processes could be changed during the moment correction procedure so spectral parameters such as bandwidth parameters and
mean up-crossing rate are different to original values. To prevent this, Gurley (1997) developed new simulation techniques called spectral correction by controlling the amplitude of Fourier coefficients.

We compare the target values of skewness and kurtosis with the skewness and kurtosis of simulated non-Gaussian random process $Z(t)$ calculated through the modified Hermite function once again. The results are shown in Fig. 51. The modified Hermite transformation proposed by Ding and Xinzhong for hardening non-Gaussian processes seems to give small deviations between target and simulated moments only using skewness and kurtosis values. The simulated moments obtained by Gurley’s simulation technique based on optimization routines also show a good agreement on target value. Thus, in this present work, non-Gaussian random processes
are generated by the modified Heremite transformation.

![Graph showing comparison between target and simulated moments through modified Hermite transformation.](image)

**Fig. 51** Comparison between target and simulated the 3rd and 4th moments through modified Hermite transformation

### 5.3.2. Numerical simulations for non-Gaussian signals

In chapter 4.2, the procedure for generating a large amount of data blocks containing wide-banded Gaussian random processes $X(t)$ in the idealized different five stress spectra is introduced. Non-Gaussian random processes $Z(t)$ are generated to verify the accuracy of the proposed probabilistic model in evaluating fatigue damages.
induced by wide-banded non-Gaussian random loadings through the modified Hermite transformation function. The detail procedure for generating non-Gaussian signal is summarized in Fig. 52.

Fig. 52 Procedure for generating non-Gaussian random process Z(t)

In this works, total 25 number of experimental points that represent different combinations of target skewness and kurtosis are considered. The target skewness ranges from −0.5 to 0.5 at interval of 0.5. In case of target kurtosis, they are determined within 1.5 to 9 with consideration for the applicable region of Hermite transformation. The detailed information of the non-normality
condition is summarized in Table 2 and Fig. 53.

### Table 2 Non-normality conditions

<table>
<thead>
<tr>
<th>Target skewness ($\bar{\gamma}_3$)</th>
<th>Target kurtosis ($\bar{\gamma}_4$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-0.5$</td>
<td>$2, 2.5, 4, 5, 6, 7, 8, 9$</td>
</tr>
<tr>
<td>$0$</td>
<td>$1.5, 2, 2.5, 4, 5, 6, 7, 8, 9$</td>
</tr>
<tr>
<td>$0.5$</td>
<td>$2, 2.5, 4, 5, 6, 7, 8, 9$</td>
</tr>
</tbody>
</table>

Fig. 53 The experimental points with applicable region for Hermite transformation

#### 5.3.3. Results

Fatigue damages in all stress spectra used in chapter 4 are estimated by two frequency domain methods: BT and the proposed models. Let us assume that two stress cycles are observed in
Gaussian process X(t). These cycles share the same amplitude but have different mean values. At first, let assume that these cycles are transformed to hardening non-Gaussian process Z(t) through the modified Hermite transformation. For hardening process, which has wider tail probability than Gaussian process, the gradient of the Hermite transformation function tend to decrease as the farther away from the origin. Therefore, as described in Fig. 54, these two stress cycles have the same amplitude before transformation, the amplitude of cycle A, which is a zero-mean cycle, is larger than that of cycle B after the Hermite transformation for hardening process. In short, corresponding fatigue damages induced by two stress cycles are different after the transformation and zero-mean cycle A induces larger damage than cycle B in case of hardening non-Gaussian process.
Conversely, the gradient of the Hermite transformation function increases as the farther away from the origin for softening non-Gaussian process. Thus, the amplitude of zero-mean cycle A is smaller than that of cycle B as shown in Fig. 55.
As explained in chapter 4, the BT model tends to overestimate the probability density of zero-mean stress cycles due to the symmetric assumption in level-crossing counting cycle distribution. Therefore, it is expected that the BT model tends to overestimate fatigue damages in hardening processes and underestimate damages for softening non-Gaussian processes. To verify the accuracy of two frequency domain methods for estimating fatigue damages induced by non-Gaussian random loadings, the estimated fatigue damages by two models are compared to the results of the time domain approach with RFC in all stress spectra. As explained in Eq. (3.23), marginal distribution of stress amplitude could be obtained by integrating joint probability distribution of mean and amplitude against mean. Fig. 56
112 – 57 show examples of marginal distribution of amplitude in case of hardening and softening non-Gaussian processes. The y-axis indicates exceedance probability of stress amplitude in log scale and the x-axis is normalized stress amplitude. As mentioned above, the BT model tends to overestimate exceedance probability of stress cycles in high amplitude region for hardening non-Gaussian process. On the other hands, for softening non-Gaussian process shown in Fig. 57, the BT model underestimates the exceedance probability in high amplitude region.

Fig. 56 An example of exceedance probability of amplitude estimated by two approximate models and simulated data in log scale versus normalized stress amplitude [(γ, γ) = (0, 1.5), (α1, α2) = (0.17, 0.1)] [Type 1]
Fig. 57: An example of exceedance probability of amplitude estimated by two approximate models and simulated data in log scale versus normalized stress amplitude \([\gamma_3, \gamma_4] = (0, 9), (\alpha_1, \alpha_2) = (0.17, 0.1)\] [Type 1]

Fig. 58 - 60 shows the errors between estimated fatigue damages calculated by time and frequency domain methods. The error is defined as shown in Eq. (5.18).

\[
\text{error} = \frac{(\bar{D}^{\text{est}} - \bar{D}^{\text{RFC}})}{\bar{D}^{\text{RFC}}} \times 100 \quad [\%] \tag{5.18}
\]

where \(\bar{D}^{\text{est}}\) : estimated fatigue damage rate by frequency domain method

\(\bar{D}^{\text{RFC}}\) : rainflow-counted fatigue damage rate
Fig. 58 The errors of fatigue damages estimated by two approximate models in the 4th type of stress spectra ($\gamma_3 = -0.5$).

Fig. 59 The errors of fatigue damages estimated by two approximate models.
models in the 3\textsuperscript{rd} type of stress spectra ($\gamma_3=0$)

![Graphs showing errors of fatigue damages estimated by two approximate models in the 5\textsuperscript{th} type of stress spectra ($\gamma_3=0.5$)]

Fig. 60 The errors of fatigue damages estimated by two approximate models in the 5\textsuperscript{th} type of stress spectra ($\gamma_3=0.5$)

As we expect, the BT model tends to overestimate fatigue damages when kurtosis of non-Gaussian random process $Z(t)$ is smaller than 3. As kurtosis increases, the BT model underestimates fatigue damages in all stress spectra. On the other hands, the proposed model, which consists of the marginal distribution of stress amplitude proposed by BT and the conditional probability density function of stress mean given amplitude proposed by this work, seems to give better results in assessment on fatigue damages in wide-banded non-Gaussian problems.

Benasiutti and Tovo (2005) suggested error index (EI) as
defined in Eq. (5.19) to compare the accuracy of frequency domain models for wide-banded Gaussian processes. We also calculates and compares the error index of two approximate models in all stress spectra and non-Gaussian conditions in Table 3.

\[
EI = \sqrt{\frac{1}{n} \sum_{i=1}^{n} \left[ \log_{10} \left( \frac{\bar{D}_{\text{est}}}{\bar{D}_{\text{RF}}^i} \right) \right]^2}
\]  

(5.18)

Table 3 Error index of two approximate models

<table>
<thead>
<tr>
<th>Spectrum type</th>
<th>(EI_{BT})</th>
<th>(EI_{pdp})</th>
<th>(\frac{EI_{pdp}}{EI_{BT}} \times 100) [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type 1</td>
<td>0.641</td>
<td>0.503</td>
<td>78.5%</td>
</tr>
<tr>
<td>Type 2</td>
<td>1.260</td>
<td>0.894</td>
<td>71.0%</td>
</tr>
<tr>
<td>Type 3</td>
<td>0.477</td>
<td>0.315</td>
<td>66.0%</td>
</tr>
<tr>
<td>Type 4</td>
<td>0.465</td>
<td>0.260</td>
<td>56.0%</td>
</tr>
<tr>
<td>Type 5</td>
<td>0.476</td>
<td>0.323</td>
<td>67.9%</td>
</tr>
</tbody>
</table>

The proposed model only modifies the information of stress mean in probabilistic models. By only adjusting the information of mean in joint probability distribution, the accuracy of fatigue damages increases significantly.

5.3.4. Discussion

To derive approximate joint probability distribution of mean and amplitude in wide-banded Gaussian processes, the approximate
model for marginal distribution of stress amplitude proposed by Benasciutti and Tovo (2005) is used. Although, the BT model is one of the most accurate model evaluating fatigue damage for wide-banded Gaussian random loadings, some literature argued that this model tends to give a poor prediction in estimation of the shape of probability density function of stress amplitude. Some examples of the estimated shapes of probability density functions of stress amplitude and corresponding fatigue damages are given in Fig. 61.

![Fig. 61 Comparison between estimated (blue) and actual (red) shapes of probability of stress amplitudes in two stress spectra \([(\alpha_1, \alpha_2) = (0.6, 0.5) \text{ [left]}; (\alpha_1, \alpha_2) = (0.8, 0.5) \text{ [right]}]] \text{ [Type 3]}

When the 1\textsuperscript{st} bandwidth parameter (\(\alpha_1\)) approaches to the 2\textsuperscript{nd} bandwidth parameter (\(\alpha_2\)), the BT model tends to underestimate probabilities in high amplitude region. This fact can also affect the estimated fatigue damages by the proposed model that utilizes the
BT marginal distribution of stress amplitude. To quantify the effect of marginal distribution of stress amplitude on the estimated fatigue damages for non-Gaussian problems, another approximate model is introduced. This model uses marginal distribution of stress amplitude extracted directly from simulated data. In other words, exact probability density function of stress amplitude is utilized to eliminate the error from PDF of amplitude in estimated fatigue damages.

Fig. 62 shows the errors of the three models in the 3rd type of stress spectra. The green dash line representing joint probability distribution model with exact marginal distribution give very accurate damage estimations so most observed errors are located near zero. From these results, it is concluded that the degree of improvement seems to be significantly affected by the selection of a model for marginal distribution of stress amplitude.
Fig. 62 The errors of fatigue damages estimated by three approximate models in the 3rd type of stress spectra ($\gamma_3=0$)

Therefore, other models for marginal distribution of stress amplitude are also taken to construct joint probability distribution of mean and amplitude with the proposed conditional probability distribution functions. Two approximate models proposed by Dirlik (1985) [DK model] and Park et al (2014) [JB model] are considered additionally. Fig. 63 shows the errors of the BT model and three models that consist of the proposed conditional probability function and three approximate models (BT, DK and JB models) for marginal distribution of stress amplitude.

DK model seems to give the worst results in this case study. In case of JB model, it seems to predict fatigue damage rate with similar
or better accuracy than the BT model. However, as the difference between the 1<sup>st</sup> and 2<sup>nd</sup> bandwidth parameters increases, this model tends to overestimate fatigue damage rate.

Fig. 63 The errors of fatigue damages estimated by four approximate models with different amplitude models in the 4<sup>th</sup> type of stress spectra ($\gamma_3=0$)
Chapter 6. Application on real engineering problems

6.1. Introduction

In previous chapters, the proposed model for joint probability distribution of mean and amplitude of rainflow-counted cycles is derived in wide-banded processes and the accuracy of the proposed model in evaluating fatigue damages induced by wide-banded non-Gaussian processes is verified through the idealized five different shapes of stress spectra. In this chapter, the accuracy of the proposed model is investigated once again in real engineering problems.

Two engineering problems are introduced in this chapter. The first one is engineering critical assessment (ECA) on TLP tendon. As explained in chapter 2.2, the information of stress ratio \((R)\) is required to reflect the crack closure effect in crack propagation analysis so not only the marginal distribution of stress amplitude but also the information of stress mean is needed in ECA. Thus, it seems that joint probability distribution should be offered when crack propagation analysis is performed in frequency domain. The crack growth rates are estimated and compared by two approximate models to verify the performance of the proposed model in this example.

The other example is a fatigue analysis on offshore floating wind turbine supporting structure. Wind load is representative non-linear loading in offshore engineering. Due to the non-linearity in wind load,
corresponding structural responses seem to show non-Gaussian properties. In this example, fatigue analysis using the proposed model with the modified Hermite transformation is performed to estimate the fatigue damages of hot spot with consideration on wind and wave loads at the same time. Finally, the estimated fatigue damages are compared to the damage rate calculated from fully coupled time simulation with RFC.

6.2. Case study I – Prediction on fatigue crack growth on TLP tendon (wide-banded Gaussian process)

6.2.1. Procedure of case study I

As mentioned in chapter 2, engineering critical assessment (ECA) is started from obtaining the information of stress history. If the crack closure effect is required in ECA, not only probability distribution of stress amplitude but also entire cycle distribution such as joint probability distribution of mean and amplitude is required in ECA. The next step is defining initial crack geometry such as crack depth, length, shape and thickness. From that information, correction factor for stress intensity factor (K) can be calculated. The crack growth rate of each cycle is calculated based on Paris law and propagated crack depth is summed to estimate accumulated crack growth based on linear damage rule.

Several empirical formula for the U ratio which is the ratio of
effective stress intensity factor range ($\Delta K_{\text{eff}}$) to stress intensity factor range ($\Delta K$) defined in Eq. (2.8) [Elber (1971), ASTM (1999), Schjive (2004)]. In this present work, the formula proposed by Scijive as shown in Eq. (6.1) is used to evaluate effective stress intensity factor range.

$$U = 0.55 + 0.33R + 0.12R^2 \quad \text{for} \quad -1 \leq R \leq 1$$ (6.1)

where, $U = \frac{\Delta K_{\text{eff}}}{\Delta K}$, $R = \frac{\sigma_{\min}}{\sigma_{\max}}$

Another important factor that has a significant effect on crack growth rate is load sequence. However, this phenomenon is not reflected in this case study.

### 6.2.2. Information of simulation

- **Model description**

A typical TLP which accommodates total 16 number of tendon in corners is used to this simulation. The configuration of target TLP is shown in Fig. 64.
The detail information of TLP such as main dimension and mass distribution are summarized in Table 4 and 5.

Table 4 Main dimensions of TLP

<table>
<thead>
<tr>
<th>Length [m]</th>
<th>Breadth [m]</th>
<th>Depth [m]</th>
<th>Draft [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>107</td>
<td>107</td>
<td>44</td>
<td>35</td>
</tr>
</tbody>
</table>

Table 5 Mass and moment of inertia

<table>
<thead>
<tr>
<th>Mass [ton]</th>
<th>$I_{xx}$ [ton $\cdot$ m$^2$]</th>
<th>$I_{yy}$ [ton $\cdot$ m$^2$]</th>
<th>$I_{zz}$ [ton $\cdot$ m$^2$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$8.22 \times 10^4$</td>
<td>$1.58 \times 10^7$</td>
<td>$1.58 \times 10^7$</td>
<td>$1.38 \times 10^7$</td>
</tr>
</tbody>
</table>

- **Environmental loadings**

Wave, wind and current loads are considered in TLP analysis.

The target structure is assumed to be installed in Gulf of Mexico.
(GOM). The 38-year sea scatter diagram in GOM as shown in Fig. 65 is used to TLP analysis. Total 61 number of sea states where significant wave height is larger than 1 meter in the scatter diagram is considered in crack propagation analysis. JONSWAP wave spectrum is selected in this simulation. The information of quadratic transfer function (QTF) from motion analysis is also used in TLP analysis.

As for wind and current loads, they are considered as constant loads in each sea state. Norwegian Petroleum Directorate (NPD) wind spectrum is used and mean wind speed at 10 meters height is taken as 41.13 m/s. Mean current velocity is taken 1.292 m/s at free surface. The heading of all excitations are assumed to come from 45 degree.

- **Initial crack and correction factor of geometry**

To calculate stress intensity factor range which is directly
related to crack growth, correction factor of geometry ($f(g)$) which accounts for crack geometry and specimen properties should be estimated in advance. In this example, initial crack is assumed to be located on outer diameter of TLP tendon as shown in Fig. 66. The shape of initial crack is taken as elliptic. The detailed information of crack geometry and tendon section are summarized in Table 6 and 7.

Fig. 66 Description of initial crack

Table 6 Crack dimensions and shape

<table>
<thead>
<tr>
<th>Shape</th>
<th>Depth [mm] ($a$)</th>
<th>Length [mm] ($c$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elliptic</td>
<td>3</td>
<td>30</td>
</tr>
</tbody>
</table>

Table 7 Information of tendon section

<table>
<thead>
<tr>
<th>Outer diameter [in]</th>
<th>Inner diameter [in]</th>
<th>Thickness [in] (t)</th>
</tr>
</thead>
<tbody>
<tr>
<td>34</td>
<td>32.7</td>
<td>1.3</td>
</tr>
</tbody>
</table>
From the information of initial crack, correction factor of stress intensity factor defined in Eq. (2.5) can be calculated. The correction factor depends on the geometry and shape of initial crack. In case of plain pipe with elliptic shape crack, Hoh et al (2016) summarized the correction factor suitable for this case as shown in Eq. (6.2) and (6.3).

\[ f(g) = F \left( \frac{a}{c}, \phi \right) \]  (6.2)

where, \( \phi \): the angle of the crack tip along the crack front

\[ F \left( \frac{a}{c}, \phi \right) = \left[ M_1 + M_2 \left( \frac{a}{c} \right)^2 + M_3 \left( \frac{a}{c} \right)^4 \right] f_\phi g f_w \]  (6.3)

where, \( M_1 = 1.112 - 0.08423(a/c) \), \( M_2 = -0.3298 + \frac{0.6035}{0.05831 + (a/c)} \),

\[ M_3 = 0.5 - \frac{1}{0.4287 + (a/c)} + 14 \left( 1 - \frac{a}{c} \right)^{24}, \]

\[ g = 1 + \left[ 0.1 + 0.2609 \left( \frac{a}{c} \right)^2 \right] \left[ 1 - \sin(-1.179\phi) \right]^2, \]

\[ f_w = 1 \]

\[ f_\phi = \left[ \left( \frac{a}{c} \right)^2 \cos^2 \phi + \sin^2 \phi \right]^{1/4}. \]

To account for the effect of welding, additional correction factor as shown in Eq. (6.4) can be introduced.

\[ M_{k,c} = M_{k,a} + M_{k(c-a)} \]  (6.4)

where, \( M_{k,a} = 0.003786 \left( \frac{a}{c} \right)^{-1.316} + 0.9766 \)

\[ M_{k(c-a)} = M_{k,c} - M_{k,a} = 1.871 \left( \frac{a}{c} \right)^{-0.1005} - 1.56. \]

The correction factor for stress intensity factor of TLP tendon

1 2 7
in Eq. (6.5) is finally derived by substituting Eq. (6.3) and (6.4) into Eq. (2.5).

\[
K = \sigma \sqrt{\frac{\pi a}{Q} F \left( \frac{a}{l}, \frac{a}{c}, \phi \right) M_{k,c}} \quad (6.5)
\]

where, \( Q = 1 + 1.464 \left( \frac{a}{c} \right)^{1.65} \) for \( \frac{a}{c} \ll 1 \)

Maximum and minimum of stress intensity factor in each stress cycle can be calculated by substituting peak and valley of rainflow-counted cycle into Eq. (6.5). Then, stress intensity factor range is obtained from its definition. Finally, the corresponding effective stress intensity factor range can be evaluated by multiplying stress intensity factor range and U-ratio from Schjive formula.

### 6.2.3. Results

Time simulations for TLP analysis are performed by DeepC developed by DNV software. This programs give time history of effective tension \( (F_x) \) and bending moments \( (M_y, M_z) \). Time series data of hot spot stress can be evaluated by inputting the load histories into 3-D beam theory as explained in Eq. (6.6).

\[
\sigma_{xx} = \frac{F_X}{A} - y \frac{M_z}{I_{zz}} - z \frac{M_y}{I_{yy}} \quad (6.6)
\]

where, \( A \): sectional area of tendon
Fig. 67 shows an example of time history of hot spot stress at the 11th tendon and the corresponding power spectral density of hot spot stress is described in Fig. 68. In the stress spectrum shown in Fig. 66, three main frequency components that are typically observed in TLP analysis are clearly expressed.

Fig. 67 An example of time history of hot spot stress at the 11th tendon in (Hs, Tp) = (9.1m, 10s)
Two approximate models estimate the joint probability distribution of mean and amplitude: the BT and proposed model in this present work. Spectral moments of power spectral densities are calculated in all sea states and the 1\textsuperscript{st} and 2\textsuperscript{nd} bandwidth parameters which are the input variables of approximate models are estimated. The 1\textsuperscript{st} and 2\textsuperscript{nd} bandwidth parameters of hot spot stresses and its 1\textsuperscript{st} derivative are plotted in Fig. 69 and 70. As seen in Fig. 67, most bandwidth parameters are located near unity. It means that hot spot stresses at tendon seem to be close to narrow–banded Gaussian processes.
Fig. 69 Scatter plot of the 1\textsuperscript{st} and 2\textsuperscript{nd} bandwidth parameters of hot spot stresses at the 1\textsuperscript{st} tendon in all sea states.

Fig. 70 Scatter plot of the 1\textsuperscript{st} and 2\textsuperscript{nd} bandwidth parameters of the 1\textsuperscript{st} derivative of hot spot stresses at the 1\textsuperscript{st} tendon in all sea states.
The joint probability distribution of mean and amplitude can be estimated input variables from given spectral density into the approximate models. Fig. 71 and 72 show the simulated data and estimated JPD by two models. In Fig. 71, two model gives similar prediction on the JPD of mean and amplitude. In Fig. 72, the BT model seems to give poor representation of scatter plot of simulated data. On the other hands, the proposed model also give a good agreement on the simulated results in Fig. 72.

Fig. 71 Simulated data (red dot) and estimated joint probability distribution of mean and amplitude by the BT (left) and proposed models (right) [the 1st tendon, \((H_s, T_p) = (4.6\text{m}, 8\text{s})\)]
Fig. 72 Simulated data (red dot) and estimated joint probability distribution of mean and amplitude by the BT (left) and proposed models (right) [the 1st tendon, (Hs, Tp) = (10.1m, 13s)]

The differences observed in JPD of mean and amplitude also affect the marginal distribution of stress intensity factor ranges. The exceedance probabilities of stress intensity factor ranges are shown in Fig. 73 and 74 in log scale. Relatively larger errors between simulated data and estimated exceedance probability by the BT model are observed in the 2nd sea state similar to JPD results.
Fig. 73 The simulated data and estimated exceedance probabilities of effective stress intensity range in whole range (left) and zoomed in high range region (right) by two models [the 1st tendon, \((H_s, T_p) = (4.6m, 8s)\)]

Fig. 74 The simulated data and estimated exceedance probabilities of effective stress intensity range in whole range (left) and zoomed in high range region (right) by two models [the 1st tendon, \((H_s, T_p) = (10.1m, 13s)\)]

Finally, the simulated and estimated crack growth predictions are summarized in Fig. 75. The expected values of crack depth of the 3rd
and 11\textsuperscript{th} tendons are significantly larger than the other tendons because they are located in along with the direction of wave heading.

The predictions of the BT model expressed as blue dash line always overestimate the crack growth rate. On the other hands, the predictions of the proposed model seems to give better representation on actual crack growth rates.

Fig. 75 Results of crack propagation analysis evaluated by time domain analysis with RFC and two frequency domain approaches
6.3. Case study II – Fatigue analysis on floating wind turbine support structure (wide-banded non-Gaussian process)

Wind load is one of the representative non-linear environmental loading. The effect of wind load is relatively smaller than that of wave load in most offshore platforms so wind load is assumed as constant load in these cases. However, in these days, requirements on renewable energy have been increased and offshore wind energy has been focused on in several decades.

In floating wind turbine platforms, the effect of wind load on fatigue damages in supporting structures is significant. Therefore, in this case, non-linearity of wind load should be considered in fatigue analysis on this structure. Due to non-linearity of wind loads, hot spot stresses induced by wind load show non-Gaussian properties. We aim at verifying the accuracy of the proposed model in dealing with fatigue analysis for non-Gaussian problems through this case study.

6.3.1. Information of simulation

- Model description

The WWHybrid system in this study consists of long-span beams. Fig. 76 shows a configuration of this system, the detailed information on which is summarized in Table 8 and 9. The pontoon
structure located at the bottom consists of outer pontoons, inner pontoons and diagonal pontoon braces. The upper deck structure is formed in the same way as the pontoon structure. The pontoon and upper deck structures are connected by 21 columns. The four wind turbines are located at the corners of the upper deck structure, respectively, and at each side, six wave-energy converters are installed. These wave-energy converters are modeled as fixed bodies in the time and frequency analyses, simply because they are outside the scope of the present study. This system is moored at the corner columns by eight catenary mooring lines (chains). Boundary condition should be applied to avoid rigid body motion of a structural model and at least 6 degree of freedom should be fixed. Statically determined boundary conditions addressed by DNV (2012) is applied to the target structure for structural analysis as shown in Fig. 77.

![Structural modeling of WWHybrid system](image)

Fig. 76 Structural modeling of WWHybrid system
The capacity of the wind turbine used in this simulation is 3 MW. The cut-in, cut-out and rated wind speeds of this turbine are 4, 25, and 11.7 m/s, respectively. Because the four wind turbines are operated at the same time in this system, the wake effect on turbines located behind can be significant. As for the control system, the configuration of turbine in this work was variable-speed and variable-pitch (VS-VP). This means that turbine responses such as power and rotational speed above the rated wind speed were managed by controlling the pitch angle.
Table 8 Main dimensions of WWHybrid system

<table>
<thead>
<tr>
<th>Platform</th>
<th>LOA [m]</th>
<th>Breadth [m]</th>
<th>Depth [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>158.5</td>
<td>158.5</td>
<td>27</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Wind turbine</th>
<th>Capacity [MW]</th>
<th>Diameter [m]</th>
<th>Height [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2</td>
<td>105</td>
<td>61.4</td>
</tr>
</tbody>
</table>

Table 9 Mass, Hydrostatic data of WWHybrid system

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Mass [tons]</td>
<td>26,900</td>
</tr>
<tr>
<td>Heave–Heave restoring coefficient [ton/s²]</td>
<td>$9.09 \times 10^3$</td>
</tr>
<tr>
<td>Roll–Roll restoring coefficient [ton/s²]</td>
<td>$3.27 \times 10^7$</td>
</tr>
<tr>
<td>Pitch–Pitch restoring coefficient [ton/s²]</td>
<td>$3.27 \times 10^7$</td>
</tr>
<tr>
<td>Nacelle mass [tons]</td>
<td>103</td>
</tr>
<tr>
<td>Hub mass [tons]</td>
<td>30</td>
</tr>
</tbody>
</table>

- **Environmental loadings**

As mentioned above, the goal of this case study is verifying the performance of the proposed model in assessment on fatigue damage induced by non-Gaussian random loading. Because non-linear wind loads causes non-normality of hot spot stresses of floating wind turbine, various wind speeds are considered in this case study. The wind speeds ranges from the cut-in speed (4m/s) to the cut-out speed (25m/s). Total 6 number of different wind speeds are included in load cases.
As for wave and current loads, the effects of these loadings on non-normality of hot spot stress are not significant. Therefore, we use mild sea condition and fix sea state and mean current velocity in all load cases. Finally, total six number of load cases are considered in this case study and the detail information is summarized in Table 10.

Table 10 The information of load cases in case study II

<table>
<thead>
<tr>
<th>$V_w$ [m/s]</th>
<th>$(H_s, T_p)$</th>
<th>$V_c$ [m/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>(0.5, 13)</td>
<td>0.14</td>
</tr>
<tr>
<td>6</td>
<td>(0.5, 13)</td>
<td>0.14</td>
</tr>
<tr>
<td>11.7</td>
<td>(0.5, 13)</td>
<td>0.14</td>
</tr>
<tr>
<td>15</td>
<td>(0.5, 13)</td>
<td>0.14</td>
</tr>
<tr>
<td>20</td>
<td>(0.5, 13)</td>
<td>0.14</td>
</tr>
<tr>
<td>25</td>
<td>(0.5, 13)</td>
<td>0.14</td>
</tr>
</tbody>
</table>

6.3.2. Results

Time simulations were performed in all of the fatigue bins to obtain the exact fatigue damage of the hot spots. MUFOWT developed by Texas A&M University was used to perform a coupled time-domain analysis for the WWHybrid system. This tool can handle wind, wave and current at the same time by integrating FAST for aerodynamic loads and CHARM3D for hydrodynamic loads (Bae et al., 2014 and Kang et al., 2013). This could provide a time series of wind loads acting on the tower base and 6-DOF platform motions.
at the platform’s COG, considering all of the relevant loads. The duration of the time simulation was 4,000 s including the transient state.

The position of the hot spot was determined at the tower bases of the 1st turbine [Fig. 78]. In order to obtain the time series of hot-spot stress, FE analysis is required in every time step. However, instead of FE analysis, a stress-effect factor was used to calculate the hot-spot stress induced by wind and wave loads efficiently. The stress-effect factors are the structural responses induced by unit force and moment. If it is possible to assume that structural responses have a linear relationship to applied loads, a time series of the hot-spot stress induced by arbitrary loads can be computed, simply by multiplying the stress-effect factors by the time series of the loads.

Wind load was computed at the tower base. On the other hand, the inertial force induced by the platform motion was computed at the tower’s COG, because the lumped mass of the tower was assumed to be concentrated at the tower’s COG. The acting point of the wind load was moved to the tower’s COG to reduce the number of required stress-effect factors. Thus, it could be said that the stress-effect factors in this simulation were the structural responses of the hot-spot locations induced by unit force and moment applied at the tower’s COG. NASTRAN solver was used to calculate the stress-effect factors in this problem.
An example of time series of hot spot stress is shown in Fig. 79. Due to non-linear wind loads, hot spot stress shown in Fig. 79 seems to be positively skewed.

Fig. 79 An example of time history of hot spot stress in the 1st load case ($V_w=4\text{m}/\text{s}$)
The corresponding power spectral density is also plotted in Fig. 80. Two main frequency components related to slowly varying wind speed and the 1\textsuperscript{st} natural frequency of tower are clearly shown in Fig. 80. Because mild sea condition is taken in this simulation, wave frequency component is not observed in the spectrum.

![Power Spectral Density](image)

**Fig. 80** The corresponding power spectral density of hot spot stress in the 1\textsuperscript{st} load case

Unlike the previous case study, the hot spot stresses in this case study are close to wide-banded process as seen in Fig. 81. The simulated skewness and kurtosis of hot spot stresses are summarized in Fig. 82 in all load cases. We expect that the non-linearity of wind load makes hot spot stress non-normal process and as the wind speed increases, non-normality will also increase.
However, as seen in Fig. 82, the kurtosis value of hot spot stress goes to 3 as wind speed increases and hot spot stresses are mildly non-Gaussian process except the 1st load case where wind speed is the lowest among load cases.

When wind speed reaches the rated speed, the pitch control system would change the pitch angle to reduce the wind load acting on turbine blade. Thus, we consider that wind load would be stable after wind speed exceeds the rated speed due to the pitch control algorithm.

Fig. 81 Scatter plot of the 1st and the 2nd bandwidth parameters of hot spot stresses
In short, only the time history of hot spot stress in the 1st load case seems to be wide-banded non-Gaussian process. Because we intend to analyze non-Gaussian process through this case study, we only focus on the 1st load case. Fig. 83 and 84 compare simulated data expressed as red dot and estimated joint probability distribution of mean and amplitude by two models.
As mentioned in chapter 3, the BT model seems to distort the probability in high amplitude region due to symmetric assumption on level-crossing counted cycle distribution. Due to non-zero skewness value, the estimated and simulated data are positively skewed processes. By comparing Fig. 83 and 84, it can be concluded that the proposed model seems to give a better representation of simulated data.
Fig. 84 Simulated and estimated joint probability distribution of mean and amplitude by the proposed model in the 1\textsuperscript{st} load case

Fig. 85 shows predictions of exceedance probabilities of stress amplitude in log scale. The predicted exceedance probability by the BT model seems to underestimate the exceedance probability in high amplitude. The simulated data shows a little deviation from estimated exceedance probability model in low amplitude region and would be close to the estimated exceedance probability by the proposed model after the normalized amplitude reaches 2.
Finally, fatigue damages estimated by two models are compared in Fig. 86.

Fig. 86 The errors of two models in all load cases
Chapter 7. A linearization coefficient for Morison force considering intermittent effect

7.1. Introduction

Slender members have widely been used in many offshore structures such as offshore fixed wind turbines and jacket structures. In general, wave forces acting on these slender members are calculated from the Morison’s equation in combination with linear random wave theory. The validity of linear random wave theory used to predict the particle kinematics in random wave field was proven at continuously submerged points by Charkrabarti (1980). However, if points of interest are located near the free surface, the particle kinematics are changed due to the intermittent effect. Wave forces act discontinuously at those points because that points are intermittently submerged due to free surface fluctuation. The phenomenon that fluid particle kinematics change by free surface fluctuation is called the intermittent effect. Tung (1975) proposed linear intermittent random wave theory that calculates particle kinematics in intermittent flow by linear random wave theory below the free surface and assuming that all properties are zero above the free surface. The probability density functions and statistical moments of particle velocity, acceleration and pressure were derived through the linear intermittent random wave theory. Anastasiou et al. (1982) indicated the importance of second-order effects in wave
forces and Tung and Huang (1983, 1985) derived the probabilistic models and particle kinematics in intermittent flow using the second-order Stokes wave theory. Tung (1995) conducted a study on the magnitude of the effect of the intermittent effect and the conditions that could have a significant effect.

The Morison’s equation consists of two terms. The first one is drag force which is proportional to the square of velocity and the other one is inertia force which is proportional to acceleration. Due to nonlinearity in drag force, it is difficult to calculate force spectral density. Borgman (1967) suggested force spectral density for fully submerged case. Because it is not easy to estimate force spectral density reflecting the complete form of Morison’s equation as it is, a linearization coefficient was introduced to linearize nonlinear drag term in the Morison’s equation. Pajouhi and Tung (1975) extended Tung’s work (1975) to derive covariance function of Morison force which preserves nonlinear drag term. The force spectral density which is a Fourier transform pair of the covariance function was also derived by numerical integration of a lengthy formula in their work. Approximate form of force spectral density was also suggested to simplify formula for force spectral density. Isaacson and Baldwin (1990a, 1990b) proposed analytic formula for the probability density function of force maxima and simplified force spectral density near the free surface and verified the formula by experiments. The intermittent effect was not significant below the free surface but the force spectrum was greatly reduced by the intermittent effect above the surface. Isaacson and Subbiah (1991) verified the derived
theoretical model through numerical analysis in time domain and mentioned the effect of simulation time and random phase of wave on numerical analysis results.

Many researches pointed out the limitation of Borgman’s linearization coefficient. Brouwers and Verbeek (1983) compared fatigue damages and extreme responses caused by nonlinear drag and linearized drag force calculated by Borgman’s coefficient (1967). The linear method significantly underestimated the expected fatigue damages and extreme response when drag is dominant. An alternative approach to determine the linearization coefficient for drag force in Morison’s equation was investigated by Wolfram (1999). He explained that a least-square approach used in Borgman’s work was adequate if the ultimate goal was to minimize the time average of nonlinear and linearized drag force. However, in engineering point of view, truly important things are extreme response or fatigue damage, not load itself. Proposed linearization approach was to find the coefficient that could match the expectation values of force maxima of nonlinear and linearized drag force.

Existing linearization coefficients suggested by Borgman and Wolfram were estimated based on fully submerged condition. Isaacson and Baldwin (1990b) also proposed linearization coefficient in intermittent flow but it was also obtained by a least-square method that may underestimate extreme responses and fatigue damages. In this chapter, the linearization coefficient in intermittent flow is investigated. The expectation values of force maxima of nonlinear and linearized drag force in intermittent flow are derived. Finally, the
linearization coefficient is proposed by comparing two—expectation value and is verified by numerical simulations.

7.2. Linear intermittent random wave theory and the probabilistic density function of force maxima

7.2.1. Linear intermittent random wave theory

The linear random wave theory (LRWT) has been verified in a number of studies for its accuracy in predicting particle kinematics at a fully submerged point. The surface elevation derived from the LRWT follows a zero—mean Gaussian process and could be expressed as a wave spectrum in frequency domain. Particle velocity and acceleration at \( x = 0 \) are linearly proportional to the surface elevation and its derivative as Eq. (7.1) ~ (7.3).

\[
\eta(x, t) = \frac{H}{2} \cos(\omega t) \quad (7.1)
\]

where, \( \eta \): surface elevation, \( H \): wave height
\( \omega \): angular frequency, \( t \): time

\[
u(z, t) = \frac{H}{2} \omega G(z) \cos(\omega t) = u_0 G(z) \cos(\omega t) = \omega G(z) \eta \quad (7.2)
\]

where, \( u \): horizontal particle velocity, \( d \): water depth,
\( u_0 = \frac{H}{2} \omega \): velocity amplitude, \( k \): wave number

\[
G(z) = \frac{\cosh (k(z+d))}{\sinh (kd)} \quad \text{where } z \leq 0, \text{otherwise } G(z) = \frac{1}{\sinh (kd)}
\]
\[
a(z,t) = \frac{\partial u}{\partial t} = -\frac{H}{2} \omega^2 G(z) \sin(\omega t) = -u_0 \omega G(z) \sin(\omega t) = \omega G(z) \ddot{\eta} \quad (7.3)
\]

where, \( a \) : horizontal particle acceleration

However, near the free surface, the particle kinematics are discontinuous due to the surface fluctuation. Tung (1975) proposed the linear intermittent random wave theory to express particle kinematics in intermittent flow as described in Fig. 87. This approach estimates particle kinematics near the free surface by comparing the surface elevation (\( \eta \)) and observation position (\( h \)). When \( \eta \) is larger than \( h \), which means that the observation point is immersed, particle kinematics are calculated based on LRWT and otherwise all properties are assumed to be zero. The particle velocity (\( u' \)) and acceleration (\( a' \)) in intermittent flow derived from the linear intermittent random wave theory are expressed as Eq. (7.4) mathematically.
\[ u'(z, t) = u(z, t)Y(\eta(t) - h), \quad a'(z, t) = a(z, t)Y(\eta(t) - h) \]  
(7.4)

where, \( Y(x) \): Heaviside function, \( Y(x) = \begin{cases} 0, & x < 0 \\ 1, & x \geq 0 \end{cases} \)

The probability density functions of the particle velocity \( (p(u')) \) and acceleration \( (p(a')) \) at \( h \) are expressed by Tung (1975) as Eq. (7.5) and (7.6).

\[ p(u') = [1 - Q(b)]\delta(u') + \frac{1}{\sigma_u}Z \left( \frac{u'}{\sigma_u} \right) Q \left( \frac{b - ru'}{\sigma_u} \right) \]  
(7.5)

where, \( \sigma_u \): the standard deviation of particle velocity at \( h \).

\( \delta(x) \): Dirac delta function

\[ r = \frac{1}{\sigma_u} \int_0^\infty S_{uu}(\omega) d\omega = \frac{1}{\sigma_u} \int_0^\infty \omega G(z)S_y(\omega) d\omega \]

\( \sigma_u \): the standard deviation of elevation, \( b = \frac{h}{\sigma_u} \),

\[ Z(\lambda) = \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{\lambda^2}{2} \right), \quad Q(b) = \int_b^\infty Z(\lambda) d\lambda \]

\[ p(a') = [1 - Q(b)]\delta(a') + \frac{1}{\sigma_a}Z \left( \frac{a'}{\sigma_a} \right) Q(b) \]  
(7.6)

where, \( \sigma_a \): the standard deviation of particle acceleration at \( h \)

The \( Q \) in above equations is the probability that the surface elevation exceeds the observation height. When the observation point is always submerged, \( Q \) goes to unity and the probability density function of \( u' \) and \( a' \) become Gaussian distribution like fully submerged case. Pajouhi and Tung (1975) derived spectral density
functions for particle velocity, acceleration and pressure in intermittent flow by extending Tung’s work (1975) as Eq. (7.7) and (7.8).

\[ S_u'(\omega) = \left[ \omega G(z)Q(b) + \frac{\sigma_u}{\sigma_\eta} \eta \right]^2 S_\eta(\omega) = |H_u'(\omega)|^2 S_\eta(\omega) \quad (7.7) \]

where, \( S_u'(\omega) \): spectral density of velocity in intermittent flow

\( H_u'(\omega) \): transfer function for particle velocity

\( S_\eta(\omega) \): wave spectrum,

\[ S_a'(\omega) = [-i\omega^2 G(z)Q(b)]^2 S_\eta(\omega) = |H_a'(\omega)|^2 S_\eta(\omega) \quad (7.8) \]

where, \( H_a'(\omega) \): transfer function for particle acceleration

### 7.2.2. Force spectral density

The Morison’s equation is widely used to calculate the wave force acting on the slender member and it consists of drag force and inertia force term as shown in Eq. (7.9).

\[ F = F_D + F_I = \frac{1}{2} \rho C_d Du|u| + \rho \left( \frac{\pi D^2}{4} \right) C_m a = K_d u_0^2 \cos \omega t \cos \omega t - K_m u_0 \omega \sin \omega t \quad (7.9) \]

where, \( \rho \): sea water density [kg/m3],

\( D \): the diameter of the member

\( C_d, C_m \): empirical drag and inertia coefficients

\[ K_d = \frac{1}{2} \rho C_d D, K_m = \rho \left( \frac{\pi D^2}{4} \right) C_m \]
It is difficult to obtain force spectral density for a complete form of Morison’s equation due to the nonlinear drag term in it. Borgman (1967) derived the force spectral density for fully submerged member by linearizing the nonlinear drag term. He introduced linearization coefficient to linearize the Morison’s equation. By substituting the coefficient, Morison’s equation could be linearized as Eq. (7.10) and the force spectral density for fully submerged case could be derived as Eq. (7.11).

\[ F_i = K_d \beta u + K_m a = \bar{K}_d u_0 \cos \omega t - K_m u_0 \omega \sin \omega t \quad (7.10) \]

where, \( \beta = \sqrt{\frac{8}{\pi}} \sigma_u, \quad \bar{K}_d = K_d \beta \)

\[ S_F(\omega) = K_d^2 \beta^2 S_u(\omega) + K_m^2 S_a(\omega) = \omega^2 G^2(\omega) \left[ K_d^2 \beta^2 + K_m^2 \omega^2 \right] S_\eta(\omega) \quad (7.11) \]

where, \( S_u(\omega) = \omega^2 G^2(\omega) S_\eta(\omega), \quad S_a(\omega) = \omega^4 G^2(\omega) S_\eta(\omega) \)

When the points of interest are located near the free surface, it is hard to assume that particle velocity \( u' \) is a Gaussian process. Pajouhi and Tung (1975) proposed a lengthy formula for covariance function and spectral density for a complete form of Morison’s equation which retains the nonlinear drag term considering the intermittent effect. The force spectral density could be obtained by integrating the covariance function numerically so they gives approximate form of force spectral density based on Taylor series expansion. Isaacson and Baldwin (1990b) pointed out necessity for
modification of linearization coefficient in intermittently submerged case and derived a linearization coefficient as Eq. (7.12).

\[ \beta' = \frac{\langle |u'|^3 \rangle}{\langle u^3 \rangle} \quad (7.12) \]

where, \( \langle \cdot \rangle \): the time-averaged or expectation value

Expectation values required to calculate (7.12) could be estimated numerically from probability distribution function of \( u' \) in (7.5). The approximate form of force spectral density \( (S_{\beta'}(\omega)) \) in intermittent flow was derived by using the linearization coefficient, \( \beta \) and spectral densities of \( u' \) and \( a' \) as Eq. (7.13) [Isaacson and Baldwin (1990b)].

\[
S_{\beta'}(\omega) = K^2_3 \beta^2 \tilde{E} S_{u'}(\omega) + K^2_m S_{a'}(\omega)
= \left( K^2_3 \beta^2 \left[ 1 + \frac{\sigma_u H(z)}{\sigma_u Q(b) \omega G(z)} \right]^2 + K^2_m \omega^2 \right) \omega^2 G^2(z) Q^2(b) S_\eta(\omega) \quad (7.13)
\]

7.2.3. The probabilistic density function of force maxima

From the structural design point of view, extreme responses and fatigue damage are of interest rather than load itself. Therefore, many studies were conducted to derive not only the probability distribution function of the force but also the force maxima that is related to the extreme load. In fully submerged case, force maxima
occurs when the time derivative of Eq. (7.9) goes to zero so the maximum value of Morison force is expressed as Eq. (7.14).

\[ F_p(z) = \begin{cases} 
  u_0 \omega G(z)K_m & \text{for } u_0 \leq \frac{\sigma_u}{2K} \\
  u_0^2 G^2(z)K_d + \frac{K_m \omega^2}{4K_d} & \text{for } u_0 > \frac{\sigma_u}{2K}
\end{cases} \quad (7.14) \]

where, \( F_p \): force maxima,

\[ K = \frac{K_d \sigma_u}{K_m \omega} \quad \text{(the ratio of drag force to inertia force)} \]

Borgman (1965) derived the probability density function of force maxima for narrow banded wave spectrum in fully submerged member as shown in Eq. (7.15).

\[ p(\zeta) = \begin{cases} 
  \zeta \exp \left(-\frac{1}{2} \zeta^2\right) & \text{for } \zeta < \zeta_c \\
  \zeta_c \exp \left(-\frac{1}{2} \zeta_c (2\zeta - \zeta_c)\right) & \text{for } \zeta \geq \zeta_c
\end{cases} \quad (7.15) \]

where, \( \zeta = \frac{2\sqrt{2}F_p}{\omega_0^2 K_m H_{rms} G(x)} \), \( \omega_0 \): modal frequency

\[ H_{rms}: \text{the root-mean-square wave height ,} \]

\[ \zeta_c = \frac{\sqrt{2}K_m}{K_d H_{rms} G(x)} \]

The probabilistic distribution model of force maxima near the free surface also changes due to the intermittent effect. Although a continuous force reaches its maximum, force maxima observed near the free surface could differ from peak value of the continuous force if waves do not reach the observation point. In other words, the value of force maxima near the free surface could be influenced by the...
relation between the phase \( \theta_m \) at which the peak value of continuous force occurs and the phase \( \theta_0 \) when water first reaches the observation point. Isaacson and Baldwin (1990b) derived the value of force maxima in intermittent flow by using the relationship between \( \theta_m \) and \( \theta_0 \) as shown Eq. (7.16) and the probability density function of force maxima was also derived as Eq. (7.17).

\[
F_p(h) = \begin{cases} 
0 & \text{for } \frac{H}{2} < h \\
u_0^2 G^2(z) K_d \cos \theta_0 |\cos \theta_0| - u_0 \omega G(z) K_m \sin \theta_0 & \text{for } \frac{H}{2} \geq h \text{ and } \theta_0 > \theta_m \\
u_0^2 G^2(z) K_d + \frac{K_m^2 \omega^2}{4K_d} & \text{for } \frac{H}{2} \geq h \text{ and } \theta_0 \leq \theta_m \\
\end{cases}
\]  

(7.16)

where, \( \theta_0 = \cos^{-1}\left(\frac{2h}{H}\right) \), \( \theta_m = -\frac{\pi}{2} \) for \( K_m \geq G(z) HK_d \)

otherwise \( \theta_m = -\sin^{-1}\left(\frac{K_m}{G(z) HK_d}\right) \)

\[
p(\xi) = \begin{cases} 
\Gamma(\gamma) \delta(\zeta) & \text{for } \zeta = 0 \\
0 & \text{for } 0 < \zeta < \gamma \\
(\zeta - \gamma \exp\left(-\frac{1}{2}(\zeta - \gamma)^2 - \gamma \zeta_c\right) & \text{for } \gamma < \zeta < \zeta_c + \gamma \\
\zeta_c \exp\left(-\frac{1}{2} \zeta_c (2\zeta - \zeta_c)\right) & \text{for } \zeta \geq \zeta_c + \gamma \\
\end{cases}
\]  

(7.17)

where, \( \Gamma(x) = 1 - \exp\left(-\frac{x^2}{2}\right) \) (gamma function), \( \gamma = \frac{b^2}{2\zeta_c} \)

The probability model for maxima of Morison force in a wide band wave spectrum deviating from the narrow band assumption, in which the spectral density is not concentrated at one frequency, has also been studied. However, it is difficult to develop a complete form of
expression and approximate forms were investigated [Tung (1974), Tickell (1977) and Moe & Crandall (1978)].

7.3. Linearization coefficients in fully and intermittently submerged members

7.3.1. Coefficients for fully submerged member

To approximate the spectral density of the Morison force, the linearization coefficients was first proposed by Borgman (1967). The Borgman’s coefficient was estimated by minimizing the error between nonlinear and linearized Morison force during entire time span. A least-square method was applied to minimize the error and the coefficient \( \bar{K}_d \) was derived by Eq. (7.18).

\[
\frac{\partial \langle (F - F_i)^2 \rangle}{\partial \bar{K}_d} = -2(K_d u^2 |u| - \bar{K}_d u^2) = 0 \Rightarrow \bar{K}_d = K_d \frac{\langle u^2 |u| \rangle}{\langle u^2 \rangle} \tag{7.18}
\]

Based on the linear wave theory, in the fully submerged section, the particle velocity \( u \) follows the Gaussian process of zero mean, so the second and third moments of \( u \) are \( \sigma_u^2 \) and \( \sqrt{8/\pi} \sigma_u^3 \) respectively. Therefore, the Borgman’s coefficient for fully submerged condition could be derived by substituting statistical moments in Eq. (7.18). That is, the Borgman’s coefficient as shown in Eq. (7.19) is only
proportional to the standard deviation of the particle velocity ($\sigma_u$) at that location and the other variables do not affect the coefficients.

$$K_d \beta = K_d \sqrt{\frac{8}{\pi}} \frac{\sigma_u^3}{\sigma_u^2} = K_d \sqrt{\frac{8}{\pi}} \sigma_u$$  \hspace{1cm} (7.19)

Brouwers & Verbeek (1983) compared fatigue damages calculated by nonlinear and linearized Morison’s equations by Borgman, respectively. When the ratio of drag force to inertia force ($k$) is small, which means that inertia force is dominant, linearized force could predict well the fatigue damage calculated by the nonlinear force but it was found that linearized force tend to underestimate fatigue damages in region where drag force is not negligible. They also pointed out that the error increases as the slope of S–N curve increases. Because Borgman’s coefficient is calculated by minimizing the time average of error between nonlinear and linear Morison force, it may underestimate the value of peak forces deviated largely from the mean value.

The limitations of Borgman’s coefficient were reviewed and an alternative approach to linearize Morison’s equation for a narrow-band wave was proposed by Wolfram (1999). The important responses such as extreme responses and fatigue damage are related to the force maxima, not force itself. Thus, the approach was to match the expectation values of the force maxima of the nonlinear and linearized Morison force. Because expectation value is defined as integrating the product of probability density function and random
variable in the whole region, the expectation value of force maxima in complete Morison’s equation is calculated by integrating the product of Eq. (7.14) and the probability density function of the amplitude of particle velocity \( p(u_0) \) as Eq. (7.20). Because the Wolfram’s coefficient was derived just below the free surface, \( G(z) \) in Eq. (7.14) was taken as 1 in his work.

\[
E[F_p] = \int_0^{\sigma_u} \omega_m u_0 \omega_m K_m \, du_0 + \int_{\sigma_u}^{\infty} p(u_0) \left[ u_0^2 K_d + \frac{K_m^2 \omega_m^2 v}{4K_d} \right] \, du_0
\]

\[
= \omega_m K_m \int_0^{\sigma_u} p(u_0) u_0 \, du_0 + K_d \int_{\sigma_u}^{\infty} p(u_0) u_0^2 \, du_0 + \frac{K_m^2 \omega_m^2 v}{4K_d} \int_{\sigma_u}^{\infty} p(u_0) \, du_0 \quad (7.20)
\]

where, \( \omega_m, v \): the mean zero-up crossing frequency of velocity

In LRWT, the particle velocity at a fully submerged point is assumed to be zero-mean Gaussian process, thus, the amplitude of particle velocity follows the Rayleigh distribution. After substituting the Rayleigh distribution and integrating three terms in Eq. (7.20), the expectation value is expressed as Eq. (7.21).

\[
E[F_p] = K_d \sigma_u^2 \left[ \exp \left( -\frac{1}{8K^2} \left( \frac{1}{4K^2} + 2 \right) \right) + \frac{1}{K} \sqrt{\frac{\pi}{2}} \sigma_f \left( \frac{1}{2\sqrt{2K}} \right) \right] \quad (7.21)
\]

As for the expectation value in linearized Morison’s equation, the value of peak force could be obtained by differentiating Eq. (7.10) respect to time and equating it to zero.
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\[ F_{pl} = u_0 \sqrt{R_d^2 + K_m \omega^2} \]  

(7.22)

Therefore, the expectation value of force maxima in linearized Morison’s equation is derived as Eq. (7.23).

\[
E[F_{pl}] = \int_0^\infty f(u_0) \left[ u_0 \sqrt{R_d^2 + K_m \omega_m^2} \right] du_0 = \sigma_u \frac{\pi}{\sqrt{2}} \sqrt{R_d^2 + K_m \omega_m^2} \tag{7.23}
\]

Finally, the linearization coefficient that make the force maxima equal in the complete and linearized Morison’s equations can be obtained by comparing Eqs. (7.21) and (7.23), which can be summarized as Eq. (7.24).

\[
\tilde{K}_d = K_d \sigma_u \sqrt{\frac{2}{\pi} \left( \exp \left( -\frac{1}{8K^2} \right) \left( \frac{1}{4K^2} + 2 \right) + \frac{1}{2} \sqrt{\frac{\pi}{2}} \text{erf} \left( \frac{1}{\sqrt{2} \sqrt{2K}} \right) \right)^2 - \frac{1}{K^2}} \]

\[
= K_d \beta = K_d \sigma_u C^{(1)}(K) \tag{7.24}
\]

where, \[ C^{(m)}(K) = \frac{\beta}{\sigma_u} \]

In case of fatigue damage, it is proportional to \( m \)-th power of stress range, not stress range. Therefore, linearization coefficient to match fatigue damages calculated by nonlinear and linear drag force should be calculated by equating the expectation values of \( m \)-th power of force maxima. Wolfram (1999) also derived linearization
factor considering this fact and the generalized linearization coefficient was expressed in his work.

### 7.3.2. Coefficients for intermittently submerged member

Unlike the fully submerged case, the particle velocity and acceleration in the intermittent flow no longer follow the Gaussian process. Therefore, it is necessary to propose a new linearization coefficient through the probability distribution model considering the intermittent effect in vicinity of near free surface. In this study, the linearization coefficient near the free surface is derived by using the probability distribution model of force maxima and particle velocity in the intermittent flow proposed by Tung (1975) and Isaacson and Baldwin (1990b). This coefficient is estimated by equating the expectation values of force maxima for nonlinear and linearized Morison’s equation. As mentioned above, when deriving the expectation value for the force maxima in the intermittent flow, there are two differences with fully submerged case: the probability density function of amplitude of the particle velocity ($p(u'_0)$) and the expectation value of force maxima ($F^*_p$). From Eq. (7.5) which indicates the probability density function of particle velocity in intermittent flow proposed by Tung (1975), it is possible to derive the probability function of velocity amplitude as Eq. (7.25).
\[ p(u'_0) = [1 - Q(b)]\delta(u'_0) + \frac{u'_0}{\sigma_u^2} \exp \left( -\frac{u'_0^2}{2\sigma_u^2} \right) Q \left( \frac{b \cdot \rho_{\text{fl}}}{\sigma_u \sqrt{1-r^2}} \right) \] (7.25)

The value of force maxima expressed in Eq. (7.16) could be rewritten as a function of velocity amplitude as Eq. (7.26). In deep water, \( G(z) \) is assumed to be 1 near the free surface where \( z \) approaches to zero.

\[
F_p^m(h) = \begin{cases} 
0 & \text{for } u'_0 < \omega h \\
\omega^2 K_d h^2 + \omega K_m \sqrt{u'_0^2 - \omega^2 h^2} & \text{for } \omega h < u'_0 < \sqrt{\frac{\sigma_u^2}{4K_d^2} + \omega^2 h^2} \\
u'_0^2 K_d + \frac{K_m \omega^2}{4K_d} & \text{for } \sqrt{\frac{\sigma_u^2}{4K_d^2} + \omega^2 h^2} \leq u'_0 \end{cases} \] (7.26)

The expectation value of force maxima in intermittent flow is derived from Eq. (7.25) and (7.26). In order to reflect the effect of \( m \) which is the slope of S–N curve on the linearization coefficient, the expectation value for \( m \)-th order of force maxima is derived. In case of the complete Morison’s equation in a narrow-band wave spectrum, the expectation value is expressed as Eq. (7.27).

\[
E[F_p^m(h)] = \int_{\omega_m \cdot h_1}^{\sqrt{\frac{\sigma_u^2}{4K_d^2} + \omega_m^2 h^2}} p(u'_0)[F_1]^m du'_0 + \int_{\sqrt{\frac{\sigma_u^2}{4K_d^2} + \omega_m^2 h^2}}^{\infty} p(u'_0)[F_2]^m du'_0 \] (7.27)

where, \( F_1 = \omega_m^2 K_d h^2 + \omega_m K_m \sqrt{u'_0^2 - \omega_m^2 h^2} \)
The two integral terms \( F_A^m, F_B^m \) are expanded as Eq. (7.28) and (7.29) by binomial theorem.

\[
F_A^m = \sum_{p=0}^{m} C_{(m,p)} \left( \frac{\omega_m K_m}{4K_D} \right)^p \left( u_0^2 - \omega_m^2 h^2 \right)^{m-p}
\]

where, \( C_{(m,p)} : \frac{m!}{(m-p)!p!} \)

\[
F_B^m = \sum_{p=0}^{m} C_{(m,p)} \left( \frac{K_m^2 \omega_m^2}{4K_D} \right)^p \left( u_0^2 K_D \right)^{m-p}
\]

By substituting Eq. (7.28) and (7.29) into Eq. (7.27), it can be rewritten as sum of Eq. (7.30) and (7.31).

\[
\sum_{p=0}^{m} C_{(m,p)} K_m^p \omega_m^{2m-p} K_D^{m-p} h^{2m-2p} \\
\times \int_{\omega_m}^{\sigma\mu/4K_D + \omega_m h^2} \frac{p(u_0^2 - \omega_m^2 h^2)^{p/2}}{du_0} \quad (7.30)
\]
\[
\sum_{p=0}^{m} C_{(m,p)} 2^{-2p} K_m^{2p} \omega_m^{2p} K_d^{m-2p} \int_0^{\infty} \frac{\sigma_u^2}{4K^2+\omega_m^2} p(u_0) u_0^{2m-2p} du_0
\]  
(7.31)

Two integral terms in Eq. (7.30) and (7.31) are not be possible to express explicit forms so they should be evaluated through a numerical method.

In linearized Morison’ s equation as Eq. (7.10), the values of force maxima in intermittent flow are derived from Eq. (7.26). The phase angle \( \theta_m \) at which the peak of continuous force occurs in the linearized Morison force could be evaluated by differentiating Eq. (7.10) with respect to time and be expressed as Eq. (7.32).

\[
\frac{\partial F_t}{\partial t} = -u_0 \omega (K_d \sin \theta_m + K_m \omega \cos \theta_m) = 0 \rightarrow \theta_m = -\tan^{-1} \left( \frac{K_m \omega}{K_d} \right)
\]  
(7.32)

The phase angle \( \theta_m \) in Eq. (32) is expressed as a function of linearization coefficient \( K_d \). Since this is related to continuous force, it could be assumed that it is equal to the Wolfram’ s coefficient (Eq. (7.24)) derived from fully submerged condition. By substituting Eq. (7.24) to Eq. (7.32), the \( \theta_m \) of linearized Morison force could be expressed as Eq. (7.33).

\[
\theta_m = -\tan^{-1} \left( \frac{K_m \omega}{K_d} \right) = -\tan^{-1} \left( \frac{K_m \omega}{K_d \sigma u C_w} \right) = -\tan^{-1} \left( \frac{1}{C_w} \right)
\]  
(7.33)

where, \( C_w \) : Wolfram’ s coefficient \( (m=1) \)
By comparing $\theta_m$ and $\theta_0$, the peak values of linearized Morison force in intermittent flow at $h$ is derived as Eq. (7.34)

\[
F_{pl}(h) = \begin{cases} 
0 & \text{for } u'_0 < \omega h \\
\omega \sqrt{\frac{u'_0^2 - \omega^2 h^2}{\omega_0^2 K^2 + 1}} & \text{for } \omega h < u'_0 < \omega h \sqrt{\frac{1}{\omega_0^2 K^2 + 1}} \\
u'_0 \sqrt{K_d^2 + \kappa_m^2 \omega^2} & \text{for } \omega h \sqrt{\frac{1}{\omega_0^2 K^2 + 1}} \leq u'_0 \end{cases} \quad (7.34)
\]

The expectation value for $m^{th}$ order of force maxima in linearized Morison force for a narrow-band wave spectrum could be derived as the same manner.

\[
E[F_{pl}^m(h)] = \int_{\omega_m h}^{\omega_m \sqrt{\frac{1}{\omega_0^2 K^2 + 1}}} p(u'_0)[F_C]^m du'_0 
+ \int_{\omega_m \sqrt{\frac{1}{\omega_0^2 K^2 + 1}}}^{\infty} p(u'_0)[F_D]^m du'_0 \quad (7.35)
\]

where, $F_C = \omega_m \sqrt{K_d h + \omega_m \kappa_m \sqrt{u'_0^2 - \omega_m^2 h^2}}$, $F_D = u'_0 \sqrt{R_d^2 + \kappa_m^2 \omega_m^2}$

The two integral terms ($F_C^m$, $F_D^m$) are expanded as Eq. (7.36) and (7.37) by binomial theorem.

\[
F_C^m = \sum_{p=0}^{m} C_{m,p} \left( \omega_m \sqrt{K_d h^2} \right)^p (\omega_m \sqrt{K_d h})^{m-p}
\]
\[ = \sum_{p=0}^{m} C_{(m,p)} K_m^{p} \omega_m^{m} \left( K_d^{m-p} h^{m-p} \right)^{p/2} (u_0^2 - \omega_m^2 h^2)^{p/2} \]  

(7.36)

\[
F_D^m = \left( K_d^{2} + K_m^{2} \omega_m^{2} \right)^{m/2} u_0^{m} \]  

(7.37)

By substituting Eq. (7.36) and (7.37) into Eq. (7.35), it can be rewritten as sum of Eq. (7.38) and (7.39).

\[
\sum_{p=0}^{m} C_{(m,p)} K_m^{p} \omega_m^{m} \left( K_d^{m-p} \sigma_u^{m-p} C^{m-p} h^{m-p} \right) \times \int_{\omega_m}^{\omega_m} \sqrt{1 - C^{2} K^2 h^2} \ p(u'_0) (u_0'^2 - \omega_m^2 h^2)^{p/2} du'_0 \]  

(7.38)

\[
K_d^{m} \sigma_u^{m} \left( C^{2} + \frac{1}{K^2} \right)^{m/2} \int_{\omega_m}^{\omega_m} \sqrt{1 - C^{2} K^2 h^2} \ p(u'_0) u_0^{m} du'_0 \]  

(7.39)

\( C \) in Eq. (7.38) and (7.39) was defined in Wolfram’s work as a function of \( K \) and \( m \) but observation height \( h \) is added as an input factor for \( C \) in this present work. The expectation value for \( m \)-th order of force maxima in linearized Morison’s equation can be expressed as a summation of Eq. (7.38) and (7.39) and the integral terms should be evaluated by numerical integration. Because \( C \) is defined as the value that makes both expectation values of nonlinear and linearized drag force, \( C \) could be evaluated by comparing Eq (7.27) and (7.35). Finally, \( C \) is expressed as a function of \( K, m \) and \( h \) as shown in Eq. (7.40).
Finally, the linearization coefficient \( C^{(m)}(K, h) \) in intermittent flow could be calculated by equating the expectation values in nonlinear and linearized Morison’s equations. Fig. 88 shows linearization coefficients with the ratio of drag force to inertia force \( K \) at different observation heights \( h \). Since the influence of the drag is small in a small region of \( K (K < 0.2) \), the linearization coefficients are also small in that region. As \( K \) increases, the linearization coefficients increase and then converge to a specific value like Wolfram’s coefficient. The converged value (1.654) is similar to Wolfram coefficient, 1.595 when observation height is small. In the intermittent flow, the observed height \( h \) also have an impact on the linearization coefficient. As shown in Fig. 88, the proposed linearization coefficient increases as observation height \( h \) increases. As the observation position increases, the number of waves reaching it decreases, whereas the all-arriving wave have high wave amplitudes. Because the amplitude of particle velocity has a linear relationship with wave amplitude, the amplitude of velocity should be large when the wave amplitude is large. This tendency is reflected in the proposed linearization coefficient, and it can be interpreted that the linearization coefficient increases with the increase in the observation position.
The linearization coefficients with different m values are also compared to evaluate the effect of the slope of S–N curve in the coefficient. As mentioned in the study of Brouwers & Verbeek (1983), the Borgman approximation underestimates the fatigue damage and the error increases as the slope of S–N curve increases. The proposed coefficient is also considered the effect of the slope of S–N curve like Wolfram’s work. As seen in Fig. 89, the linearization coefficient increases as m increases although all three lines are calculated at the same height.
7.4. Numerical simulations

7.4.1. Procedure of simulation

Fatigue damages are estimated by three different methods as summarized below.

1. Time domain method with RFC (D1)
2. Frequency domain method with linearization coefficient (D2)
3. Frequency domain method with two approximate models (D3)
The difference between the 2\textsuperscript{nd} and 3\textsuperscript{rd} methods is the way to obtain power spectral density of hot spot stress. In the 3\textsuperscript{rd} method, hot spot stress spectrum is calculated from the time history of hot spot stress. It means that the 3\textsuperscript{rd} method depends on time simulation results to estimate corresponding power spectral density. However, in the 2\textsuperscript{nd} model, hot spot stress spectrum can be directly in frequency domain without time simulation data because non-linearity of Morison force is linearized through the proposed coefficients.

As shown in Fig. 87, time simulations are performed to calculate the hot spot stress located at bottom of the fixed cylinder. The cylinder is modeled as beam elements as shown in Fig. 90. The first step is calculating particle velocity and acceleration at center of each element. As explained in Eq. (7.3) and (7.4), particle velocity and acceleration are estimated through linear random wave theory and linear intermittent random wave theory depending on the relationship between surface elevation and z-coordinate of center of each element.
The next step is calculating corresponding Morison force at each element. Non-linear Morison equation is used in time simulation and the element length should be considered when total Morison force at each element is evaluated. Bending moment at bottom induced by Morison force can be obtained by multiplying non-linear Morison force at each element and distances between bottom and centers of each element as shown in Eq. (7.41).

\[
B.M.(t) = \sum_{i=1}^{n} F_i(t) \times l_i
\]  

(7.41)

where, \( B.M.(t) \) : Bending moment at bottom
\( n \) : number of elements
\( F_i(t) \) : Morison force acting at center of \( i^{th} \) element
\( l_i \) : distance between bottom and center of \( i^{th} \) element
Finally, hot spot stress can be evaluated by simple beam theory as shown in Eq. (7.42). The corresponding power spectral density of hot spot stress can be obtained through Wiener–Khinchin transformation explained in Eq. (3.2).

\[ \alpha(t) = \frac{B.M.(t)y}{l} \]  

(7.42)

where, \( \sigma(t) \): hot spot stress, \( l \): sectional moment of inertia

\( y \): radius of cylinder

As mentioned above, hot spot stress spectrum is directly calculated in frequency domain in the 2\textsuperscript{nd} model (D2). The Morison force spectral density explained in Eq. (7.11) and (7.13) can be easily evaluated by inputting the information of wave spectrum, some constants for Morison equation and linearization coefficient. Real and imaginary parts of Morison force spectral densities at each element should be classified to calculate bending moment spectrum that consists of summation on multiplication of force spectra with distance between bottom and center of each element as describe in Eq. (7.43).

\[ S_{B,M.}(\omega) = \left[ \sum_{i=1}^{n} S_{F_i}\text{real}(\omega) \times l_i \right]^2 + \left[ \sum_{i=1}^{n} S_{F_i}\text{imag}(\omega) \times l_i \right]^2 \]  

(7.43)

where, \( S_{B,M.}(\omega) \): Bending moment spectrum

\( S_{F_i}\text{real}(\omega) \): Real part of force spectrum (drag term)

\( S_{F_i}\text{imag}(\omega) \): Imaginary part of force spectrum (inertia term)
Finally, power spectral density of hot spot stress can be obtained from Eq. (7.44).

\[
S_\sigma(\omega) = \left( \frac{\nu}{T} \right)^2 \times S_{B.M.}(\omega)
\]  

(7.44)

Until now, the detail procedure of getting hot spot stress spectrum using linearization coefficient in the 2nd model (D2) is explained. The corresponding fatigue damage can be obtained by various approximate models such as the BT model. However, the non-normality properties represented by skewness and kurtosis are not reflected in this method because non-linear drag term is linearized in this approach using linearization coefficient. In short, the skewness and kurtosis of linearized Morison force must be always close to that of Gaussian processes. This fact causes a large error in assessment on fatigue damage. Thus, we introduce additional correction factor for reflecting the effect of non-normality on fatigue damage proposed by Winterstein (1988) as shown in Eq. (7.45).

\[
\lambda_{\text{ng}}^W(\gamma_4, m) = 1 + \frac{m(m - 1)(\gamma_4 - 3)}{24}
\]  

(7.45)

where, \( \lambda_{\text{ng}}^W \): correction factor for non-normality (Winterstein)

\( \gamma_4 \): kurtosis, \( m \): the slope of S–N curve

Finally, the corrected fatigue damages in the 2nd model is obtained by multiplying the correction factor in Eq. (7.45).
\[ D_{2}^{nG} = \lambda_{nG}^{w} \times D_{2}^{G} \]  

(7.46)

where, \( D_{2}^{nG} \): fatigue damage considering non-normal effect in D2

\( D_{2}^{G} \): fatigue damage calculated from Eq. (7.44)

### 7.4.2. Information of simulation

Simple configuration described in Fig. 91 is used in this time simulation. The detail information of some constants used in simulation is summarized in Table 11.

![Definition of coordinate system and variables](image)

**Fig. 91** Definition of coordinate system and variables

<table>
<thead>
<tr>
<th>Water depth [m] ((d))</th>
<th>300</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diameter of cylinder [m] ((D))</td>
<td>1</td>
</tr>
<tr>
<td>Observation location [m] ((h))</td>
<td>(0.5\sim3\sigma_{\eta}) (0.5(\sigma_{\eta}) step)</td>
</tr>
<tr>
<td>Simulation length [s]</td>
<td>10,800</td>
</tr>
<tr>
<td>Time step [s]</td>
<td>0.2</td>
</tr>
</tbody>
</table>
The coefficient of drag force ($C_D$) | 1.4
---|---
The coefficient of inertia force ($C_m$) | 2

The cylinder is modelled into total 36 number of beam elements. Below the free surface, the length of element is taken as 10 meters so total 30 number of beam elements are located in this region. Additional 6 elements located above the free surface are modelled to reflect the intermittent effect of Morison force in simulations. Vertical stretching method is applied to calculate particle velocity and acceleration observed in these elements.

The JONSWAP wave spectrum is used and total 10 number of sea states are selected within reasonable region for JONSWAP spectrum as summarized in Table 12.

Table 12 The information of sea state

<table>
<thead>
<tr>
<th>Sea state condition (10 sea states) $[3.6 &lt; T_p/\sqrt{H_s} &lt; 5]$</th>
<th>$(H_s,T_p)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(5,9), (5,11), (7,10), (7,12), (9,11), (9,14), (11,13), (11,16), (13,14), (13,17)</td>
<td></td>
</tr>
</tbody>
</table>

7.4.3. Results

The 1st and 2nd bandwidth parameters of simulated hot spot stresses are summarized in Fig. 92. The hot spot stresses in Morison force examples are close to narrow–banded process due to JONSWAP wave spectrum.
Fig. 92 Scatter plot of the 1\textsuperscript{st} and 2\textsuperscript{nd} bandwidth parameters of hot spot stresses in all sea states

The skewness and kurtosis values of hot spot stresses are summarized in Fig. 93 As we expect, the non-normality of hot spot stress increases when significant wave height is high. The intermittent effect also has a large effect on the non-normality of hot spot stress.
Two examples of hot spot stresses calculated from time simulation (D1 and D3) and frequency domain through the linearization (D2) are compared in Fig. 94. Although, slight differences are observed at peak frequency between two stress spectra, the power spectral density obtained through linearization seems to give a good agreement on the results of time simulation that considers non-linear drag term in Morison equation.
Fig. 94 Comparison between stress spectra obtained from time simulation (red dash line) and frequency domain through linearization (blue solid line) in two sea states: (Hs, Tp) = (9m, 11s) (left); (Hs, Tp) = (13m, 17s) (right)

Finally, the absolute value of errors of D2 and D3 compared to D1 are plotted in Fig. 95. In mildly non-Gaussian processes whose kurtosis values are close to 3, there is no significant difference between errors of three models. From the 7th sea state where the kurtosis value increases sharply, the BT model shows considerable errors in estimating fatigue damages. On the other hand, the proposed model expressed as blue bar in Fig. 95 gives the most accurate results among three models. The errors of D2 that utilizes hot spot stress spectra obtained from fully frequency domain method through linearization coefficient give accurate results until the 6th sea state. However, it tends to give large errors in severe sea condition where hot spot stresses are strongly non-Gaussian processes.
7.5. Convergence problems in frequency domain approach

Although two time simulations are performed in the same condition, two time history data from these simulations, called $X_1(t), X_2(t)$, must not be exactly same due to inherent uncertainties. Thus, estimated fatigue damages from $X_1(t), X_2(t)$ are also different. On the other hands, statistical properties of them are the same theoretically based on the assumption that they are stationary ergodic processes. The spectral representations of them, $S_{X_1}(\omega), S_{X_2}(\omega)$, are identical theoretically. Thus, fatigue damages of them estimated by frequency domain approach that utilizes power spectral density of random processes are exactly same.

However, spectral representations obtained from time histories
are not exactly same in actual practice. When structural responses are close to Gaussian processes, differences between power spectral densities calculated from different simulation is not significant. On the other hands, in non-Gaussian problems, the differences seem to be considerable so estimated fatigue damages through frequency domain approach also varies depending on simulation results. In short, power spectral densities are different each other and the estimated fatigue damages can be unstable especially in wide-banded non-Gaussian problem.

In this chapter, convergence rates of estimated fatigue damages through time and frequency domain methods are compared to verify the efficiency of frequency domain method. The convergence tests are performed in wide-banded Gaussian and non-Gaussian examples.

### 7.5.1. Convergence test in Gaussian processes

Power spectral densities of random processes are basically estimated from time history of random processes through Wiener-Khinchin transformation as described in Eq. (3.2). The other method for obtaining power spectral densities is using a transfer function. Transfer function \( \Phi(\omega) \) is a relationship between spectral representations of input \( X(t) \) and output \( Y(t) \) random processes. It consists of real and imaginary part as shown in Eq. (7.47).
\[ \Phi(\omega) = A(\omega) - B(\omega) \]  
(7.47)

where, \( A(\omega), B(\omega) \): real and imaginary parts of transfer function

Then, the magnitude of \( \Phi(\omega) \), which is called response amplitude operator (RAO), is defined as in Eq. (7.48).

\[ H_{X \rightarrow Y}(\omega) = |\Phi(\omega)| = \sqrt{A^2(\omega) + B^2(\omega)} \]  
(7.48)

where, \( H_{X \rightarrow Y}(\omega) \): RAO between \( X(t) \) and \( Y(t) \)

From its definition, power spectral density of output random variable \( Y(t) \) could be obtained by multiplying power spectral density of input random process \( X(t) \) and the square of RAO as shown in Eq. (7.49).

\[ S_Y(\omega) = S_X(\omega) \times |H_{X \rightarrow Y}(\omega)|^2 \]  
(7.48)

The transfer function \( \Phi(\omega) \) can only be defined when the relationship between input and output is linear. Transfer function between loadings and structural responses can be defined for most Gaussian processes in offshore engineering problems. In short, hot spot stress spectrum could be calculated by applying stress transfer function and additional time simulations are not needed in Gaussian problems.

The idealized stress spectra described in Fig. 17 are used to convergence test in Gaussian random processes. Fig. 96 shows estimated fatigue damage rate by time domain method with different
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simulation time. It seems that estimated fatigue damage rate converges well within a range of $\pm 3\%$ of the damage rate obtained during 3-hour simulation in very short time. The results of damage rate predictions through time and frequency domain methods with different simulation trials are compared in Fig. 97. Due to inherent uncertainties in simulation, the estimated damage rates vary with different trials but the differences seem to be not significant in Gaussian problems (maximum difference is about 5%). Damage rate is also calculated by Benasiutti & Tovo model for wide-banded Gaussian processes. Because the power spectral density is assumed to be calculated from transfer function, estimated fatigue damages are always same in all trials.

![Image of graph showing estimated damage rates]

Fig. 96 Estimated damage rates through time domain method with different simulation length [Type 4 $- (\alpha_1, \alpha_2) = (0.7, 0.3)$]
7.5.2. Convergence test in non-Gaussian process

The results of fatigue analysis on fixed cylinder structure under nonlinear Morison loads described in Chapter 7 are used to converge test in non-Gaussian processes. Unlike Gaussian problems, non-Gaussian properties of random processes are mostly related to non-linearities of random loadings. Due to these non-linearities, time domain approach requires a larger amount of simulation length to get stable results than in Gaussian problems. Fig. 98 shows estimated fatigue damage rate by time domain method in the 9th sea state with different simulation time. It seems that estimated fatigue damage rate
hardly converges within a range of ±3% of the damage rate obtained during 3-hour simulation.

Fig. 98 Estimated damage rates through time domain method with different simulation length [(Hs, Tp) = (13m, 14s)]

To check stability of time domain method, time simulations are repeated 20th times in the same sea condition. The results of damage rate predictions through time domain method with different simulation trials are compared in Fig. 99. It seems that time domain results show large deviations each other even though they are performed in the same condition. Maximum difference is about 40%.
Fig. 99 Estimated damage rates obtained by time domain method in different trials \((H_s, T_p) = (13\text{m}, 14\text{s})\)

Unlike fatigue analyses for Gaussian random processes, transfer function can not be defined due to nonlinear properties of random loadings in non-Gaussian problems. In this case, time simulation results should be required to predict the corresponding power spectral estimates. In short, uncertainties in time simulation affects the accuracy of frequency domain method also. Fig. 100 shows four spectral parameters that are input variables of the proposed approximate model for joint probability distribution of mean and amplitude. Red dash lines in Fig. 100 also indicate \(\pm 3\%\) range of estimated values from 3-hour simulation.
Fig. 100 Estimated spectral parameters with different simulation length \((H_s, T_p) = (13m, 14s)\)

Three spectral parameters except the 0\(^{th}\) spectral moment seem to converge well in very short simulation length even through hot spot stress follows non-Gaussian process. However, it seems that the 0\(^{th}\) spectral moment hardly converges like estimated damage rates through time domain approach.

Fig. 101 gives the estimated damage rate through frequency domain method with different simulation length and trials. For non-Gaussian problems, the frequency domain method can also give unstable results like time domain methods because estimated...
spectral density depends on time simulation results. Thus, frequency domain method also requires a large amount of simulation length to get stable power spectral densities estimate in this non-Gaussian examples.

In conclusion, additional methods should be required to enhance efficiency and stability of frequency domain method for non-Gaussian problems. In chapter 7.4, hot spot stress spectrum at bottom of fixed cylinder under non-linear Morison load is theoretically derived as Eq. (7.44) by introducing the linearization coefficient. Although it fails to reflect the non-normality of non-linear Morison load, the estimated stress spectrum is very close to the stress spectrum predicted by time simulation considering non-linear Morison load. An example of estimates of stress spectrum in the 9th sea state is given in Fig. 102. Among four input variables.
shown in Fig. 100, only the 0th spectral moment tends to hardly converge. Therefore, by using the 0th spectral moment evaluated from the linearized stress spectra, it is expected that the frequency domain method give more stable results. As seen in Fig. 102, the 0th spectral moments estimated from the stress spectra from linearized and non-linear Morison loads seem to be very close.

![Stress spectral density](image)

\[ \sqrt{m_0^{\text{lin}}} = \sigma_x^{\text{lin}} \]
\[ \cong 212.5 \]

Fig. 102 Hot spot stress spectra predicted by time simulation (blue) and theoretical model with linearization coefficient (red) in the 9th sea state [(Hs, Tp) = (13m, 14s)]

Fig. 103 shows damage rates with different simulation length and trials through the frequency domain method using the information of expected value of the 0th spectral moments from linearized stress spectra. As we expected, it is observed that damage rates converge in very short time and the differences among damage rates from different trial seem to be smaller than the results shown in Fig. 101.
Fig. 103 Estimated damage rates with different simulation length (left) and different trials (right) through frequency domain method using the expected value of the 0th spectral moment from linearization technique [(Hs, Tp) = (13m, 14s)]
Chapter 8. Conclusion

8.1. Summary

This present work aims at modifying approximate model for joint probability distribution of stress mean and amplitude of rainflow-counted cycles.

The BT model, which have been the most accurate model in evaluating fatigue damages under wide-banded Gaussian processes and could be extend to non-Gaussian problems through proper transformation technique, seems to distort the information of stress mean distribution especially in high amplitude region. It is not a big deal in Gaussian process without mean stress correction however; it has a significant effect on transformation process to non-Gaussian processes.

In this work, the conditional probability density function of stress mean given amplitude is approximated as a simple formula. The conditional PDF of stress mean is assumed as zero-mean Gaussian distribution. Non-linear regression analysis to obtain the approximate model for standard deviation of the normal distribution is performed. Three input variables \(a_1, a_2, q_x\) are determined and the effects of each variable on the regression model are discussed. Finally, the modified joint probability distribution is defined as a product of marginal distribution of stress amplitude proposed by Benasciutti and Tovo and the proposed conditional probability density
function.

The accuracy of the proposed joint probability distribution is investigated in various case study. In the idealized stress spectra examples, the reason why the BT model tends to underestimate the fatigue damages for hardening non-Gaussian processes and overestimate the fatigue damages for softening non-Gaussian processes is discussed. The proposed model tend to show similar tendency to the BT model but it gives smaller errors in most stress spectra.

Two case studies are introduced to verify the accuracy and efficiency of the proposed model in real engineering problems. First case study is related to ECA on TLP tendon. The entire information of cycle distribution such as joint probability distribution of rainflow-counted cycles is required in crack propagation analysis if the crack closure effect is considered. In this example, the BT model, which concentrates on large probability at zero-mean cycles, seems to overestimate the crack growth rate. On the other hands, the proposed model is observed to give better representation of simulated crack growth rate in most sea state.

The second case study is a fatigue analysis on offshore floating wind turbine supporting structure. This study aims at verifying the performance of the proposed model in dealing with non-Gaussian random processes. However, unlike our expectation, simulated time history of hot spot stresses seem to be close to mild non-Gaussian processes whose kurtosis is near to three. The reason for this is seemed to be the effect of pitch control system. The proposed model
gives also better results than the BT model in estimating fatigue damages for wide-banded non-Gaussian random loadings through this case study.

It is difficult to obtain power spectral density of structural responses in frequency domain when the responses are non-Gaussian processes. In this case, the power spectral density should be estimated from time simulations. It requires additional computational time and cost so investigations for obtaining power spectral densities without time simulation should be performed to enhance the efficiency of frequency domain method for non-Gaussian process. In chapter 7, we derive a linearization coefficient to obtain the force spectral density directly in frequency domain without time simulation. The proposed linearization coefficient is derived including the intermittent effect near free surface. By using this coefficient, the hot spot stress spectrum could be calculated without time simulation and the accuracy of estimated stress spectrum shows very good agreements on simulated results. However, after linearization, the non-normality properties of non-linear Morison force no longer exist. Due to this, large errors could occur in fatigue damage calculation. An alternative method needs to be investigated to obtain skewness and kurtosis of hot spot stress without time simulations.

8.2. Future works
In this work, marginal distribution of stress amplitude is assumed to be given and the BT model is used to construct joint probability distribution of mean and amplitude. However, as discussed in chapter 5, the effect of marginal distribution of stress amplitude on estimation of fatigue damages under non-Gaussian random loading is still significant. Some literatures pointed out that the BT model gives poor representations of estimation on the shape of probabilistic models. Thus, more elaborate model for PDF of stress amplitude should be further investigated to enhance the accuracy of the proposed model for non-Gaussian random processes.

Skewness and kurtosis are important parameters which account for non-normal properties of random processes and theses parameters also have a large effect on fatigue damages. However, in most non-Gaussian problem, skewness and kurtosis values of random process are assumed to be given and additional time simulations are required to obtain the information of these parameters. Some literatures have proposed interesting approaches to reduce computational time and cost or to simplify process for obtaining the behavior of non-Gaussian processes [Braccesi & Cianetti (2011), Cianetti (2012), Annenkov (2014)]. However, these approaches can be applied in limited condition and it depends on still the time simulation to obtain this information.

As for the Morison force example, Najafian (2006) proposed a simple formula to estimate kurtosis and skewness of Morsion force. It seems to give very accurate results but it is limited in fully submerged cases. Additional simulated data should be also required
to extend this formula to intermittent condition. Thus, an alternative method for obtaining skewness and kurtosis of Morison force in intermittently submerged condition should be further investigated to eliminate the dependence on time simulation in frequency domain approaches.
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김현진 올림
초록

선박과 해양 구조물들은 풍력, 파랑 및 조류와 같은 다양한 환경 하중을 촉발 시키며 생애 주기 동안에 반복적으로 받고 있다. 이와 같은 반복하중들은 그 크기가 항복 응력에 도달하지 않더라도, 구조물에 지속적으로 손상을 입히며 누적 손상도가 임계점에 도달할 때, 취약 부위에 피로 파괴 (fatigue failure) 현상이 발생할 수 있다. 극한 하중에 대한 구조물의 안전성을 평가하는 극한 강도 해석과는 달리, 피로 강도 해석의 경우 제품의 생애 주기 동안에 발생할 수 있는 모든 환경 하중을 고려해야 하므로, 많은 해석 시간을 요구한다는 특징이 있다. 보다 효율적으로 선박과 해양 구조물의 피로 수명을 평가하기 위해서 주파수 영역 기반의 스펙트랄 피로 해석 기법 (spectral fatigue analysis)이 구준히 연구되어 왔다.

스펙트랄 피로 해석 기법은 제품의 취약 부위인 핫 스팟(hot spot)에 작용하는 응력 스펙트럼으로부터 계산되는 스펙트랄 모멘트를 이용해서, 응력 진폭에 대한 확률 밀도 함수를 1차적으로 추정한다. 그리고 이를 S-N 선도와 Miner 누적 식에 대입함으로써, 핫 스팟의 피로 수명을 추정한다. 현업에서는 과정을 단순화하기 위해서, 핫 스팟에 작용하는 응력들이 협대역 정규 과정을 따르다고 가정하며, 이 가정 하에 응력 진폭에 대한 확률 밀도 함수를 레일리 분포(Rayleigh distribution)로 이론적으로 유도할 수 있다. 하지만, 실제로 많은 엔지니어링 문제에서 하중의 비선형성, 구조물 형상의 복잡성 및 복합 하중과 같은 다양한 이유로 핫 스팟에 작용하는 응력이 위와 같은 가정에 위배되는 경우가 많다. 이러한 경우 기존 스펙트랄 피로 해석
기법은 피로 손상도를 과도하게 평가하는 경향이 있으므로, 이를 보완하고자 많은 연구가 이뤄졌다.

밴드폭 효과(bandwidth effect)는 핫 스팟 응력이 환대역 과정을 따르지 않기 때문에 발생한다. 밴드폭 효과가 피로 손상도에 미치는 영향을 반영하기 위해서, 다수의 연구 모델들이 제시되었다. 이들 중 몇 개의 모델은 성공적으로 밴드폭 효과를 다루는데 성공하였지만, 이들은 광대역 정규과정에서 응력 진폭에 대한 확률 밀도 함수와 이에 대응하는 피로 손상도를 유도하는 데 그치고 있으며, 광대역 비정규 과정으로 확장할 수 없다는 한계점이 있다.

비정규성(non-normality)은 밴드폭 효과와 마찬가지로 피로 손상도에 영향을 미치는 중요한 인자다. 비정규성을 다루기 위해서, 기존 연구 기법들은 광대역 정규 과정에서 유도된 응력 사이클의 확률 밀도 함수를 비선형 변환 함수(transformation function)를 통해 확장하는 방법을 제안하였다. 하지만, 이 변환 함수를 이용하기 위해서는 1차적으로 가공된 응력 진폭에 대한 확률 밀도 함수가 아닌, 사이클에 대한 온전한 정보인 사이클을 구성하고 있는 피크(peak)와 밸리(valley) 또는 진폭 및 평균에 대한 결합밀도함수가 필요하다. 하지만, 기존에 광대역 정규 과정에서 제안된 확률 모델들 중 극히 일부만이 이 결합 밀도에 대한 근사 모델을 제공하고 있다. 다구나 이 근사 모델들도 정확한 결합 밀도 함수를 제공하거나, 정확한 결과를 제공하더라도 이를 위해서 많은 시간을 요구하는 다차원 수치 적분이 필요하다는 한계점이 있다.

본 연구에서는 광대역 정규 과정에서, 사이클의 진폭과 평균에 대한 결합 밀도 함수를 예측하는 모델을 제안하였다. 응력 평균에 대한 정보를 왜곡하는 기존 모델을 보완하기 위해, 결합 밀도 함수를 응력 진폭에 대한 주변확률분포(marginal probability distribution)와 응력
평균에 대한 조건부 확률 분포 (conditional probability distribution)으로 분리하였다. 그리고 이 중 응력 평균에 대한 조건부 확률 분포에 대한 정교한 근사 모델을 회귀 분석을 통해 제안하였다.

광대역 정규 과정에서 제안된 결합 밀도 함수는 에르마이트 (Hermite) 변환 함수를 이용하여 광대역 비정규 과정으로 확장하였다. 비정규 과정에서 대상 모델을 통해 예측한 피로 손상도의 정확도는 이상화된 응력 스펙트럼을 통해 1 차적으로 감증하였다. 이를 기존 모델과 비교한 결과, 응력 평균에 대한 정보를 보정한 제안된 모델이 보다 정확하게 시뮬레이션 결과를 모사하고 있음을 확인하였다.

제안된 모델에 대한 적용성을 검토해 보기 위해, TLP tendon 에 대한 균열 해석과 종력 터빈에 대한 피로 해석에 각각 제안된 모델과 기존 모델을 적용해 보았다. 두 개의 예제를 통해, 제안된 모델은 간단한 수식을 통해 진폭과 평균에 대한 결합밀도함수를 추정함으로써, 이상화된 예제와 마찬가지로 효율적으로 피로 손상도와 균열 성장 곡선을 예측할 수 있음을 확인하였다. 또한 기존 모델과 비교했을 때, 높은 정확도로 시뮬레이션 결과를 모사하고 있음을 확인하였다.

끝으로, 본 연구에서는 모리슨 하중 (Morison load)에 대한 선형화 계수에 대한 연구를 추가로 수행하였다. 비선형 항력으로 인해 모리슨 하중에 지배적인 영향을 받는 세장 부재들에 적용하는 힘 스팟 응력들은 광대역 비정규 과정을 따르며, 때문에 기존 스펙트랄 피로 해석 기법을 통해 피로 손상도를 예측할 수 없다. 이를 극복하기 위해, 선형화 계수가 제안되었다. 기존 선형화 계수는 물체가 완전히 물속에 잠겼을 때만 적용이 가능하며, 때문에 자유 수면 근처에 위치한 부재에는 적용할 수 없다는 한계가 있다. 이와 같은 부재는 자유 수면의 높낮이에 따라 하중이 불연속적으로 작용하므로, 이 부재에 적합한 선형화 계수를 새로이 유도할 필요가 있다. 본 연구에서는 간헐적 효과 (intermittent
effect)를 고려한 선형화 계수를 유도하고 이를 통해 모리슨 하중을 받는 부재의 피로 해석을 주파수 영역에서 수행하는 절차를 제안하였다. 선형화 계수를 통한 피로 해석은 비정규성을 반영할 수 없다는 한계는 있지만, 응력 스펙트럼을 계산하는 절차를 단순하게 할 수 있는 효용이 있음을 확인하였다.
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