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Abstract

Two M5 earthquakes struck the southeastern Korean Peninsula in September
2016 and November 2017, causing damage near the epicentral areas. We
analyze stress drop scaling of these two earthquake sequences using coda-
based methods and Bayesian inversion. The 2016 Gyeongju earthquake
sequence is a typical earthquake sequence generated by tectonic processes. In
contrast, the 2017 Pohang earthquake sequence is believed to be related to
fluid injections conducted for development of enhanced geothermal systems.
As the two sequences occurred in the same tectonic regime, our study
provides a good chance to compare stress drop scaling between a tectonic
earthquake sequence and an earthquake sequence influenced by fluid
injections. We found that the stress drops of events in the Pohang sequences
are lower than those of the Gyeongju sequence with similar magnitude.
Although it is likely that this difference results from focal depth variations, a
reduction of stress drop due to fluid injections cannot be ruled out.

Keyword : coda spectral ratio, coda source calibration, corner frequency,

stress drop, source scaling trend
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Figure List

1) The Korea Meteorological Administration (KMA) network (white triangles) and Korea
Institute of Geoscience and Mineral Resource (KIGAM) network (black triangles) were used
to make synthetic coda envelope models and to perform the coda-based spectral ratio and

source calibration study. The area in the dashed square is shown in Figure 2.

2) The study areas where the Gyeongju (right lower inset) and Pohang (right upper inset)
earthquake sequences occurred. The focal mechanisms determined by ISOLA are plotted on
the inset of each study area. Note that the Gyeongju sequence has only strike-slip faulting

events but the Pohang sequence has reverse and strike-slip faulting events.

3) Narrow-band coda envelope of the Pohang main shock recorded at DAG2 station, showing
the frequency-dependent decaying trends. Synthetic coda envelope models fit well with

observed data envelopes (grey lines).

4) The spectral ratio of Gyeongju (red) main and foreshocks and Pohang (blue) main and
aftershock with the same EGF events in sequence. Focal mechanisms are determined by
ISOLA, and the Gyeongju events depth information is taken from Woo et al. (2019b) and
Pohang events depths from ISOLA. Yellow dashed lines show the use of posterior
distribution to determine corner frequency by full-Bayesian MCMC. The two colors of

triangles indicate the corner frequencies of target and EGF events.

5) The calculated site correction term (black line) of GJ fore (Mw 5.13), main (Mw 5.58), and
largest aftershock (Mw 4.49) at DAG2 station. We made the synthetic Brune model (colored
lines) for events. By subtracting the observed amplitude (black dotted lines) from the
synthetic model, we determined the correction term (grey dotted lines) for each event. The
site correction term of this station is made by averaging all correction terms. With the site

correction term of the station, we can apply site correction to every recorded event amplitude.

6) Source calibration results of two earthquake sequences, (a) Gyeongju and (b-c) Pohang.
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The symbols represent the mean value of site-corrected amplitude data with one standard
deviation. Synthetic Brune curves (black lines) are the results of source calibration. The stars
are the corner frequency on the Brune curve with the posterior distributions as a result of full
Bayesian MCMC (Markov Chain Monte Carlo, MHS; Metropolis-Hastings Sampling
method). We have recalculated the site-correction term of the Pohang sequence to overcome

the significant discrepancies of f: values (c).

7) Scaling relations of corner frequency and stress drop versus seismic moment for two
earthquake sequences. (a) Constant Brune (1970; 1971) stress drop trends are represented by
grey dotted lines. Black vertical and horizontal lines with the symbols represent one standard
deviation. The source scaling trend of the Gyeongju sequence follows well with the
previously reported trend (thick dotted lines) of coda-based source studies. Both source

scaling trends cannot be explained by a constant stress drop model.
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Table List

1) Frequency bands used for making coda envelopes.

2) Source parameters of the 2016 Gyeongju and 2017 Pohang earthquake sequences by (1)
coda-based spectral ratio and (2) source calibration methods. (*hypoDD relocation data from
Woo et al. (2019b) data were used for Gyeongju, and Pohang sequence location data from

the KMA catalog and focal depths were computed by ISOLA.)



Chapter 1.
Introduction

Study of the scaling relationship between magnitude and stress drop for
earthquakes occurring in a given region is important not only for
understanding the basic physics of earthquakes but also for mitigating
earthquake damage by precisely predicting earthquake ground motions of
possible future earthquakes. There are many historical documents on the
occurrence of large earthquakes (M > 6) in the southeastern part of the Korean
Peninsula. However, the largest instrumentally recorded earthquake in this
region is only M. 5.8 (KMA; Korea Meteorological Administration). The
possibility of larger earthquakes in this region exists. Efforts toward
mitigating seismic risk in this region are very important because it has
valuable infrastructure, including nuclear power plants and cities with dense
populations. In this study, we analyze the stress drop scaling of two moderate
earthquake sequences that occurred in the southeastern Korean Peninsula
using analysis of coda waves, which is known to be more stable than analysis
of direct waves (Mayeda et al., 2007; Yoo et al., 2010).

The two earthquake sequences considered in this study are the 2016 My, 5.6
Gyeongju (GJ) earthquake and the 2017 My 5.5 Pohang (PH) earthquake
sequences (Figures 1 and 2). The distance between the epicenters of the GJ
and PH mainshocks is about 43 km, and both earthquakes occurred in the

Gyeongsang Basin. The Gyeongsang Basin is a tectonic unit classified based
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on the tectonic evolution in the Korean Peninsula. Although the Pohang Basin,
where the PH sequence occurred, had been tectonically active until recently
compared to the epicentral region of the GJ sequence, the current tectonic
environment for generating earthquakes in both regions should be similar
because they belong to the same tectonic unit. We can also expect that
tectonic stresses in both regions are similar because they are spatially close to
each other. However, the reported source characteristic of the two sequences,
especially the mainshocks, are quite different. The focal depth of the GJ
mainshock is 14.5 km (Woo et al., 2019a) and its focal mechanism
determined by moment tensor inversion is strike slip. The PH mainshock
occurred at a shallower depth (4.27 km; Lee et al., 2019; Woo et al., 2019b)
and its faulting style is strike slip with a considerable thrust component. The
most important difference between the two earthquakes is whether fluid
injection affected the occurrence of earthquake.

The GJ mainshock is a natural earthquake generated due to tectonic stress,
whereas the PH mainshock is a “runaway” earthquake triggered by the stress
perturbation due to injecting fluids for the development of enhanced
geothermal systems (EGS) (Ellsworth et al., 2019). The objective of this
study is to show that the different mechanisms between the tectonic and
“runaway” earthquakes can be revealed by comparison of source parameters
of the GJ and PH earthquake sequences, which occurred in the same tectonic

regime.
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Figure 1. The Korea Meteorological Administration (KMA) network (white triangles) and
Korea Institute of Geoscience and Mineral Resource (KIGAM) network (black triangles)
were used to make synthetic coda envelope models and to perform the coda-based spectral

ratio and source calibration study. The area in the dashed square is shown in Figure 2.
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Figure 2. The study areas where the Gyeongju (right lower inset) and Pohang (right upper
inset) earthquake sequences occurred. The focal mechanisms determined by ISOLA are
plotted on the inset of each study area. Note that the Gyeongju sequence has only strike-slip

faulting events but the Pohang sequence has reverse and strike-slip faulting events.



Chapter 2.

Data and Methods

Data used in this study are seismic waveforms recorded at broadband stations
operated by the Korea Meteorological Administration (KMA) and the Korea
Institute of Geoscience and Mineral Resources (KIGAM) (Figure 1), and they
were divided into two sets for different research purposes. The first data set
was used to define a reference coda envelope, which is necessary for
calculating the source spectrum. For the lower frequency range (0.05-8.0 Hz),
we used waveforms from earthquakes with magnitudes greater than 4.0 that
occurred in and around the Korean Peninsula between 2006 and 2012. The
sampling rate of this data set is 20 Hz. For the higher frequency range (8.0-
14.0 Hz), we used waveforms from earthquakes in the 2016 Gyeongju
sequence with magnitudes greater than 3.0; their sampling rate is 100 Hz. The
second data set was used for analysis of source spectra for the GJ and PH
sequences.

To determine a reference coda envelope, we defined its theoretical functional

form following a previous study (Mayeda et al., 2003) to be

£ =) (i)

where r, f, and t indicate distance in km, frequency in Hz, and the time elapsed

X exp [b(f, ) (t — v(;‘r))], (2)
from the event origin time in s, respectively; H is the Heaviside step function;
and v(f,r) is the velocity of the peak arrival in km/s. Two functions,

b(f,r) and y(f,r), control the shape of the coda envelope. To define the
- J &)



reference coda envelope, we determined v(f,r), b(f,r),and y(f,r) from
the observed data by following the procedures presented in Yoo et al. (2011).
We defined reference coda envelopes for 14 consecutive narrow frequency
bands (Table 1, Figure 3).

The relation between the observed and reference coda envelopes can be
represented as follows:

Ac(t, for) = Wo(IS(HP(f,mEC, f,7), )
where A:(t, f,r), S(f), P(f,r) and W,(f) are the observed coda
envelope, site correction, path correction, and S-wave source amplitude,
respectively.

To measure A-(t,f,r), we removed the instrument response of two
horizontal component waveforms to velocity seismograms. Four-pole and
two-pass Butterworth filters, of which corner frequencies correspond to 14
consecutive narrow frequency bands, were applied, and then an envelope for
each frequency was calculated using

Eobs = v v(£)* + h(2)?, (3)
where v(t) and h(t) are the band-pass-filtered horizontal velocity
seismogram and its Hilbert transform, respectively. To distinguish the
observed and reference envelopes, we use E,,s for the observed envelope.
The final observed envelope was calculated by taking the logarithm base 10
of two horizontal envelopes and then averaging them. By doing this, we

measured A.(t, f,r) foreach frequency and epicentral distance. We can see



in Eq. (2) that changes in A.(t, f,r) with time for a given frequency and
distance should be the same as the changes in E(t, f,r). The difference
between A.(t,f,r) and E(t,f,r) is called non-dimensional coda
amplitude (NDCA), and it can be measured by finding the optimum DC shift,
which minimizes the L1 norm between A.(t, f,r) and E(t, f,r). We then
compared the reference and observed coda envelopes at each frequency band.
Two methods are widely used to study seismic sources using measured
NDCA. The first method involves directly estimating W,(f) by correcting
P(f,r) and S(f) from NDCA. The advantage of this method is that it can
be used to estimate source spectra of all events in a given region once models
for P(f,r) and S(f) are defined. Because source spectra are available, we
can estimate Mo and fc, the seismic moment in Nm and the corner frequency
in Hz, which are two representative source parameters, but we can also
estimate radiated energy. However, unless P(f,r) and S(f) are precise
enough, the reliability of estimated source spectra can be low. The second
method is to estimate fc only, or fc and Mo together, from the ratio of NDCA
between two events without calculating the individual source spectrum of
each event (Mayeda et al., 2007). This method is based on the assumption
that if NDCAs are measured at the identical station and two earthquakes
occurred at close locations, P(f,r) and S(f) for both events should be
identical and the ratio of NDCA is the same as the ratio of the source spectra.

In this case, we do not need to determine P(f,r) and S(f) to apply the



method. However, this method is only applicable to event pairs with similar
epicenters but large differences in magnitude. In this study, we are interested
in studying source characteristics of two earthquake sequences and
determining whether earthquakes in each sequence are spatially clustered.
Therefore, a combined procedure of the two methods can be applied; the
detailed procedure is as follows. First, we selected event pairs with a
magnitude difference larger than 1 in each sequence. Total numbers of
selected events and corresponding event pairs for the GJ sequence are 9 and
15, respectively, and 6 and 7 for the PH sequence. The maximum distance
between epicenters among event pairs is 7 km. My for each event was
independently calculated using ISOLA (Sokos and Zahradnik, 2008, Vackar
et al., 2017) software based on the waveform inversion method (Figure 2).
We considered 66 stations for our analysis, but the actual number of data
points used for each process was not consistent (Figure 1). To estimate f; of
both events from the spectral ratio for a given event pair, we used the
Bayesian inversion method. The hierarchical scheme was applied to account
for data error in the inversion (Bodin and Gass, 2003; Kim et al., 2016). We
assumed that prior probability of Ac is uniform in the range 1073 — 103
MPa. Once we selected Ao, we calculated fc by using the following equation,

because Mo of the event is pre-defined:
2.34f
7 (feae )

Equation (4) was derived from the following two equations based on the

fe= T (4)
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circular fault model (Eshelby, 1957). Shear wave velocity (8) was set to be

3.5 km/s.
7 M
Ao = Rr—: (5)
2.34
r = ?ff (6)

Using fc and Mo of both events, we can define a spectral ratio between two
events based on Brune’s source model as follows (Aki, 1967; Brune, 1970;
1971):

M01[1+(f/fC2)2] (7)
MOZ [1+(f/f61)2].

R(f) =
The misfit between the synthetic and observed spectral ratio was measured
using the L1 norm and the likelihood function was defined as

|Rsyn(fi)—Robs(fi)|], (8)

g

L= % X exp [Z?Zl
where Rgyn, and R,y indicate the synthetic and observed spectral ratio,
respectively, and f; represents the center frequency of a given frequency
band. To consider data error in the inversion, we assumed that ¢ has uniform
prior probability between 0 and 1. We updated model parameters (two stress
drops and ¢) 200,000 times using the Metropolis-Hastings sampling (MHS)
method (Metropolis et al., 1953; Hastings, 1970). After the first half of the
calculations, which is considered a burn-in period, we selected 1 sample per
every 100 calculations to estimate the posterior probability density (PPD) of

two values of stress drop (or f) and o. For each event pair, we selected the f;



with highest PPD. The final f; value for each event was calculated by
averaging selected fc values for all event pairs.

Final fc values for only large events (My >= 4.0) were used for further analysis.
The number of final f; values was three for each of the PH and GJ sequences.
Once we determined fc and Mo, the theoretical Brune’s source spectrum can

be calculated using the following equation:
My
f

(1+(5))

For each station, a site correction term can be determined by measuring the

M(f) = ©)

difference between the theoretical Brune’s source spectrum and the
corresponding NDCA. We note that a site correction term contains P(f,r)
and S(f) in Eqg. (1). Because we define the site correction terms of
individual stations separately for PH and GJ sequences, we can ignore
variation in the site correction term with distance. We calculated the
difference between the theoretical Brune’s spectrum and the NDCA for each
event and then averaged them for each sequence to determine the final site
correction term as a function of frequency. Once a site correction term was
defined, we calculated the source spectrum for each event by correcting
NDCA. By averaging the estimated source spectra of each event for all
available stations, we calculated the final source spectrum for each event. To
estimate the PPD of stress drop (or fc) and My from the final source spectrum,
we used Bayesian inversion, which is similar to the method previously
applied for spectral ratio. We assumed that the stress drop and Mo have

10 7



uniform prior probability in the ranges between 10 and 10° MPa and
between -2 and 2 in logarithmic scale about the maximum value of the
corrected NDCA, respectively. fc was determined from a given stress drop

and Mo. To consider data error, we adopted two parameters, o™ and afSD.
Here ;™" indicates an envelope fitting error when measuring coda
amplitudes of observed envelopes at given frequency and O']§D is defined as

one standard deviation of the site-correction term at the given frequency. The
likelihood function is defined as

n IMsyn(f)=Mobs(f?)|

_ 1
L= E X exp i=1 o‘;ms+o‘?D

(10)

The same sampling procedure of Bayesian inversion using the MHS method
that was used for the spectral ratio method was applied to estimate the PPD
of My and fc. The PPD of stress drop was also determined from Egs. (5) and
(6). We can technically estimate source parameters of all events with
measured NDCA. However, low signal-to-noise ratio of small events can
distort the results. Therefore, we used 9 and 6 events with My larger than 3.0
for GJ and PH sequences, respectively. Because the number of available
earthquakes in the PH sequence for the spectral ratio method to be applied to
is insufficient, we recalculated the site correction term for three earthquakes
in the PH sequence, which were used for determining the site correction term.
We calculated Brune’s source spectrum using Mo and fc estimated by

Bayesian inversion and used this spectrum to calculate a site correction term.

11



Frequency bands

No. From To Center
FREQO1 0.05 0.1 0.075
FREQO2 0.1 0.2 0.15
FREQO3 0.2 0.3 0.25
FREQO4 0.3 0.5 0.4
FREQO5 0.5 0.7 0.6
FREQO6 0.7 1.0 0.85
FREQQ7 1.0 15 1.25
FREQO8 1.5 2.0 1.75
FREQQ9 2.0 3.0 2.5
FREQ10 3.0 4.0 3.5
FREQ11 4.0 6.0 5.0
FREQ12 6.0 8.0 7.0
FREQ13 8.0 11.0 9.5
FREQ14 11.0 14.0 125

Table 1. Frequency bands used for making coda envelopes.
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Figure 3. Narrow-band coda envelope of the Pohang main shock recorded at DAG2 station,

showing the frequency-dependent decaying trends. Synthetic coda envelope models fit well

with observed data envelopes (grey lines).
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Chapter 3.
Results and Discussion

We applied coda-based methods and Bayesian inversion to the GJ and PH
earthquake sequences. We calculated reference coda envelopes and compared
them with observed coda envelopes. Figure 3 shows an example of
comparison between the reference and observed coda envelopes at selected
frequency bands. The final f; value was calculated for each event using the
MHS method and PPD was estimated; for each event pair, we selected the fc
with highest PPD. Figure 4 shows examples of spectral ratios determined for
selected events. The calculated difference between the theoretical Brune’s
spectrum and the NDCA for each event was averaged for each sequence to
determine the final site correction term as a function of frequency, as shown
in Figure 5 for three events in the GJ sequence.

If the site correction term is well defined, we can expect that the estimated
source spectra of events involved in determining site correction terms should
be consistent with the site-corrected NDCA for the same event. In the case of
the GJ sequence, we can see that the two values are well matched, as expected
(Figure 6(a)). However, there are significant discrepancies in the PH sequence
(Figure 6(c)). The reason for these discrepancies appears to be that original
estimates of fc from the spectral ratio method for the PH sequence are not
proper because the number of applicable earthquakes is insufficient. To
overcome this problem, we recalculated the site correction term for three
7]
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|
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earthquakes in the PH sequence, which were used for determining the site
correction term (Figure 6(b)). The corrected NDCA using the recalculated site
correction term shows a significantly improved fit to the theoretical Brune’s
spectrum (Figure 6).

Using coda-based methods and Bayesian inversion, we estimated PPD of My,
fc, and stress drop for 12 and 7 earthquakes in the GJ and PH sequences,
respectively (Table 2). Stress drop scaling for both the GJ and PH sequences
show that stress drop increases with increasing magnitude in overall scale
(Figure 7). Itis interpreted as the result that cannot be explained by the classic
self-similar model with constant stress drop (Aki, 1967). Estimates of stress
drop appear to be very scattered for smaller earthquakes (Mw < ~3.5) in both
sequences. This may indicate that estimates of stress drop for smaller events
are not stable because of low signal-to-noise ratio. One thing to note is that
the stress drop of the smallest PH event (PHO1 in Table 2) is much smaller
than that of other events with similar magnitudes. For relatively larger events
(Mw >= 4.0) in the GJ sequence, it is likely that stress drop increases with
increasing My in a range between My 4.5 and 5.5. This observation is
consistent with other previous studies using similar coda-based methods
(Mayeda and Malagnini, 2009; Malagnini et al., 2010; Yoo et al., 2010; Yoo
and Mayeda, 2013). For the PH sequence, we cannot see the increasing trend
in the given magnitude range because the stress drop of the PH mainshock
(PHO2) is smaller than those of ones with similar magnitudes in the GJ

sequence. In addition, stress drops of two other PH events (PH04 and PHO7)
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with My, larger than 4.0 are also smaller than stress drops of similar sized GJ
events.

To summarize the characteristics of stress drop scaling for the two sequences,
stress drops of the PH sequence appear to be smaller than those of the GJ
sequence and two PH events (PHO1 and PH02) have much smaller stress
drops compared with those of events with similar magnitudes in the GJ
sequence. The stress drop of PHO1 (Mw 3.3) is smaller than that of GJ13 (Mw
3.3) by a factor of about 4. The stress drop of PH02 (My 5.5) is smaller than
that of GJO3 (Mw 5.6) and GJO1 (Mw 5.1) by a factor of 4.3 and 2.5,
respectively. Estimates of the stress drops for the GJ and PH mainshocks
reported by other studies show similar results. Son et al. (2018) reported that
the stress drop of GJO3 is 11.2 MPa by using analysis of the S-wave source
spectrum. The mean stress drop of the same event derived from finite fault
inversion using the empirical Green’s function method is 23 MPa (Uchide
and Song, 2018). These values are somewhat larger than our estimate (8.29
MPa). For PHO2, Song and Lee (2019) estimated the mean stress drop of
PHO2 to be about 2 MPa from finite fault inversion using InNSAR data, and
this value is consistent with our result (1.92 MPa). We note that PH02 and
PHO1 are considered anthropogenic earthquakes (Kim et al., 2018; Grigoli et
al., 2018; Lee et al., 2019; Ellsworth et al., 2019; Woo et al., 2019b). PHO1
is an induced earthquake, which occurred during a period when fluid
injections for EGS development were conducted. PHO2 (the PH mainshock)

is considered a “runaway” earthquake. It means that its occurrence is affected
16 i = TH
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by fluid injections even though it released strain energy accumulated through
natural tectonic processes (Ellsworth et al., 2019). Therefore, we can raise the
question whether the low stress drops of PH02 and PHOL result from the
influence of fluid injections. There have been several studies reporting that
stress drops of induced earthquakes are smaller than those of tectonic
earthquakes (Sumy et al., 2017; Boyd et al., 2017; Hough, 2014). Hough
(2014) argued that stress drops of induced earthquakes are smaller than those
of tectonic earthquakes by a factor of 2—-10 based on differences in intensity
between tectonic and induced earthquakes measured by a “Did You Feel 1t?”
system. Although the stress drop difference between the PH and GJ
mainshocks derived in this study lies within the range proposed by Hough
(2014), it is not enough to conclude that the low stress drops observed in the
PH sequence, especially for PH02 and PHO1, are caused by fluid injections.
It is well known that stress drop is controlled by many other factors, such as
focal depth, faulting type, and heat flow. Therefore, it is possible that
discrepancy in stress drop can be attributed to other factors. The PH and GJ
mainshocks differ in several ways besides fluid injection. First, the focal
depth of the PH mainshock (4.27 km; Lee et al., 2019) is much shallower than
that of the GJ mainshock (14.5 km; Woo et al., 2019a). Second, whereas the
faulting type of the GJ mainshock is nearly pure strike-slip, the PH mainshock
is strike slip with considerable thrust-faulting components.

Although several studies have found that there is no clear depth dependence

of stress drop (Wu et al., 2018; Allmann and Shearer, 2009), most previous
17 4 2-TH



studies support the theory that shallow earthquakes have lower stress drops
than deep earthquakes (Huang et al., 2017; Oth, 2013). Huang et al. (2017)
reported that induced earthquakes with deep focal depths (< 5 km) show
similar stress drops as tectonic earthquakes in the central United States and
concluded that induced and tectonic earthquakes are not distinguishable based
only on differences in stress drop. Therefore, it is possible that the lower stress
drop of the PH mainshock compared to the GJ mainshock is caused only by
the difference in focal depth. Difference in focal depth can explain why stress
drops of PH events are relatively lower than those of GJ events. However, it
is still not clear why two events in the PH sequence, which are likely to be
influenced by fluid injections, have much lower stress drops. Regarding the
faulting style of earthquakes, the relations between faulting style and stress
drop reported by previous studies are not consistent. In general, it is well
accepted that reverse-faulting earthquakes have higher stress drop (e.g.,
McGarr, 1984; McGarr and Fletcher, 2002). However, Allmann and Shearer
(2009) suggested that stress drop of strike-slip is higher than that of other
faulting types. Our observation shows that stress drop of the GJ mainshock,
which has pure strike-slip mechanism, is higher than that of the PH
mainshock, which has considerable reverse-faulting components; this is
consistent with the result of Allmann and Shearer (2009). Oth (2013)
suggested that stress drop variations are strongly correlated with heat flow
variations in crustal earthquakes in Japan. Therefore, heat flows can be

another factor that affects stress drop, but we don’t have enough information
138 i = TH



on whether there is a considerable difference in heat flow between the

epicentral regions of the GJ and PH sequences.
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2016 Gyeongju & 2017 Pohang

Event (No.) Lat Lon Dep Mw1 Mw2 fcl (Hz) fc2 (Hz) Acl (MPa) Ac2 (MPa)

2016.256.104432 (GJO1) 35.77129.2014.96  5.14 5.13 0.7067 + (0.0254) 0.7314 + (0.0040) 4.7304 + (0.0762) 4.7476 + (0.0089)
2016.256.111050 (GJ02) 35.76 129.19 15.83 3.19 3.2319 £ (0.0129) 0.5058 + (0.0275)
2016.256.113254 (GJ03) 35.75129.19 14.46 5.57 5.58 0.5695 + (0.0210) 0.5214 + (0.0049) 10.552 + (0.0630) 8.2693 + (0.0112)
2016.256.141827 (GJ04) 35.78129.20 13.83 3.07 3.14 2.7905 * (0.0281) 2.9147 + (0.0108) 0.2646 + (0.0845) 0.3179 + (0.0236)
2016.256.145230 (GJO5) 35.76 129.19 13.52 3.21 3.26 3.7296 + (0.0396) 2.5540 + (0.0363) 0.9833 + (0.1189) 0.3178 + (0.0848)
2016.256.153710 (GJ06) 35.78 129.2113.53 3.07 4.7058 + (0.0128) 1.0508 + (0.0288)
2016.256.232447 (GJO7) 35.76 129.18 13.00 3.23 3.25 4.3384 +(0.0322) 3.9294 + (0.0112) 1.6544 + (0.0967) 1.1465 + (0.0270)
2016.257.053142 (GJ08) 35.76 129.19 13.96 3.03 3.8057 + (0.0134) 0.4737 + (0.0293)
2016.263.113358 (GJ09) 35.75129.18 15.80 4.46 4.49 1.1497 +(0.0299) 1.2219 + (0.0085) 1.964 + (0.0897) 2.4671 + (0.0198)
2016.265.025354 (GJ10) 35.76 129.19 13.79 3.43 3.42 4.8447 + (0.0285) 4.4477 + (0.0114) 4.3795 + (0.0856) 2.9518 + (0.0286)
2016.272.073430 (GJ11) 35.76 129.19 12.96 3.14 3.6272 + (0.0150) 0.6046 + (0.0333)
2016.276.115307 (GJ12) 35.75129.20 15.42 2.98 2.94 6.4122 + (0.0321) 5.4063 + (0.0137) 2.1402 + (0.0966) 1.0114 + (0.0324)
2016.284.135910 (GJ13) 35.75129.19 14.40 3.3 3.31 3.0970 + (0.0336) 2.8868 + (0.0119) 0.9671 * (0.1011) 0.5456 + (0.0257)
2017.105.023113 (PHO1) 36.11 129.36 5.0 3.33 3.34 2.7547 + (0.0545) 1.7951 + (0.0255) 0.7291 + (0.1645) 0.1381 + (0.0517)
2017.319.052931 (PH02) 36.11 129.37 5.0 5.48 5.44 0.3441 + (0.0258) 0.3759 + (0.0086) 1.728 + (0.0776) 1.9231 + (0.0128)

2017.319.060949 (PHO3) 36.09 129.34 8.0(KMA) 3.45 3.1046 + (0.0452) 0.8943 + (0.0914)
2017.319.074930 (PHO04) 36.12 129.36 6.6 431 43 1.039+(0.0235) 1.3103 + (0.0065) 0.8138 + (0.0706) 1.6627 + (0.0117)
2017.323.144547 (PH05) 36.12 129.36 4.2 3.53 3.54 3.6647 +(0.0448) 2.6094 + (0.0182) 2.778 + (0.1346) 0.9029 + (0.0404)
2017.323.210515 (PHO6) 36.14 129.36 4.0 3.59 3.62 2.9533 * (0.0272) 2.1699 + (0.0166) 1.8601 + (0.0817) 0.6295 + (0.0301)

2018.041.200303 (PHO7) 36.08 129.33 8.0

461 46 1.2172 +(0.0372) 0.7664 + (0.0058) 3.8628 + (0.1123) 1.0808 * (0.0114)

Table 2. Source parameters of the 2016 Gyeongju and 2017 Pohang earthquake sequences
by (1) coda-based spectral ratio and (2) source calibration methods. (*hypoDD relocation
data from Woo et al. (2019b) data were used for Gyeongju, and Pohang sequence location

data from the KMA catalog and focal depths were computed by ISOLA.)
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Figure 5. The calculated site correction term (black line) of GJ fore (Mw 5.13), main (Mw
5.58), and largest aftershock (Mw 4.49) at DAG2 station. We made the synthetic Brune model
(colored lines) for events. By subtracting the observed amplitude (black dotted lines) from
the synthetic model, we determined the correction term (grey dotted lines) for each event.
The site correction term of this station is made by averaging all correction terms. With the
site correction term of the station, we can apply site correction to every recorded event
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Chapter 4.
Conclusions

We analyzed stress drop scaling of two moderate earthquake sequences that
occurred in the same tectonic regime. Stress drop seems to increase with
increasing magnitude in both sequences. It is interpreted as the result that
cannot be explained by the classic self-similar model with constant stress drop
(Aki, 1967). The scaling of the GJ sequence is similar to the results of other
earthquake sequences studied using similar coda-based methods (Mayeda and
Malagnini, 2009; Malagnini et al., 2010; Yoo et al., 2010; Yoo and Mayeda,
2013). The characteristic feature is that stress drop rapidly increases with My
in a range between My 4.5 and 5.5. This rapid increase in stress drop is not
found in the PH sequence. On average, stress drops of the PH sequence are
lower than those of the GJ sequence. Stress drops of PH02 and PHO1 are much
smaller than those of events with similar magnitudes in the GJ sequence.
Considering previous studies of factors controlling stress drop, it is likely that
differences in focal depth between the two sequences caused differences in
stress drop. However, difference in focal depth does not explain the
particularly low stress drops for two earthquakes in the PH sequence, because
all PH events occurred at similar depth. Although further analysis is required
to resolve this issue, observations made in this study lead us to the conclusion
that we cannot completely rule out the possibility that fluid injection caused

lower stress drops for two PH events.
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