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Perception of soft robot is essential to enhance the performance and the ability of

soft robots in real world application such as manipulation, and locomotion. We

propose a real-time state and disturbance estimation algorithm for soft robots.

First, we model soft robot dynamics using linear finite element method(FEM)

and perform balanced model reduction(BMR) for given contact and actuation

mode. Then, for the case where there exist no internal actuation, we propose a

state and disturbance estimation algorithm based on least square with additional

energy cost and state projection. Finally, when internal actuation exists, with the

assumption of random walk disturbance we formulate a filtering based estimation

that simultaneously estimates state and disturbance. The performance of the

algorithm is tested by simulations and experiments.
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Chapter 1

Introduction

Soft robotics is rapidly growing field. Due to its elastic nature, these robots

can be used in applications such as human safe interaction, and locomotion in

tough, unstructured environment[1],[2],[3]. However, its application to tasks such

as precise control and the performance shown is still in early stages.

In order to enhance the performance of soft robot, the perception issue is a

challenge to be solved. Perception is an ability to reconstruct current shape and

configuration. There are two kinds of perception: proprioception, the ability to

perceive its own state and exteroception, the ability to feel external stimuli[4].

Perception is an essential component for an autonomous system because it is

necessary to use feedback and closed-loop control techniques.

1



Chapter 1. Introduction 2

The main challenges in soft robot perception are due to its high dimensional-

ity. Commonly used methods for proprioception can be divide into the following

three: 1) learning based method using camera or strain sensors [5],[6], [7] 2) using

a simplified model such as piece wise constant curvature(PCC) model[8],[9],[10],

or cosserat theory[11] and 3) using FEM model[12]. Using camera incorporating

with machine learning technique can handle large information without formulat-

ing model dynamics. However, this technique has no intuition about the motion,

and there is no guarantee that the estimation is always precise. Additionally,

adopting camera sensor can be limited for application in tough condition be-

cause of occlusion or light change. Simplifying the robot modelling by adopting

assumptions like PCC, fits well in some cases like invasive surgery robot. How-

ever, this can be applied only to very specific shaped model, and as the model gets

complicated the accuracy will be degraded. Using FEM to model the soft robot

is much more general and accurate method. The main downside of this method

is it cannot be applied to real-time application because of the large dimension of

FEM dynamics.

For exteroception of soft robot, internal camera with learning technique[13], and

soft tactile sensor array[14] is commonly used. Additional space for tactile sensing

is needed for internal camera method. For tactile sensor array, the whole body

should be covered with sensors and there can be fabrication issues such as wiring

or cost problem. Also, there are some observer based method[9],[12]. However,

[12] adopted external sensor such as vision sensing. For the case of [9] simplified

PCC model is adopted and the algorithm is limited to static case.
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In this thesis we adopt FEM with BMR to model soft robot with high accuracy

while enabling real-time estimation. Then, we embedded some low-cost on-board

sensors such as IMU on soft robot, which is free with occlusion and fabrication

issue. With the proposed algorithm, we could perform real-time state and dis-

turbance estimation such as contact force without the need of additional tactile

sensors.

The rest of the thesis is organized as follows. Chapter 2 contains some prelim-

inary materials, including the concept of FEM, and BMR. Chapter 3 contains

the summary of estimation algorithms. Chapter 4 shows the simulation results.

Experiment results are in Chapter 5 and Chapter 6 include concluding remarks.

The contributions of this study are as following 1)real-time state and disturbance

estimation algorithm based on FEM dynamics is developed, 2) estimation is

performed with onboard sensors.



Chapter 2

System Modeling for Soft

Object

2.1 FEM Modelling

We adopted FEM to model the soft robot, which is demonstrated by finite num-

ber of nodes[15]. The position of l-th node is defined by pl := [pxl , p
y
l , p

z
l ] ∈ R3

Then the entire configuration of the soft robot can be represented by

x := [p1; p2; · · · ; pN ] ∈ Rn (2.1)

4



Chapter 2. System Modeling for Soft Object 5

Where N represents the total number of FEM nodes, and n = 3N is the total

dimension of the dynamics.

Adopting this as state, the total dynamics of the soft robot can be written as

Mẍ+ Cẋ+Kx = Pa +Aefe (2.2)

M,C,K ∈ Rn×n are the inertia, damping and stiffness matrices of the soft robot,

all symmetric and positive definite. Pa represents the actuation vector of soft

robot. fe ∈ Rq represents the contact forcing term and Ae ∈ Rn×q is the distur-

bance matrix specifying the subset of nodes where the disturbance fe is applied.

We omitted the gravity term for simplicity.

In this thesis we adopted linear FEM model. Therefore, we assumed that M,C,K

is constant matrix. This assumption fits well in small deformation. In case of

large deformation we can adopt additional technique such as model switching

algorithm[16] and, this will be dealt as future work.

2.2 Balanced Model Reduction

The dimension of the full-order FEM model equation (2.2) is large to handle in

real-time application. Therefore, model reduction technique is needed to reduce

the calculation burden. In soft robotics the data driven method such as PCA/-

POD is frequently used to perform model reduction[17],[18],[19]. However, in this
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Figure 2.1: The idea of balanced model reduction and switching

thesis we chose BMR method[20],[21] to perform model reduction since it is an

analytical technique, therefore more efficient to handle complicated cases (e.g.

soft robot that has multiple actuation with several contacts).

As shown in figure 2.1 our model reduction idea is to perform a BMR for each

different contact case. Then, we can use each reduced model that correspond

to current contact case. When the contact changes, we can incorporate model

switching algorithm to handle the change of motion. This method is much more

efficient than representing the whole available motion with one model.
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In order to perform BMR, we first reformulate the full order FEM dynamics

(2.2), into first-order state-space form

M 0

0 I

ẍ
ẋ

 =

−C −K

I 0

ẋ
x

+

Pa +Aefe

0

 (2.3)

The main goal of this thesis is estimation of the shape and disturbance, so we

chose x as an output and Pa + Aefe as an output. Then we can compute the

controllability and observability gramian.

WC =

WC,vv WC,vx

WC,xv WC,xx

 ,WO =

WO,vv WO,vx

WO,xv WO,xx

 (2.4)

All block matrices are (n×n)-dimensional matrices. We then choose only WC,xx

,WO,xx which are relevant to the soft robot state. Then we can perform balanced

realization as if this is the only state of the system

x := Uξ, U := RTV Λ−
1
2 ∈ Rn×n (2.5)

Where RTR := WC,xx, UΛ2UT := RTWO,xxR, and UT = UTU = I. Matrix Λ

contains Hankel singular values of controllability and observability Gramians of

transformed state ξ ∈ Rn ,where WC,ξξ = WO,ξξ = Λ.
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Then we reduce the dimension using dominant component of ξ, by selecting first

r largest Hankel values as following

ξ1 := P1ξ ∈ Rr, ξ2 := P2ξ ∈ Rn−r (2.6)

Where P1 = [Ir×r, 0r×n−r] ∈ Rr×n is selection matrix for dominant component

of state, and P2 = [0n−r×r, In−r×n−r] ∈ Rn−r×n is for non-dominant state. The

dimension r is chosen to be large enough to retain the accuracy of the model

reduction, while also being small enough for real time estimation



Chapter 3

State and Disturbance

Estimation Algorithms

3.1 Optimization Based Estimation

3.1.1 State Estimation

The node position x, which represents shape of the soft object can be represented

by (2.5) and through (2.6) we can denote x as [16],[22]

x := Uξ ≈ UP1ξ1 := U1ξ1 (3.1)

9
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To perform state and disturbance estimation using onboard sensors, we adopted

IMU sensors to obsZerve current state of soft object. Taking y as an observation

from IMU sensors, we can represent y as

y = Hx+ v ≈ HU1ξ1 + v′ (3.2)

Where H ∈ R6m×n is observation matrix, m represents the number of IMUs,

and v(0, V ) is the Gaussian sensing noise. Detailed information about H is repre-

sented in Chapter 4. Here, we considered non-dominant components as additional

noise v′(0, Cy) , which can be easily calculated as Cy = V+(HU2)
T E

(
Σξ2ξ

T
2

)
HU2 ∈

R3m×3m. In least square sense, we define a new cost function that contains mea-

surement error term and potential energy term as following

F (ξ1) = (HU1ξ1 − y)T (HU1ξ1 − y) + λe (U1ξ1)
T KU1ξ1 (3.3)

Where λe is energy cost gain. Then, by finding ξ1 that minimizes the cost function

(3.3), we can find optimal state estimation in least square sense. Then, full order

state can be reconstructed from the minimization result of (3.3) and (2.5) as

following.

ξ̂1 = min
ξ1

(F ) =
(
UT1 H

THU1 + λEU
T
1 KU1

)‡
UT1 H

T y (3.4)
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3.1.2 Disturbance Estimation

Based on the optimized state estimation ξ̂1 from (3.4) full order state x can be

reconstructed as x̂ = U1ξ̂1. Then, we incorporate quasi-static assumption and

disturbance space projection to perform disturbance estimation.

From the quasi-static assumption, the state can be calculated by x = K−1Aefe

(no actuation for soft object). However, reconstructed shape is not smooth be-

cause the cost function contains sensor noise. Direct substitution of this esti-

mation into quasi static equation may result in force overfitting. Therefore, we

project estimated state x̂ onto the disturbance space (column space of K−1Ae)

which is available space in given input matrix, and calculate the interaction force

through the projected state estimation.

x̃ = K−1Ae

[(
K−1Ae

)T (
K−1Ae

)]−1 (
K−1Ae

)T
x̂

f̂e = Kx̃

= Ae

[(
K−1Ae

)T (
K−1Ae

)]−1 (
K−1Ae

)T
U1ξ̂1

(3.5)

The matrix on the right hand side can be calculated offline. Therefore, real-time

state and disturbance estimation is available.
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3.2 Filtering Based Estimation

3.2.1 Filtering Formulation with Augmented State

For optimization based estimation, we estimated state by error with energy min-

imization and disturbance by quasi-static assumption. For soft robot state and

disturbance estimation, this cannot be easily implemented because of internal

actuation. Therefore, we adopted Kalman filtering formulation with the random

walk disturbance assumption. For this formulation, we first obtain the reduced

dynamics based on the model reduction result via BMR (2.5),(2.6).

M̄ ξ̈1 + C̄ξ̇1 + K̄ξ1 = UT1 Pa + UT1 Aefe (3.6)

where

M̄ = UT1 MU1, C̄ = UT1 CU1, K̄ = UT1 KU1, (3.7)

Then using the PMI integration[23],[24] the reduced dynamics (3.6) can be dis-

cretized while enforcing discrete-time passivity.

M1︷ ︸︸ ︷
(
M̄

T
+
C̄

2
+
K̄T

4
) ξ̇1,k+1 +

M2︷ ︸︸ ︷
(−M̄

T
+
C̄

2
+
K̄T

4
) ξ̇1,k + K̄ξ1,k = UT1 Pa,k + UT1 Aefe,k

(3.8)
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Lowerscript k represents k − th step value. Using this discretized dynamics, we

can formulate the standard first-order state-space form as following

Zk+1 =

ξ̇1,k+1

ξ1,k+1

 =

A1︷ ︸︸ ︷ −M−11 M2 −M−11 K̄

T
2

(
I −M−11 M2

)
I − T

2M
−1
1 K̄

ξ̇1,k
ξ1,k



+

A2︷ ︸︸ ︷ M−11 UT1

M−11 UT1
T
2

Aefe,k +

A3︷ ︸︸ ︷ M−11 UT1

M−11 UT1
T
2

AePa,k
(3.9)

Now we define an augmented state that contains state ξ̇1,k, ξ1,k, and disturbance

fe,k s.t.

Xk =


ξ̇1,k

ξ1,k

fe,k

 =

Zk
fe,k

 (3.10)

Finally, incorporating random walk disturbance assumption, we can formulate

dynamic propagation equation using augmented state as following

Xk+1 =

A1 A2

0 I

Xk +

A3

0

Pa,k +

 0

nf

 (3.11)

nf ∼ N (0, Cf ), where Cf is the covariance of the disturbance.

For state measurements we incorporate IMU sensors to update the propagation.
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Like (3.2), we can formulate the update equation

yk =

HU1 0 0

0 HU1 0

Xk + e (3.12)

Where e denotes the measurement noise.

3.2.2 Observability Analysis

For sensor placement, we first found out the minimum number of sensors re-

quired to satisfy HU1 is a full rank matrix. From equation (3.11) and (3.12), the

observability matrix can be calculated as following

HU1 0 0

0 HU1 0

C ′A2

...
... C ′A1A2 + C ′A2

...


=
[
O O′

]
(3.13)

Where C ′ =
[
HU1 0 ; 0 HU1

]
. We choose the number of IMU to guarantee

O =
[
HU1 0 ; 0 HU1; · · ·

]
, which is left two column of matrix, is a full rank

matrix. Assume that there exists a nullspace of O′, then we can find a vector

v s.t v ∈ N (C ′A2). Matrix C ′ is a full rank matrix, v ∈ N (C ′A2) = N (A2).

Therefore, this unobservable vector v represents the force applied through the

nullspace of A2. However, this force will not affect the reduced dynamics, so
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we can ignore these components. Ignoring these components, the system is ob-

servable, and we can simultaneously estimate the state and disturbance through

Kalman filter formulation using (3.11) and (3.12).



Chapter 4

Simulation Results

4.1 General Elastic Object Simulation

Before examining our algorithms with real-world experiment, we performed sim-

ulations to verify the algorithm performance. As the purpose of our study is to

estimate the shape and disturbance of soft object, we first performed simulation

about general shape elastic object. We adopted simple cylinder shaped silicone

rubber for the general shape case. The length of this silicone cylinder is 0.15m

and the diameter of the cross section is 0.01m, and we assumed that the material

is isotropic. We first chose the Young’s modulus, density, and the poison’s ratio

according to well known material property of silicone. This value is corrected for

16
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Figure 4.1: Illustration of simulation system setup

experiment through the parameter identification step, which will be introduced

in Chapter 5.

For the general shaped elastic object, we considered the actuation force is given

solely from external environment because there is no internal actuation for this
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kind of elastic object. As shown in figure 4.1 silicone bar is held at one fixed

end in z direction. Gravitational force is acting in z direction. We divided entire

object into 10 pieces along longitudinal direction, and considered these pieces as

possible input groups. For this simulation, we assumed that external disturbance

is applied at specific position with random magnitude, which will be included in

one of possible input groups. BMR is conducted for each input groups. Then, we

chose corresponding reduced state for given external disturbance.

Simulation is performed by MATLAB with mesh generated from STL file. For

full order model, we adopted 2130 nodes, so the total dimension of full order

state is x ∈ R6390(represents each nodes x, y, z position). M,K ∈ R6390×6390 is

constructed based on selected material property and given mesh, C is constructed

with M,K based on Rayleigh damping.

To check the performance of optimization based estimation algorithm, we first

perform full order FEM simulation with PMI integration from (2.3) to use as a

ground truth for simulation.

(
M

T
+
C

2
+
KT

4

)
xk+1 +

(
−M
T

+
C

2
+
KT

4

)
xk +Kxk = Aefe,k (4.1)

We chose the T = 0.001s for one time step and used the randomly generated

disturbance force for fe,k. Then, we placed imaginary IMU sensors on the elastic
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Figure 4.2: Illustration of IMU placement

object. The IMU sensors are rigidly attached to soft object, therefore, the nodes

placed on the surface which is attached to IMU, can be considered as rigid plates.

We assumed that soft robot’s acceleration is small enough. Therefore, we can get

rotation matrix of IMU at time t R0,IMU (t) from IMU acceleration data. From

FEM model rest position we can find pij,0 (0). Then, using R0,IMU (0) we can

find pij,IMU (0). The under script 0 denotes that reference frame is world frame
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and IMU denotes reference frame is IMU frame. For pij,0 (t) we can find following

pij,0 (t) = R0,IMU (t) pij,IMU (t)

= R0,IMU (t) pij,IMU (0)
(4.2)

Therefore, we can find pij,0 (t) with IMU measurement. Then we can represent

measurements with pij,0 and pjk,0 as following as (3.2).

y = Hx+ v

H =

· · · −I3×3 · · · I3×3 · · · · · · · · ·

· · · · · · · · · −I3×3 · · · I3×3 · · ·

 (4.3)

Without loss of generality we assume i < j < k. Then, for the first three rows,

the first I3×3 corresponds to i−th node, −I3×3 corresponds to j−th node. In last

three rows, I3×3 represents j − th node, and −I3×3 corresponds to k − th node.

When multiple IMU is used, we can construct observation matrix by stacking

(4.3).

From this observation matrix, observability gramian can be easily constructed.

Sensor placement optimization process is done by maximizing the minimum sin-

gular value of observability gramian[25].

From the optimization process, for this simulation, two IMU sensors are chosen,

and placed at 0.14(m), 0.9(m) from the fixed end. The measurement is obtained

from the full order simulation (4.1), observation matrix(4.3), and noise (3.2).
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Figure 4.3: State estimation error

Then the estimation algorithm (3.4)is performed to find state estimation. After

state estimation, we projected the state into the disturbance space and performed

force estimation (3.5). The result is shown in figure 4.3,4.4,4.5,4.6.

The state estimation is performed by minimizing the cost function, which is for-

mulated using measurements error and energy cost (3.3),(3.4). This optimization

result is not smooth as shown in figure 4.4 because of sensing noise and potential

energy term. Therefore, applying this result directly to force estimation would

fail. In order to smoothen state estimation result, we projected estimated state

to disturbance space (3.5) as shown in 4.5.

Although the state estimation performed well, the force estimation performance

in z-direction was poor. This is because the force estimation is performed from

the projected state estimation result. The z−direction force is in the nullspace of

the projection matrix(K−1Ae) in (3.5). In other words, this force does not affect

the state of soft object, so it can be neglected in perception for control sense.
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Figure 4.4: Noisy state estimation result before projection

Figure 4.5: Smoothed state estimation result after projection



Chapter 4. Simulation Results 23

Figure 4.6: Force estimation result

4.2 Soft Robot Simulation

For soft robot simulation, we chose simple PneuNet[26],[27] structure to check

the performance of filtering based estimation algorithm. We chose this structure

because it is well known actuator. However, this algorithm can be applied to

other general shaped soft robot because there is no additional assumptions about

shape. We considered this PneuNet actuator acts as soft manipulator, and the

end effector interacts with environments. Then, with the estimation process, we
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Figure 4.7: Illustration of soft robot model used for simulation

can reconstruct the state and interaction force, which can be used to increase

the performance of soft robot control by incorporating feedback.

As shown in figure 4.7, the soft robot is fixed in one end, and two actuation

chamber actuates the soft robot, which makes the bending motion. We considered

the opposite end as end effector. For simplicity, we adopted one segment for
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simulation, but it can be easily expanded to soft robots contain multiple segment,

by using same filtering based algorithms for each soft robot actuator segments.

For measurements we adopted pressure sensor for actuation, and IMU sensors.

Sensor placement optimization is performed same as the process in 3.1. For each

IMU placement, the observation matrix can be constructed as (4.3). Then us-

ing this observation matrix, we constructed observability gramian, and choose

optimal sensor placement that maximizes the minimum singular value of observ-

ability gramian.

Then we perform BMR for model reduction. For one PneuNet segment, nodes

which lies in internal actuation chamber surfaces and end effector are considered

as input nodes, and we constructed input matrix Ae and Pa in (3.6). M,K and C

matrix is constructed as the same process done in 3.1. Finally, BMR is performed

with constructed soft robot dynamics. For this system, the full order FEM model

dimension is x ∈ R7218 with 2406 nodes, and the reduced mode state dimension

with 99.9% Hankel value is 6.

For the performance analysis of filtering based algorithm, we compared the full-

order simulation results and estimation results based on the measurements which

were collected from full-order simulation. Again, we adopted PMI integration for

full order simulation as (4.1).
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Figure 4.8: Force estimation result. Red line indicates full-order simulation
result, blue is estimation with filtering, and black indicates force estimation

with momentum based observer

(
M

T
+
C

2
+
KT

4

)
xk+1 +

(
−M
T

+
C

2
+
KT

4

)
xk +Kxk = Aefe,k + Pa,k (4.4)

For simulation, we chose T = 0.001(s) for time step. Actuation Pa,k and contact

force fe,k is randomly generated. Then, measurements are obtained based on this

simulation result, sensor placement optimization, and sensor noise. Estimation

results are shown in figure 4.8, 4.9. For additional loop we estimated the external

force based on estimated state with momentum based observer[28]. Estimated

force with observer and filtering is both Gaussian distribution, so can be fused.

This will be dealt with future work.

The estimated force has a time delay compared to full order simulation because

we modeled external force as random walk in (3.11).
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Figure 4.9: Snapshot of state estimation result. Left column represents result
from full order simulation, and right column shows corresponding estimation

result



Chapter 5

Experiments

5.1 Fabrication of Soft Robot

To check our algorithm works on real world system we constructed a soft robot

and performed a state and force estimation experiment. Fabrication of soft robot

is processed through casting into a mold using a silicone elastomer(EcoFlex 0050)

as depicted in figure 5.1. For each segment of soft robot, fabrication step is as

following. 1)Mix silicone elastomer and pour it into the mold. 2)Wait 3 hours for

curing and demold each pieces. 3)Embed IMU sensors and insert silicone tubes

on the silicone body. 4)Use and adhesive(Sil-Poxy, Smooth-On. Inc) to put pieces

together.

28
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(a) (b) (c) (d)

Figure 5.1: Illustration of soft robot fabrication (a)Soft robot CAD rendering,
(b)Mold, (c)Sensor embedding, (d)Completed segment

Figure 5.2: Experiment setup

For actuation and soft robot sensing, we placed pressure sensor(33A-005G-2210)

in the silicone tube and embedded IMU sensors(mpu-9250, sparkfun imu break-

out) on soft robot. To verify the accuracy of algorithm, we implemented RGB-D

camera(RealSense depth camera D-435, Intel) for shape sensing and force torque
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sensor(RFT40-SA01, Robotous) to sense the contact force. 15 markers with ran-

dom size are placed on the soft robot surface to be tracked by camera.

5.2 Parameter Identification

In order to validate material properties such as Young’s modulus, poison’s ratio,

and Rayleigh damping coefficients we conducted three different steps. 1)Finding

the marker positions on the soft robot segment. 2)Quasi-static motion experi-

ment to find Young’s modulus, density, and poison’s ratio. 3)Dynamic motion

experiment to find Rayleigh damping coefficients.

For marker position on soft robot verification, we compared the marker posi-

tion pointcloud data in rest state with FEM model. For each marker we found

tetrahedral element that contains the marker. Then, the marker position can be

represented by the interpolation of the nodes in that element as shown in figure

5.3,5.4.

pim,e = aipi1 + bipi2 + cipi3 (5.1)

Where pim,e ∈ R3×1 represents ith marker position attained from experiment.

Then, from (5.1) we can find the interpolation matrix Tm which maps FEM
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Figure 5.3: Illustration of tracking marker from RGB-D pointcloud. Picture of
soft robot(left), marker tracking in pointcloud data(middle), marker matching

to FEM model(right)

Figure 5.4: Illustration of ith marker interpolation

selected node position to marker position and selection matrix Sm by following.

Ti =


ai 0 0 bi 0 0 ci 0 0

0 ai 0 0 bi 0 0 ci 0

0 0 ai 0 0 bi 0 0 ci

 , Tm = diag (T1, T2, T3, · · · ) (5.2)
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

p11

p12

p13

p21
...


= Smx, pm,e =


p1m,e

p2m,e

p3m,e

· · ·

 (5.3)

From (5.3), (5.4), we can find marker position from simulation node position

x(k), where k means timestep as following

pm,s (k) = TmSmx (k) (5.4)

Then, we conduct a quasi-static experiment. Segment is actuated 0 to 20(kPa)

slowly for 5 seconds. With the actuation pressure data, we can find the marker

position as a function of Young’s modulus, density, and poison’s ratio with static

equation. Then optimization process is performed to find the optimal value that

minimizes the cost function.

pm,s (τ) = f (ν,E, ρ)

min
ν,E,ρ

(cost) =‖pm,e (τ)− pm,s (τ)‖
(5.5)

Where ν,E, ρ represents poison’s ratio, Young’s modulus, and density. pm,e (τ),pm,s (τ)

∈ R3m×Ts each denotes the marker position matrix of experiment and simulation

where m is number of markers, Ts is total simulation step and τ represents the
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experiment scenario (i.e. pm,s (τ) = [pm,s (0) pm,s (1) · · · ]). We chose the range of

each variables based on material property table of silicone rubber.

With this optimization result,we can construct M and K matrix. Then, we con-

duct dynamic optimization process. Soft robot is actuated with random actuation

with nominal speed. With this data, we denote the marker position as a function

of Rayleigh damping coefficientsa, b, and find the optimal coefficients to find the

damping matrix C = aM + bK.

pm,s
(
τ ′
)

= f (a, b)

min
a,b

(cost) =‖pm,e
(
τ ′
)
− pm,s

(
τ ′
)
‖

(5.6)

5.3 Algorithm Validation

After the parameter identification process, BMR is performed with the updated

material properties. From the IMU and pressure sensor measurements we ap-

plied the filtering based estimation (3.11). Validation of algorithm is performed

by checking the accuracy of state estimation and force estimation result. State

estimation accuracy is conducted by comparing the position of marker attained

from experiment and by interpolation from estimation result as (5.4), and the

result is shown in figure 5.6. Force estimation accuracy is checked by comparing

the force estimate with force measurement from force torque sensor, and the

result is depicted in figure 5.7.
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Figure 5.5: Snapshot of experiment. Upper 4 pictures show actuation without
external force and below 4 pictures show actuation with external force(contact)
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Figure 5.6: Snapshot of state estimation result. Red dot indicates marker
position from experiment and blue dot indicates from estimation result
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Figure 5.7: Force estimation result. Blue indicates estimation result, and red
is for experiment result



Chapter 6

Conclusion and Future Work

6.1 Conclusion

In this thesis, we propose algorithms that can enables soft robot’s perception. We

adopted FEM modelling with BMR and model switching for fast and accurate

system modelling. Based on this dynamics, estimation algorithms are developed.

For the case of simple soft object without internal actuation we composed cost

function consists measurement error with potential energy term. State estimation

is done by minimizing this cost function. Then, the state estimation is projected

to disturbance space and disturbance estimation is conducted through quasi-

static assumption. For the case of soft robot, which has internal actuation, we

37
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adopted filtering based method with augmented state and assuming disturbance

as random walk.

Through simulation in Sec. 4 and experiments in Sec. 5, we validated our algo-

rithms and checked it works in real world.

6.2 Future Work

Future work includes the application of model switching algorithm and nonlinear

FEM such as co-rotational FEM modelling with corresponding model reduction

algorithms. For disturbance estimation we modeled external force as a random

walk process. However, as mentioned above incorporating momentum based ob-

server technique, the disturbance force is modeled as first order equation and can

be fused with filtering based result to improve the estimation accuracy.
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요약

본논문에서는온보드센서기반소프트로봇의실시간상태및외력추정알고리즘의

개발에 대해서 기술한다.

유한요소방법을 기반으로 소프트로봇을 모델링하였고 이를 모델 축소와 모델 스위

칭 기법을 사용하여 실시간 연산을 가능하게 하였다. 자체 액츄에이션이 없는 경우

에너지와 측정 에러를 코스트로 하여 최적화 기법을 통해 형상추정을 진행하였고

이를 변위공간에 투영하여 외력추정을 하는 알고리즘을 개발하였다. 자체 액츄에

이션이 있는 경우 외력을 랜덤워크로 모델링하여 필터링 기반으로 상태와 외력을

동시추정하는 알고리즘을 개발하였다. 개발한 알고리즘은 시뮬레이션과 제작된 소

프트로봇을 통하여 검증되었다.

주요어: Balanced model reduction, Finite element method, Optimization, Fil-

tering, Soft robotics
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