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As machine learning thrives in both academia and industry at the moment, data plays a salient 

role in training and validating machines. Meanwhile, few works have been developed on the 

economic evaluation of the data in data exchange market. The contribution of our work is two-

fold. First, we take advantage of semi-values from cooperative game theory to model revenue 

distribution problem. Second, we construct a model consisting of provider, firm, and market 

while considering the privacy and fairness of machine learning. We showed Banzhaf value could 

be a reliable alternative to Shapley value in calculating the contribution of each datum. Also, we 

formulate the firm’s revenue maximization problem and present numerical analysis in the case 

of binary classifier with classical data examples. By assuming the firm only uses high quality 

data, we analyze its behavior in four different scenarios varying the data’s fairness and 

compensating cost for data provider’s privacy. It turned out that the Banzhaf value is more 

sensitive to the fairness of data than the Shapley value. We analyzed the maximum revenue 

proportion which the firm gives away to data providers, as well as the range of number of data 

the firm would acquire. 
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Chapter 1 

 

Introduction 

 

 

1.1 Motivation 

 

The development of machine learning over the last decade has been explosive at the same time 

as academic development and real-life application development. The evolution of machine 

learning, which has stagnated until very recently, has been aided by significant advances in 

computer hardware performance and the development of backpropagation theory, which can 

handle large datasets. The reason why deep learning has been able to surpass existing machine 

learning methodologies is that information from large datasets can be preserved and used as 

much as possible. Artificial intelligence is used in many real-life situations such as interpretation 

of medical device results and speech synthesis using medical, voice, and photographic data. 

Despite the fact that everyone is aware of the importance of data, there is no standard 

measurement of data's economic value. Although domestic and foreign companies such as 

BDEX [19], Datastream Group [20], Info [21] and Selectstar [22] are operating the data market 

or providing necessary data, there are many differences in how data contributes to artificial 

intelligence market services depending on the machine learning model, learning method and 

model structure. However, since the size of the data market grows over time, specifying an 

economic value is essential to establishing the overall data market.  
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1.2 Problem Description 

This work addresses the problem of modeling the data market and redistributing economic 

goods among the players that make up the market. Since none of the existing research deals 

with the economics of the data transaction market, we will briefly address only three entities: 

data providers, a firm providing artificial intelligence services and applicable markets. From 

a data market perspective, data providers and the firm correspond to the role of sellers and 

consumers, respectively. 

Furthermore, we address two perspectives on the economic value of the data. The first is 

the economic value of big data, which considers how much the actual data set improves the 

service performance of a specific machine learning model. Second, we raise the question 

of value redistribution about how the firm, the entity that provides services and gains 

economic benefits, values the data to those who provided the actual data. Taking these into 

account, we will propose an overall data market structure while at the same time 

establishing the value of a particular dataset. 
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1.3 Organization of the Thesis 

This paper consists of five chapters. Chapter 2 looks at the preceding studies, and chapter 3 

presents a model of the data market and derives the optimal solution in a particular 

environment. In chapter 4, the conditions associated with data prices are analyzed and 

numerical examples identify the characteristics of the optimal solution. Finally, chapter 5 

presents conclusions and future research directions.  
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Chapter 2 

 

Literature Review 

 

2.1 Fair Machine Learning 

One of the representative problems that arises as artificial intelligence models replace 

existing technologies is fairness [1]. As a prime example, there are unfair results when the 

U.S. federal court predicts the possibility of recidivism with a machine learning model. 

Using demographic data from criminals, the probability of re-offending was calculated 

against blacks rather than whites. This has several causes; however, we emphasize that 

biased data was used for model learning, which was most responsible. Historically, the 

crime rate of black people was much higher, so the artificial intelligence model also judged 

race as the cause of crime without any filtering. Since then, academia has also been studying 

ways to create a fair artificial intelligence model for the real-life application. 

There are three main ways to create a fair machine learning model. Pre-processing is the 

first way to find the bias of data before learning and reducing the impact [2,3]. There is a 

way to balance datasets by creating more data belonging to a particular group, and there is 

also a methodology that erases the specific attributes. Next, there is in-processing [4-6] to 

change the optimization method in the learning process, and post-processing is the method 

to correct the results after learning [7,8]. In this study, only pre-processing method will be 

addressed to measure the value of the data.  



5 

 

2.2 Private Machine Learning 

One of the obstacles to the real-life application of artificial intelligence models is the 

problem of personal information leakage. For example, creating an artificial intelligence 

model applicable to the medical field requires patient information as learning data. The data 

of patients used includes personal information such as anthropometric values, medical 

history, etc., which causes problems in case of leakage. While data used in learning is not 

visible when using real-world artificial intelligence models, black-box attacks that use only 

learned models to infer data have also been developed. 

Linkage attack is a method of restoring raw data by estimating common parts using multiple 

incomplete datasets [9]. This can be classified as part of the larger category of reconstruction 

attack and there are also attempts to restore the entire learning dataset using public data 

[14,15]. Membership inference attack is an attack that determines whether a particular data 

was used to learn an artificial intelligence model [10-12]. Property inference attack focuses 

on restoring certain properties of learning data rather than restoring the data itself [13,16]. 

In addition to the leakage of personal information of data, there is also a model training 

attack that attempts to emulate certain artificial intelligence models [17,18]. This not only 

lowers the economic value of a particular model but also causes problems that can reveal 

vulnerabilities in the model. Thus, in order for the actual artificial intelligence model to 

generate economic value in the market, the fairness and the privacy must be guaranteed 

prior to the performance of the model. 
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2.3 Data Valuation 

2.3.1 Dataset Price Estimation 

Studies estimating the value of a dataset differ as metrics vary [25]. The most extensive 

survey turned out to be a query-based data pricing. QueryMarket model first presented in 

[23] overcomes the disadvantages of the inflexible market for buying and selling existing 

datasets and the difficulty of providing a fixed price to consumers. In this system, the data 

seller discloses the dataset and the consumer sends queries regarding the data they need. 

Using those queries, the data seller selects data that only has the information needed by the 

consumer and delivers it to the consumer. [24] presents a market structure for sellers who 

buy data multiple times, such as reducing the price of data they already have. Furthermore, 

[25] presented an additional characteristic of the structure that would prevent consumers 

from trading profits in the market. 

To address the challenges of data sets that depend on the machine learning model, [26] 

presents a model-based packing (MBP) model. This was designed to add a broker between 

data sellers and consumers to a market that trades the model itself. We want to solve the 

optimization problem of maximizing the seller's revenue while also increasing the 

accessibility of consumers by using consumer demand curves. In this study, the revenue of 

sellers were further analyzed, presenting a model in which consumers (firms) of the 

preceding studies could buy the optimal dataset. 
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2.3.2 Equitable Price Estimation 

In artificial intelligence-related fields other than economics, research is actively conducted 

to measure the contributions of data providers (sellers) rather than market modeling. As a 

tool measuring the contribution of training datum to boost the performance of a particular 

artificial intelligence model, [27-29] utilizes the Shapley value from the cooperative game 

theory. Due to the nature of the Shapley value, time complexity of the approximation 

algorithm is ( !)O n  because every permutation of the training data contributed must be 

considered. Therefore, the purpose of [27-29] is to create an efficient Shapley value 

approximating algorithm. As in 2.3.1, it is difficult to consider the value of data for a general 

artificial intelligence model so studies that apply Shapley value to specific models are also 

being conducted. [30] expresses the reward function as the contribution of each data under 

the multi-armed bandit problem in reinforcement learning. [31,32] focuses on securing 

model robustness, efficiency, etc. by applying Shapley value to federated learning which 

uses multiple machine learning models at once. [33] demonstrates that the exact Shapley 

value can be found in ( log )O n n  time when applied to k-nearest-neighbor algorithm. In 

this work, we further present and analyze Banzhaf value as an alternative to Shapley value, 

and correlate the fairness problem of 2.1 with semi-value to analyze how the data contribute 

to model fairness. 
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Chapter 3 

 

Data Market Model 

 

3.1 Basic Assumptions and Model Setting 

We propose a data market model, in which the whole process from data collection to 

economic value redistribution will be analyzed. The model consists of three entities: data 

providers, the firm, and the market. The model is shown in figure 3.1. The model consists 

of two steps. The first stage is shown in black for the data collection stage and the second 

stage is in red for the revenue distribution phase. 

 

Figure 3.1 | Data market model 

 

In the first stage of data collection, data providers will provide the firm with the dataset 

1 .: , .., nd d= . The company selects the optimal dataset S  from the dataset  and 
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then trains the machine learning model  with 
S

. The firm then provides service to 

the market with the trained model. The types of services may vary depending on the purpose 

of the machine learning model. For instance, the firm can provide a language translation 

model to an IT platform or a model that reads MRI results to a hospital. Currently, most 

machine learning models are free but GPT-3, a natural language processing model made by 

openAI, has started to be paid for. In addition, there are many paid services that predict the 

likelihood of getting a disease by using medical data such as heart attack and obesity [45,46]. 

This is covered in detail in 3.2. 

The second step represents the process of generating and distributing revenue. The firm 

earns profit ( , )SV   in return for providing service to the market and keeps 

)1  ( [0,1] −  of the total revenue for itself. The rest, ( , )SV , is distributed to 

data providers based on their contribution. The firm also compensates selected data 

providers consistently for the cost of personal information leakage. This is covered in detail 

in 3.3. 
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3.2 Firm’s Profit Maximizing Problem 

The firm wants to maximize its profit margin by taking the data as input and determining 

the optimal dataset. If this can be determined, the return on data providers can be calculated, 

which in turn translates into profitability of the data, or economic value. (3.2) represents an 

economic model. The company's net profit is defined as   , the return is defined as 

( , )V , and the cost is defined as ( , )c . 

 

: arg max , )( S d= 
 

(3.1) 

, ) ( , ) ( , )( V c = −  (3.2) 

( , ) ( ) ( )A FV = +
 

(3.3) 

( , ) ( , ) ( , )F vc c c= +
 (3.4) 

( , )F Pc k= 
 

(3.5) 

( , ) ( , )vc V=
 

(3.6) 

 

Performance is the most important factor when the machine learning model service creates 

economic value from the market [27,28]. The corresponding revenue function for the model 

performance is :  A D→ . In order for a machine learning model to succeed in the 

marketplace, the fairness covered in 2.1 must be met as well as the performance. The fairer 

the service, the more widely it can be used in the market. Thus, we define an additional 

profit function regarding fairness, :  F D→ . This is expressed in (3.3). 

The firm's costs are represented by the sum of fixed cost, ( , )Fc , and variable cost, 
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( , )Vc . 2.2 addresses the privacy of the training data. Therefore, this model assumes 

that the firm pays 
Pk  to the providers of the optimal datasets for the personal information 

leakage. It is also assumed that the firm pays the differential cost for the use of the training 

dataset according to data quality. The sum of these two costs is expressed in (3.4). Finally, 

(3.1) defines the optimal dataset of the firm profit maximization problem as 
S

. 
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3.3 Data Valuation 

 

This paper evaluates the economic value of data through an analysis of the revenue 

distribution problem. Data can be adjusted not only for the performance of machine learning 

models but also for fairness and privacy. In this model, the training data can only improve 

the performance of the model. Therefore, the more performance-enhancing data for fixed 

machine learning models and environments, the more economic benefits the data provider 

must receive. This can be modeled as a transferable utility (TU) game ( , ) . Let's 

define the data, 
1 } ..  { , ,.  nd d= , as the game participant and 

| |:  2 →  as a 

characteristic function on coalitions such that S    [34-36]. The characteristic 

function corresponds to the economic gain from the market. In addition, when   

defined as a power set for the entire dataset, the data provider's revenue distribution function 

||:  →  must satisfy three characteristics [36-41]. 

 

[Property 1] Linearity 

( ') ( ) ( ),  (  ' ) ( ),  , ' ,       + = + =     

[Property 2] Symmetricity 

( ) ( ),  if ( { }) ( { }),  }\{ ,i ii j j jS d S d S d d =  =     

[Property 3] Dummy Datum 

( ) 0,  if ( { }) }\{( ),  i i iS d S S d =  =        
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Property 1 states that the distribution of profits is equitable only when there is linearity for 

two different characteristic functions. Property 2 guarantees that data i, j should receive the 

same amount of revenue if the contribution of two data is same when added to any subset 

of the entire dataset without data i, j. Last property 3 means that data i receives no revenue 

if there is no contribution of data i when added to any subset of the entire dataset without 

data i. 

The values that meet the above three conditions are defined as semi-value; there are two 

examples [42-44]. The first is Shapley value and the value for data i is defined as (3.7). 

Second is Banzhaf value and the value for data i is defined as (3.8). 

 

( )
\{ }

| | ! ( | | 1)!
( ) ( { )}) (

!
i

i i

S d

S n S
S d S

n




− −
=   −

 

(3.7) 

( )
1

\{ }

1
( ) ( { ) ( )

2
}

i

i in
S d

S d S
−



=   −
 

(3.8) 

 

In this work, we implement both Shapley and Banzhaf value when measuring the 

contribution of data to model performance. However, Banzhaf value does not consider the 

order in which data is added unlike Shapley value. It is not necessary to consider all 

permutations because a datum is used multiple times when training machine learning 

models. Therefore, an experiment to propose and compare Banzhaf value instead of the 

Shapley value considered by the studies in 2.3.2 is subsequently conducted. This is 

described in detail in 4.1. 
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3.4 Binary Classification Setting 

 

In this section, to reduce the time complexity of the semi-value approximation in 3.3, we 

will limit it to the case of the binary classification to obtain and analyze the optimal solution. 

In this case, the performance of the model is simply defined as classification accuracy. In 

addition, machine learning fairness can be easily defined. On the other hand, solving the 

firm’s profit optimization problem in 3.2 requires the computation over all subsets of a set 

of n data providers. Therefore, it becomes an NP-hard problem with the complexity of 

(2 )nO   so that we add several assumptions to obtain the explicit solution of this 

optimization problem. 

 

Figure 3.2 | model accuracy with n highest semi-value data  

 

First, to avoid the NP-hard problem, assume that the firm selects n data in the order in which 

it has the highest semi-value contributions, i.e., | |S n= . In this case, as shown in figure 

3.2, the more data is extracted, the less accuracy is improved. If we use the whole dataset, 

the accuracy begins to diminish, which suggests that the use of faulty data is damaging the 
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model's performance. These data have negative semi-value and the company has no reason 

to use them. Consequently, the revenue from the model performance follows diminishing 

marginal utility law. 

Furthermore, the more diverse the contributions of the data, the curve will be concave and 

if all data contributions are the same, it would be a straight line. Therefore, after estimating 

this concave monotonic increasing function, assume that it is the firm's model performance 

revenue function ( )A . 
Ak  was set below 0.1 under the assumption which we need 

more than 20 data and wants minimum accuracy of 0.9. 

 

 

[0,0 ]( ) ) .1 exp( ,   1 A A AD k n k = − −  (3.9) 

 

Moreover, assume that the proportion of the two classes of data is [0,0.5] q  to define 

the revenue function for machine learning fairness. For the rest of the cases, symmetry can 

be used. Then, when n data is selected, the number of data for each class is each 

,  (1-q)nqn . Assuming that the less data difference between classes results in the fairer 

model, the fairness function is defined as follows. The range of Fk  is assumed to be less 

than 
1

n
 in accordance with ( )A  having the maximum value of 1. That is, the firm's 

revenue is assumed to be positive. 

     

( ) (1 2 ) ,  
1

0,  F F F
n

D k q n k
 

  −


= −


 (3.10) 
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Thus, the optimization problem in 3.2 is defined as follows, which the explicit optimal 

solution can be easily found. In addition, suppose that if the firm keeps all the revenue from 

the market itself ( ( ) 1A =  , 0 =  ) and use perfectly fair data (q=0.5), the firm’s 

revenue is positive. In other words, assume that 
1

0,Pk
n

 
  
 

 . In this case, explicit 

optimization solutions are derived in (3.11). 

 

 

( )* ) ( ) ( )

(1 )1
      = 

(1

 

)(1 2

argmax (1-

)

A F P

A

A P F

nN D D k n

k
log

k k q k







+ −

−

+ − −

=
 

(3.11) 
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Chapter 4 

 

Analysis 

 

4.1 Semi-value Approximation 

4.1.1 Convergence Analysis 

This section will compare Shapley and Banzhaf value, the most widely used semi-values 

covered in 3.3, using Monte-Carlo approximation method. While there are many papers 

studying the approximation method of Shapley value, there is no study of whether Banzhaf 

value is well approximated in vast machine learning data. First, we create 150 cluster data 

represented in figure 4.1 below and artificially insert 10 incorrect data. These are purple 

dots in a yellow cluster or vice versa.     

 

Figure 4.1 | synthetic data 
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Figure 4.2 | semi-value approximation 

 

     

 

Figure 4.3 | normal/fictitious data semi-value approximation 
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Figure 4.2 shows the approximation results of Shapley and Banzhaf value under binary 

classification problem setting using RBF kernel SVM(support vector machine) on 150 data 

after 500 iterations. Both values seem to converge well due to the large variability in the 

beginning but in figure 4.3, where only 10 data are actually drawn, we can see that Banzhaf 

value is more convergent. In addition, abnormal data exhibits lower semi-value than the 

normal data and most of them are negative. In the same way, the results of several 

experiments were summarized in table 4.1 below, examining both cases of regression and 

classification. Using the given data sets available in the sklearn package, the semi-value 

values were considered to converge when there was no error greater than 0.0005. Results 

that are not significantly different from the previous analysis can be identified. In particular, 

in the case of regression, the Shapley value did not converge. 

 

 Time(s) Iteration 

Shapley Banzhaf Shapley Banzhaf 

Classification Data_blobs 12.523 2.518 153 61 

Data_moons 22.112 1.096 265 27 

Make_hastie_10_2 19.409 4.528 161 82 

Regression Load_boston - 4.514 - 98 

Load_iris - 0.475 - 21 

 

Table 4.1 | semi-value convergence 
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4.1.2 Group Data Calculation 

4.1.1 approximates the semi-value of each datum and analyzes its convergence. This is a 

time-consuming task even with simple regression and classification problems with low- 

dimension data. Therefore, studies such as [27,31,32] also measure semi-value for data 

groups. Figure 4.4 assumes a situation in which four people have combined their own 

datasets forming data_blobs(), data_moons() provided by the Sklearn package. In other 

words, we identified the extent to which a dataset, not single datum, contributed to machine 

learning performance, and the results are shown in figure 4.5. 

For each dataset, we solved the kernel SVM classification problem and utilized both linear 

and RBF kernel. In these cases, the exact semi-value be calculated. The two semi-values 

exhibited similar behavior which the four data providers were ranked in the same order. For 

the blobs() dataset, green data ranked from 1st to 4th as the kernel changed and the moons() 

dataset showed that the order of importance was randomly reversed depending on the kernel. 

That is to say that both values are highly sensitive. It can also be seen that the two values 

make little difference. It can be interpreted that the approximation of the Shapley value is 

due to poor convergence in 4.1.1 and that Banzhaf value can also be used instead of Shapley 

value for data groups. 

     

Figure 4.4 | group synthetic data 
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Figure 4.5 | semi-value calculation in group data 
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4.2 Binary Classification 

4.2.1 Parameter Analysis 

Under the assumption in 3.4, we will analyze changes in the optimal solution for the four 

variables using (3.8). 

 

Proposition 1.  For fixed , , ,A P Fk k k q , if 1
(1 2 )

P

A F

k

k q k
  −

− −
, then 

*

0
N







.  

              Otherwise, 
* 0N = .  

 

Corollary 1.1.  If (1 2 )
1

P

A F

k
k q k


 + −

−
, 

* * *

0,  0,  0
P F

N N N

k k q

  
  

  
are  

              satisfied. Otherwise, 
* 0N = . 

 

The proposition 1 states that if the firm does not take more than a certain proportion of the 

revenue, the company has no incentive to collect data and train the machine learning model. 

That is, the company can define an upper bound on the percentage of revenue it can 

distribute to data providers. Also, data providers can require the maximum amount   of 

revenue from the firm. When the firm takes more than the threshold  , the larger the ratio, 

the more data it selects. 

Furthermore, the greater the compensation for data providers' personal information, the 

smaller the number of data is drawn. Similarly, the fairer the data, or the less market revenue 

for data fairness, the more data the firm tends to select. 
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Proposition 2.  For fixed , , ,P Fk k q , if 
* (1 2 )

1

P

A F

k
k e q k



 
=  + − 

− 
,     

              
*

*

1

A

N
k

=  is the optimal solution.  

 

The greater the proportion of important data, i.e., high semi-value data, 
Ak   increases. 

Proposition 2 states that the firm picks more data as the contribution of the data are 

indifferent, i.e., Ak  is small. The firm can conclude that it is always optimal to collect only 

datasets that can produce a constant model performance of 
* 1
( ) 1A

e
= − . 
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4.2.2 Parameter Analysis 

4.2.2.1 Description 

This section uses numerical examples to establish scenario analysis. Scenarios considered 

in this study can be summarized in two ways. The first is the fairness of the data. The second 

is whether the data provider requires high privacy compensation or not. In this scenario, the 

market assumes that services are impossible unless fairness precedes them. Based on these 

two criteria, we construct the following four scenarios. For each scenario, the firm obtains 

an upper bound   on the revenue proportion for the data provider and a range of n which 

the number of data to be selected by the firm.  

 

Scenario 1: Fair data and a high privacy compensation level           

 
1

0.5,
1

 ,  P Fq k k
N N

 
= 


=


=  

Scenario 2: Unfair data and a high privacy compensation level           

         

1
0.4,

1
 ,  P Fq k k
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Scenario 3: Fair data and a low privacy compensation level           

         2
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Scenario 4: Unfair data and a low privacy compensation level  
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4.2.2.1 Synthetic Data 

This section uses the blobs(), moons() dataset provided in the sklearn package. Two datasets 

are shown in figure 4.6 and 4.7. Each class was represented by different shape, a circle and 

a triangle, and the color represents fairness. Figure 4.6 and 4.7 each exhibits unfair and fair 

dataset. The training and test dataset each have 1000 points. Classification is performed 

with RBF kernel SVM. Shapley and Banzhaf value approximation were done with 500 and 

1,000 iterations, respectively. 

Figure 4.6 | unfair datasets 

Figure 4.7 | fair datasets 
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4.2.2.3 Shapley value based valuation 

 

Figure 4.8 | model accuracy with n highest Shapley value data in unfair dataset 

 

 

Figure 4.9 | model accuracy with n highest Shapley value data in fair dataset 

 

 

Cumulative accuracy graphs according to Shapley value for each of the two datasets are 

shown in figure 4.8 and 4.9. Figure 4.8 shows that we only need 200 data out of the 1000 

data points in order to achieve the accuracy of 0.9 in both datasets. The cumulative accuracy 



27 

 

value of the fair dataset shown in figure 4.9 is almost the same as the unfair dataset. 

Therefore, we set 
Ak   to 0.0102 and 0.0115, respectively. The summarized scenario-

specific result is in table 4.2. 

 

Scenario Threshold   Maximum 
*N  

moons() blobs() moons() blobs() 

1 0.902 0.913 228 212 

2 0.9 0.912 210 197 

3 0.951 0.957 296 273 

4 0.95 0.956 263 243 

 

Table 4.2 | Shapley value based scenarios 
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4.2.2.4 Banzhaf value based valuation 

 

 

Figure 4.10 | model accuracy with n highest Banzhaf value data in unfair dataset 

Figure 4.11 | model accuracy with n highest Banzhaf value data in fair dataset 

 

The cumulative accuracy graph according to the Banzhaf value for each of the two data sets 

can be found in figure 4.10 and 4.11. We normalized Banzhaf value in order to make a fair 

comparison with Shapley value. Consequently, Ak  is set to 0.0145, 0.0136 for the unfair 

moons(), blobs() dataset and 0.0171, 0.0195, respectively, for the fair dataset. The 

summarized scenario-specific result is in table 4.3. 
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Scenario Threshold   Maximum 
*N  

moons() blobs() moons() blobs() 

1 0.942 0.949 166 152 

2 0.93 0.925 172 179 

3 0.971 0.974 207 188 

4 0.965 0.963 209 218 

 

Table 4.3 | Banzhaf value based scenarios 
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4.2.2.5 Comparative Analysis 

 

Figure 4.12 | threshold   

 

Figure 4.13 | optimal 
*N  
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Scenario-specific results are shown in figure 4.12 and 4.13. If both datasets are fair, the firm 

distributes a large proportion of revenue to the data provider. That is, the fairer their dataset, 

data providers can also request greater allocation in terms of revenue distribution. 

Furthermore, companies tend to select fair data, which can be interpreted as the unfairer 

data they select, unfairer the artificial intelligence model used in the market becomes. 

However, the results using Banzhaf value showed a tendency to extract more data if it is 

unfair, although the data similarly distributes less revenue to the data provider. This can be 

interpreted as a reason that Banzhaf value puts emphasis on certain data so even if the firm 

selects more data, it does not have a significant impact on the firm profit. 

Moreover, scenarios 1 and 2 pay twice the data provider's privacy fixed costs compared to 

scenario 3 and 4. As a result, the firm can distribute more revenue to its data providers in 

scenario 3 and 4 and utilize more data. This brings in the same results for both Shapley and 

Banzhaf value. However, Shapley value was more affected by the fairness of the data than 

by fixed costs while Banzhaf value showed similar results between using unfair data and 

reducing fixed costs. 

With the use of Shapley value, the fairness of the data did not have a significant impact on 

the firm's decisions. This is because Shapley value has not changed much in figure 4.8 and 

4.9. However, for Banzhaf value, there was a noticeable change between fair and unfair 

dataset. Comparison of figure 4.10 and 4.11 shows that the number of data that is not used 

increases in fair data, i.e., only small portion of the whole dataset can boost the performance 

of machine learning models. This can be interpreted as accelerating the process of 

eliminating the impact of sensitive attributes on fair datasets. Thus, as shown in figure 4.12 

and 4.13, Banzhaf value-based results tend to pick less data and instead reward data 

providers more than in the case of Shapley value. This can be interpreted as the use of 



32 

 

Banzhaf value allows data providers to demand a higher rate of revenue sharing. In other 

words, using Banzhaf value rather than Shapley value is a favorable condition for data 

providers. 
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4.3 Data Pricing 

This section will produce the final price of dataset by selecting representative data points 

from two datasets under the assumptions of the binary classification model. We will use the 

fair moons() and blobs() datasets in figure 4.7 and draw five sample data each to produce 

the relative price of 10 data. Figure 4.14 and 4.15 show the samples taken from the two 

datasets in red.     

Figure 4.14 | moons() dataset samples 

Figure 4.15 | blobs() dataset samples 
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Additional assumptions are needed to determine the exact relative price through numerical 

analysis. First, we use the Shapley value. The samples A, B, C, D, E in figure 4.14 have 

Shapley values of -1.681e-4, -6.283e-5, 8.495e-3, 5.816e-4, 8.366e-3, respectively. Figure 

4.15 shows values of 6.939e-5, 9.798e-3, 7.037e-4, -9.925e-6 and 1.022e-5. Second, set the 

alpha as 0.5. This was established under the assumption that both the firm and data providers 

share equitably because the threshold alpha analyzed in 4.2.2 exceeded 0.9. Finally, suppose 

that it is a scenario 1 situation in which data providers want a high level of privacy. 

The relative price of 10 data can be explicitly obtained under the above assumptions. First, 

among the data A, B, C, D and E in figure 4.14, only C and E are selected and each data 

can be converted into economic values of 5.031e-3, 4.97e-3. It can be interpreted that this 

is about 0.5% of the market's revenue and that it is highly valuable because the firm uses 

only about 200 data of the 1000 data. For the five sample data in figure 4.15, only B and C 

are selected by the firm and the remaining data are not selected, resulting in a value of zero. 

B and C has economic values of 5.46e-3 and 1.32e-3, respectively, 0.5% and 0.1% of the 

total market revenue. 
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Chapter 5 

 

Conclusion 

 

 

In this paper, we model two markets at once to estimate the economic value of artificial 

intelligence related data. The first is the data market where the firm acts as a consumer and 

data providers as a seller. Next, the market and the firm play the role of consumers and 

sellers in the market where the service from trained machine learning model is traded. 

Together, the entire market was modeled using three entities: data providers, the firm and 

the market. There are three main contributions to this study. 

First, we showed that the Banzhaf value is a promising alternative to the Shapley value by 

performing the convergence analysis. The reason why Shapley value required a heavy 

computation is that all of the permutations were considered. Due to the nature of the data 

there is no need to implement such a scheme because single datum is used many times in 

the training of a machine learning model. Therefore, we propose and analyze Banzhaf value 

with less computational complexity while maintaining important properties. In addition, 

Banzhaf value is not normalized so we used regularized Banzhaf value while performing 

comparative analysis with Shapley value. The analysis shows that Banzhaf value has better 

convergence. In both regression and classification tasks, Banzhaf value converged faster 

than Shapley value. Furthermore, we present the possibility of Banzhaf value replacing 

Shapley value in the case of finding the exact values of the actual grouped data, not only 

Monte Carlo approximation.  

Secondly, we proposed an overall data market model that takes fairness and privacy of data 
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into account. This was modeled as a structure that guarantees greater fairness in the data, 

increases total profit in the market and rewards data providers with the risk of personal 

information leakage from the data. We also found the explicit optimal solution in the case 

of binary classification task with numerical examples and constructed four scenarios for 

further analysis. Scenario-specific analysis result show that Banzhaf value is more sensitive 

to Shapley value with respect to data fairness and assigning data value less evenly than 

Shapley value. We can infer that the instability of Shapley value method is the cause for the 

observed phenomenon. 

In addition, while compensation for fair dataset tended to be greater than unfair dataset, 

there was no correlation with the number of data that the firm actually selects. In other 

words, as a result of adding the factors which induce the firm to collect fair data, the firm 

reduced the compensation for the data providers but continued to increase the number of 

data used until a specific performance was achieved. From the data provider's point of view, 

it may be better to collect high-quality data, even if it is unfair, rather than fair but low-

quality data.  

Finally, through the explicit optimization under the assumption of a binary classification 

model, we can assign monetary value of each datum. Only four out of ten samples were 

selected by the firm and were valued at approximately 0.5% of the total market revenue, 

according to the analysis. That is, it can be interpreted that under this research model, the 

firm selects high-quality data and provides a large reward for those data. Therefore, this 

model shows that data providers have no choice but to make efforts to obtain better quality 

data. 

In this study, many assumptions were used to model the market for general artificial 

intelligence models. There are many ways in which this research can be developed. First, 



37 

 

we can analyze the convergence of semi-value and behavior of the model by using real-

world large datasets such as CIFAR and COMPAS. Moreover, we can develop data fairness 

guarantee in the model if existing fairness measures, such as equalizedods, were used. 

Lastly, using game and market theory to further analyze the optimization of the data 

provider's perspective and the market consumer curve will provide a better equilibrium. 

This will be reflected in further research to improve the practicality of this model and ensure 

theoretical verification. 
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국문초록 

 

 
    기계학습이 현재 이론과 실생활 적용 모두에서 발전함에 따라 데이터는 

인공지능 모델을 훈련하고 검증하는 데 중요한 역할을 하고 있다. 한편, 

데이터 교환 시장에서 데이터의 경제성 평가에 대한 연구는 초기 단계이다. 

본 논문의 기여는 두 가지 관점에서 접근할 수 있다. 첫째, 협동 게임 이론의 

개념인 semi-value를 모델 수익 분배 문제에 활용한다. 둘째, 인공지능 모델의 

공정성과 개인정보보호성을 고려한 데이터 제공자, 기업, 시장으로 구성된 

모델을 제안한다. 본 연구에서 Banzhaf 값은 각 데이터의 기여도를 계산할 때 

Shapley 값의 대안이 될 수 있음을 확인하였다. 또한 회사의 수익 극대화 

문제를 모델링하였고, 추가적으로 데이터 예제를 사용하여 이진 분류 모델의 

경우 수치 분석을 제시하였다. 이를 통해, Banzhaf 값은 Shapley 값보다 

데이터의 공정성에 더 민감하다는 것을 확인하였다. 나아가 기업이 고품질 

데이터만을 사용한다는 가정하에 데이터의 공정성과 데이터 제공자의 

개인정보에 대한 보상비용을 달리하는 네 가지 시나리오에서 기업의 행동을 

분석하였다. 기업은 데이터가 공정할수록 데이터 제공자에게 더 큰 수익을 

보장해주었고, 고정비용이 작아질수록 가변비용을 통해서 데이터 제공자에게 

수익을 나눠주는 것을 확인하였다.  

 

주요어: 기계학습, 협동게임이론, semi-value, 데이터 가치, 공정성, 

개인정보보호성 
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