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ABSTRACT

Recently, hardware-based neural networks (HNNs) have emerged since
neuromorphic systems can compute complex data efficiently. Various synaptic
devices and neuron circuits suitable for architectures and learning algorithms have
been researched for high performance in HNNs. Specifically, processing
simultaneously both excitatory (G*) and inhibitory (G) signals transmitted from
synaptic arrays are important to process the computation efficiently and improve
the performance of HNNSs.

In this dissertation, synaptic and neuron devices are proposed for the
neuromorphic system with high density and low power consumption. A positive-
feedback (PF) device simultaneously processing excitatory and inhibitory signals
is used as the neuron device to replace conventional neuron circuits. Owing to the
steep switching characteristics of the PF operation, the PF neuron device can reduce
the energy consumption during processing integration function of neurons. The PF

neuron device is an efficient structure that merges a gated thyristor and a single



MOSFET. By accumulating electrons in an n floating body of the PF neuron device,

the integrate-and-fire operation with steep subthreshold swing (SS < 1 mV/dec) is

experimentally implemented. The electrons accumulated in the n floating body are

discharged by applying inhibitory signals to the merged FET. Moreover, the

threshold voltage (Vi) of the proposed PF neuron with a non-volatile memory

function is controlled by program and ease states in a charge storage layer. The PF

neuron circuit that consumes low energy per a spike (~ 0.62 pJ/spike) consists of

one PF device and only five MOSFETS for the integrate-and-fire function and reset

operation. The dual-gate FET with independent two gates (G1 and G2) is proposed

as the synaptic device. Here, G1 turns on and off the synaptic device, and G2 with

the charge storage layer controls the conductance of the dual-gate FET for synaptic

weights. The range of conductance change of the dual-gate FET is very wide (100

pA~1 pA). In the NOR type array based on the dual-gate FETs, program and erase

operations can be implemented with the Fowler-Nordheim (FN) tunneling

mechanism, resulting in low power consumption during the synaptic weight update.

The sum of current (3.63 pA) of eight individual dual-gate FETs is almost the same

ii



(~ 0.87 %) as the liorar (3.6 pA) of eight dual-gate FETs in the NOR type synapse

array. The variations (o/p) of the quantized synaptic currents in eight synaptic

devices are obtained as 0.023, 0.011, 0.015, and 0.032 for four different synaptic

weight states. The PF neuron circuit and synapse array based on the dual-gate FETs

provide viable solutions for high-density and low-energy neuromorphic systems.

Keywords: neuromorphic system, positive-feedback (PF) neuron device, dual-

gate FET, NOR type synapse array, excitatory/inhibitory signals, hardware-based

neural network.

Student number; 2014-21721
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Chapter 1

Introduction

1.1 Neuromorphic computing

Recently, deep neural networks (DNNs) based on the back-propagation (BP)
algorithm have shown excellent performance in many areas including object
recognition, internet of things (IoT), autonomous driving, and translation [1]-[6].
The state-of the-art architectures of DNNs include recurrent neural networks
(RNNs), generative adversarial networks (GANs) and convolutional neural
networks (CNNs). However, to find the optimal weights in DNN based on BP, the
vector-to-vector matrix multiplication (VMM) of forward propagation (FP) and BP
occupies a large part in the computational task. To solve these problems, many
research groups have investigated hardware-based neural networks (HNNs) [7]-[9].
Hardware-based neural networks (HNNs) can easily implement VMM as the
current of the synapse array, which is the product of the input voltage and

conductance. HNNSs are basically composed of synapse array and neuron circuits as



shown in Fig. 1.1. When input signals are applied to the synapse array, the sum of
the currents reflecting the synaptic weights is transmitted to neuron circuits. Neuron
circuits perform an integrate-and-fire operation, generating an output signal to the
next synaptic array. In hardware-based neural networks, the characteristics of
synaptic devices and the stability of neural circuits are very important. Therefore,
many research groups have developed various synaptic devices and neuron circuits
to implement neuromorphic systems for HNNs [10]-[34]. Next, we describe
emerging devices as synaptic devices and the requirements of synaptic devices. And,
we investigate neuron devices to replace a membrane capacitor of neuron circuit

and reduce low energy consumption.
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1.1.1 Synaptic devices

Recently, resistive random access memory (RRAM), phase change random
access memory (PCRAM), magnetic random access memory (MRAM),
ferroelectric material-based devices, and FET-based devices with memory
functions are emerged as synaptic devices [10]-[19]. These synaptic devices require
high scalability, high reliability, low current in sum and update of synaptic weights,
and CMOS compatible technology for neuromorphic systems [18], [19]. The high
density of synapse array is very important because large-scale neural networks are
composed of thousands or tens of thousands of synaptic devices. Also, the retention
characteristics and reproducibility of memory functions in the synaptic devices are
important because the conductance change of the synaptic devices with memory
function represents the weight of synapses. And, a low current of the synaptic
devices is required to prevent fan-in and fan-out in the neuromorphic systems. The
synaptic devices should be CMOS compatible because synapse arrays are
manufactured with peripheral circuits including neuron circuits. The synapse array

is composed of a pair of synaptic devices to improve the performance of HNN, and



the pair of synapses is G* (excitatory synapse) and G~ (inhibitory synapse),
respectively [9], [17]. The excitatory and inhibitory signals reflecting the synaptic

weights are transmitted to the neuron circuit.



1.1.2 Neuron devices

Conventional neuron circuits consist of a membrane capacitor (= 0.1 pF) and
many transistors (= 11 MOSFETs) to implement the integrate-and-fire function as
shown in Fig. 1.2 [19]-[21]. In the neuron circuits, processing excitatory and
inhibitory signals simultaneously can reduce memory usage and simplify the
peripheral circuitry. The size of the membrane capacitor is 100 um? when a
capacitance of the membrane capacitor is 0.5 pF in 0.35 um CMOS technology [21].
In a 400-128-10 sized HNN composed of a synaptic array, current mirror circuits,
and neuron circuits, neuron circuits consume 415.3 W, which is about 33.48% of
the total power consumption [22]. Most of the power is consumed by the leakage
or generation of output spikes. To solve the problems, memristor-based [23-28] and
FET-based neuron devices [29-34] with memory functionalities have been
researched to implement the integrate-and-fire function of neurons. Memristor-
based neuron devices with memory functionalities are used to replace membrane
capacitors in neuron circuits, and the structure of memristors with two-terminals is

the advantage of high density compared to membrane capacitors and FET-based



neuronal devices. However, generation of output spikes requires infinite endurance
of neuron devices during integrate-and-fire operation. Existing memristor-based
neuron devices are being studied to improve endurance to generate output spikes
[25], [26]. Also, memristor-based neuron devices require a differential amplifier to
compare the resistance of the memristor to a reference resistance, and a reset circuit
to reset the memristor after generating the output spike [27], [28]. On the other hand,
existing FET-based neuron devices can process only one type of synaptic signals or
signals transmitted from excitatory and inhibitory of synapses (G' and G")
sequentially [29]-[34]. So, FET-based neuron devices processing only one type of
signals should be paired for processing excitatory and inhibitory signals, and
require additional circuits in the neural networks. In neuron devices that process
signals transmitted from excitatory and inhibitory synapses sequentially, the
computing and inferencing speeds can also be slower than conventional neuron
circuits. It is also difficult for the reported neuron devices to control the threshold
voltage to reduce variations of the neuron devices. Thus, synaptic and neuron

devices with high density and low power consumption should be developed for



neuromorphic systems.
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Fig. 1.2. Conventional neuron circuit composed of a membrane, a refractory

capacitor and a comparator [21].



1.2 Purpose of research

We propose a neuron device with steep switching characteristics using positive
feedback (PF) [35] and a dual-gate FET consisting of independent two gates as a
synaptic device. Here, a neuron circuit based on the PF device and a synaptic array
based on the dual-gate FETs were fabricated on the same wafer. We investigate the
integrate-and-fire function by considering excitatory and inhibitory signals
simultaneously. By accumulating (or discharging) electrons into an » floating body,
the PF neuron device can implement an integrate-and-fire function of neurons. The
PF neuron device with steep switching characteristics can replace a large membrane
capacitor and a comparator in conventional neuron circuits. Moreover, a threshold
voltage (Vi) of the PF neuron device is changed by program and erase state of a
charge storage layer, thereby adjusting the threshold of neurons in neural networks.
The threshold tuning ability of neuron circuits can alleviate the degradation of
recognition rate by device variations in neural networks. In NOR type synaptic
array based on the dual-gate FETs, selective program and erase operation with

Fowler-Nordheim (FN) tunneling mechanism in the charge storage layer can be



implemented by using the independent two gates.

; A2 of &



1.3 Dissertation outline

Based on the above description, this work mainly focuses on the PF neuron

device processing simultaneously excitatory and inhibitory signals and the synaptic

array based on the dual-gate FET. The remainder of this dissertation is organized as

follows. In Chapter 2, the device structure of the PF neuron device is described and

the integrate-and-fire operation of the PF neuron device with excitatory and

inhibitory signals is explained. Also, the threshold voltage controllability of the PF

neuron device with non-volatile memory function is explained. In Chapter 3, the

dual-gate FET fabricated with the PF neuron device on the same wafer are proposed

and investigated as a synaptic device. In Chapter 4, a NOR type synaptic array based

on the dual-gate FET is described with the selective program and erase operation,

and the VMM operation performed by the 8x4 NOR type synaptic array is

explained. In Chapter 5, concludes this dissertation with a summary.
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Chapter 2

Neuron device

2.1 Device structure

The nervous system of the brain consists of excitatory and inhibitory synapses.
Biological neurons integrate signals transmitted from excitatory and inhibitory
synapses, firing spikes to next synapses. Even in neuromorphic systems, it is very
important to simultaneously process excitatory and inhibitory signals in neuron
circuits to improve the performance of neural networks.

Fig. 2.1 (a) and (b) show 3-D schematic and top views of the proposed PF
neuron device, respectively. A structure of the PF neuron device is an efficient
structure that merges one FET and a gated PNPN-junction diode. The PF neuron
device is consisting of a drain, a cathode, an anode, and three gates (G1, G2, and
G3). A gate insulating material of G1 and G1 is a silicon oxide layer (Si02). A gate
stack of G3 consists of a tunneling oxide layer (Si0y), a charge storage layer (Si3N4),

and a blocking oxide layer (Si02). G1 receives excitatory signals transmitted from

12



the pre-synapse array, which charges electrons in the floating n-body region to
perform the integrate-and-fire operation of the neuron. On the other hand, G2
receives inhibitory signals transmitted from the pre-synapse array, which discharges
electrons in the floating n-body region to inhibit the integrate-and-fire operation of
the neuron. G3 can modulate an initial potential of the n-body region. As a bias
applied to G3 (Vg3) increases, more electrons charged in the n-body region are
required for the integrate-and-fire operation. Also, the initial potential of the n-body
region is modulated by the amount of charges in the charge storage layer of the
dual-gate FET. By applying the bias or program/erase pulses to G3 with the charge
storage layer, the threshold voltage (Vi) of the PF neuron device can be controlled.
And, Fig. 2.2 shows a TEM image of the fabricated PF neuron device. The
thicknesses of the gate oxide of G1 (7,x) and the SiO2/Si13N4/SiO> stack of G3 are
10 nm and 3/6/9 nm, respectively. The thickness of Si body (7si) and the channel
width (W), n-body length (L.), and p-body length (L) are 100 nm, 1 um, 1.1 pm,
and 0.7 pm, respectively. Doping concentrations of p and n-body are 1x10'® cm-3

and 2x10'7 cm™, respectively.

13
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Fig. 2.1. 3-D schematic and top views of the PF neuron device.
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2.2 Device fabrication

The PF neuron device is fabricated on a 6-inch SOI wafer with 9 masks and
conventional CMOS process technology. The used masks are Si channel define (1),
p-body implantation (2°), n-body implantation (3™¢), G1 formation (4"), G2
formation (5™), cathode/drain implantation (6), anode implantation (7™) contact
hole (8™), and metal line formation (9™).

The main fabrication process diagrams and detailed steps are shown in Fig. 2.3,
respectively. Fig 2.3 (a) shows the schematic cross-sectional views of the key
fabrication process steps, and Fig 2.3 (b) shows the process flow of the fabrication
of the PF neuron device.

After cleaning process, which include sulfuric peroxide mixture (SPM),
ammonium hydroxide-hydrogen peroxide mixture (APM), hydrochloric acid-
hydrogen peroxide-water mixture (HPM), and diluted hydrogen fluoride (DHF), a
100-nm-thick Si active layer was patterned (1% mask) by a SS03A9 photoresist (PR).
A 10-nm-thick sacrificial SiO; layer was deposited by a low-pressure chemical

vapor deposition (LPCVD). A boron and phosphorus ion implantation was

16



performed for p-body and n-body doping using 2" and 3™ mask, respectively. After
the sacrificial SiO; layer was removed by wet etching in 100:1 DHF, a SiO> layer
is thermally grown as gate oxide by dry oxidation process at 950 °C. Then, a layer
of in situ n*-doped poly-Si was deposited and patterned as G1 and G2 (4™ mask). A
layer of tunneling oxide layer/charge storage layer/blocking oxide layer
(S102/S13N4/S102) stack was deposited by the LPCVD process at 780 °C, after
which the layer of in situ n"-doped poly-Si was deposited as a G3. After the G3 is
defined by the photolithography (5" mask) and etching the n*-doped poly-Si using
the RIE process, ion implantation by As” ions with a dose of 2 x 10'> cm™ and
energy of 40 keV is performed to form the cathode/drain (6™ mask). And, ion
implantation by BF," ions with a dose of 2 x 10" ¢cm™ and energy of 40 keV is
performed to form the anode (7" mask). This is followed by rapid thermal annealing
(RTA) at a temperature of 1000 °C for 10 sec for activation and diffusion of
implanted ions. After tetraethyl orthosilicate (TEOS) was deposited by a plasma-
enhanced CVD (PECVD) process, contact holes for the G1, G2, G3, cathode, drain,

and anode were formed (8" mask) by RIE process. Subsequently,
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Ti/TiN/Aluminum (Al)/TiN electrodes were formed by sputtering process and were
then patterned (9" mask). Then, hydrogen (Hz) annealing at 350 °C for 10 min was
performed to improve the contact and interface property. The PF neuron device was
fabricated with conventional CMOS on the same SOI wafer.

Most of the processes were carried out using the equipment in Inter-University
Semiconductor Research Center (ISRC) located in Seoul National University
(SNU), Seoul, Korea, and in situ n*-doped poly-Si layer was deposited by using the

equipment of National NanoFab Center (NNFC) located in Daejeon, Korea.
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Fig. 2.3. (a) The cross-sectional views and (b) the process flow of the key

fabrication process steps for the PF neuron device.
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2.3 Integrate-and-fire operation as a neuron device

The proposed PF neuron device performs the integrate-and-fire operation
while simultaneously receiving excitatory and inhibitory signals. The integrate-and-
fire operation is implemented by the PF mechanism in the floating body of the PF
neuron device. To analyze the PF mechanism of the PF neuron device in detail, the
integrate-and-fire operation is investigated by G1, G2, and G3.

First, Fig. 2.4 (a) shows a part of the PF neuron device to investigate the device
operation by G1. Fig. 2.4 (b) shows the energy band diagram cut along the anode
to the cathode in a PF neuron device to illustrate the PF mechanism. As Vg
increases, an electron-injection barrier (V1) below G1 decreases (D) and as a result,
electrons from n" cathode accumulate in the n-body region (). As the injected
electrons increase, a hole-injection barrier (74) in the n-body region decreases ().
Then, holes from the p* anode are easily injected into the p-body region below G1,
which further decreases the height of Ve by the injected holes (@). The repeated
positive feedback operation ((D-@) in the floating p-/n-bodies enables steep

switching characteristics of the PF neuron device. Since accumulating charges in

20



the n-body region is accelerated as Vg1 increases, the excitatory signals are

transmitted to G1.

Second, Fig. 2.5 (a) and (b) show a top view and an energy band diagram cut

along the drain from the cathode in the PF neuron device to investigate the device

operation by G2. As Vg, increases, an electron injection barrier (Ve2) to the drain

decreases. Electrons accumulated in the n-body region can escape to the drain

depending on the Vg as shown in Fig. 2.5 (b), which means that G2 prevents

charges from accumulating in the n-body region. Note that in the inhibitory

operation, the n-body region acts as the source of a MOSFET. By accumulating and

discharging electrons in the n-body region, of the PF neuron device can implement

the integrate-and-fire operation processing the excitatory and inhibitory signals

simultaneously. When the PF neuron device turns off, the amount of electrons

accumulated in the n-body region decreases over time due to recombination of

electrons and holes. The decrease of electrons means a leaky integration, and is

related to a retention time, which can be controlled by G3 as a long term [32], [36].

Third, the initial V4 is modulated by Vg3 as shown in Fig. 3 (¢), which means
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that more electrons accumulated in the n-body region are required for PF operation.

Thus, Vg3 controls the Vi, of the PF neuron device. Also, the V4, can be controlled

by the amount of charges in the charge storage layer (Si3N4). The Vi of the PF

neuron device, adjusted by the amount of charges in the charge storage layer, has a

non-volatile memory function.
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Fig. 2.4. (a) A top view of the PF neuron device with G1. (b) An energy band

diagram from the cathode to the anode in the PF neuron device.
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Fig. 2.5. (a) A top view of the PF neuron device with G1 and G2. (b) An energy

band diagram from the cathode to the drain in the PF neuron device.
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Fig. 2.6. (a) A top view of the PF neuron device with G1, G2, and G3. (b) An energy

band diagram cut along the drain from the cathode in the PF neuron device.
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2.4 Device operation with excitatory and inhibitory signals

2.4.1 DC I-V characteristics

Fig. 2.7 (a) and (b) show measured /a-VG1 and Ip-VGi1 curves of the PF neuron
device as a parameter of Vg, respectively, As Vg1 increases at a Vg of 0V, Ia
rapidly increases due to the PF operation. The subthreshold swing (SS) of the PF
neuron device is very steep (< 1 mV/dec) as shown in Fig. 2.7 (a). After the PF
operation, /s of the PF neuron device is constant because the constant diode current
flows from the anode to the cathode region at a fixed V'a. When Ip is higher than /a
by increasing Vs> just before the PF action of electrons and holes in the floating p-
/n-bodies occurs, the Vi of the PF neuron device increases by preventing electrons
from accumulating in the n-body region. Fig. 2.8 (a) and (b) show measured /a-Va2
and Ip-Va2 curves of the PF neuron device as a parameter of Vg1, respectively.
Although Va; increases, Ia and Ip are off-state at a Vg1 of 0 V. As Vg2 increases at
Vi of 0.4 V, Ip increases and /a decreases. Electrons accumulated in the n-body
region are discharged to the drain at high Vg2 of 1 V. When the PF neuron device

turns on at a V1 of 0.5 V, the energy band of the PF neuron device is nearly flat.
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By increasing V2, electrons accumulated in the #-body region go to the drain. Then,
the Vh of the n-body region increases. As a result, /o rapidly decreases by
suppressing the PF operation. At the same time, /p instantaneously increases a large
amount of current flowing to the drain. Then, the /p decreases by the increased Ve,
which shows a negative resistance at a Vg1 of 0.5 V as shown in Fig. 2.8 (b). Since
a reverse bias is applied between the p™ anode and n* drain at the Vp of 1.5 V and

the Va of 1V, current cannot flow from the anode to drain.
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Fig. 2.7. Measured anode current versus gatel voltage and (b) drain current versus

gatel voltage curves of the PF neuron device as a parameter of Vg, respectively.
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Fig. 2.8. Measured anode current versus gate2 voltage and (b) drain current versus

gate2 voltage curves of the PF neuron device as a parameter of Vg1, respectively.
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2.4.2 Vw variation and controllability

Fig. 2.9 (a) and (b) show measured /a-VGi curves of the PF neuron device as
parameters of V3 and program/erase (PGM/ERS) operation, respectively. As Vg3
increases, the hole-injection barrier (74,) in the n-body region increases, and the Vin
of the PF neuron device increases as show in Fig. 2.9 (a). When program pulses
(Vg3 of 9V and tpgm of 100 ps) are applied to the G3 to store electrons in the charge
storage layer, the Vi of the PF neuron device decreases due to decreasing Vi the n-
body region. Conversely, the Vi of the PF neuron device increases by applying
erase pulses (Vg3 of - 8.5 V and fgrs of 1 ms) to the G3 gate as shown in Fig. 2.9
(b). Fig. 2.9 (¢) shows the Vi, retention of the PF neuron device in program (solid
circle symbols) and erase (solid square symbols) states. The PF neuron device
maintains the non-volatile of two Vs. It is confirmed that the Vi of the PF neuron
device is well maintained in the high (erase) and low (program) states with the non-
volatile function until a time of 10* seconds. The variation of the hardware systems,
such as conductance of synaptic devices and the Vi of neuron circuits, can affect

the target spike rates of neurons, which can degrade the performance of HNNs [37],

29



[38]. In order to improve the performance of the neural networks, it is important to

minimize the Vi variation by adjusting the Vi of the neuron circuit. The method of

selectively supplying different voltages to each neuron circuit to reduce the Vi

variation is very inefficient and practically impossible in large area neural networks

consisting of hundreds of neuron circuits. Therefore, the Vi of neuron circuits

should have a non-volatile memory function and be selectively adjusted by program

and erase pulses. This characteristics are very efficient and essential in terms of the

size, power consumption and performance of neural networks.

Fig. 2.9 (d) shows the number of dies showing V' difference of two PF neuron

devices on the same die. The Vi, difference of two PF neuron devices on the same

die is less than 0.04 V. By adjusting the Vi, of the PF neuron using Va3 control or

program/erase operations in the charge storage layer, the Vi variation of the PF

neuron devices can be reduced. Fig. 2.10 (a) shows the measured /a-VG1 of 10 PF

neuron devices with the Vi, variation on the same wafer. And, the Vi variation in

10 PF neuron devices can be tuned by applying program and erase pulses to G3 as

shown in Fig. 2.10 (b). Also, the threshold tuning ability enables to mimic a

30



homeostasis function of biological neurons, which is essential in spiking neural

networks (SNNs) based on spike-timing-dependence-plasticity (STDP) to improve

the recognition rate [37], [38].

31



la (A)

107
108

10°

10-10

0

(C) 0.65

Vin (V)

0.60

0.55

0.50

0.45

0.40

0.35

T r r r 10" T r r
Tono = 3/6/9 nm (b) ™ | Vouse - Veow =9 V. tocy = 100 s
T =10nm 10 Vegrs = -85V, tggg =1 ms
I 1 Frono = 3/6/9nm ,
Vg2 =0.0V T, = 10n
FV, =15V 10k #of pulse
V, =1.0V — Program Erase
AT ——-06V{Z 47l —%—(0 —8—0
——-04V] _« ——1 —e—1
s —A— 0.2V sl Vo=15V ——2 —A—2
—v— 0.0V 107k, =10V *‘io_'“j’
—— 0.2V Vg3 =0V
3 107 G3 4 —45
—<+— 05V ¥ >— 10!
' ' . 10710 g
0 02 04 06 08 10 00 02 04 06 08 10
Vg, (V
G1 ( ) 0 VGl (V)
High state (Vi) @ 2sF M The number of die as AV,,
| —e— Low state (V) i 2461 : [Jintial v, :
—l—lg ~—
&* 2f [JTuned av, 3
i 1.2 20f ]
Vp=15V E 18F AV, : Different V, between 7
- V,=10Vv 1 © 12 [ | PF devices in the same die ]
— 1 -
Vg =0V 8 12 | .
i Ve,=0V 1 g 10} ]
S 8K h
Lo oo o o] < 6f ]
4 K p
2H ]
ul L L ul ul 0 '_I
1 10 100 1000 10000 0.00 0.02 0.04
Time (s) AV, (V)

PF neuron devices on the same die.

32
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2.4.3 Transient characteristics

Fig. 2.11 (a) and (b) show measured step pulse and pulse transients of the PF

neuron device as a parameter of Vgi, respectively. The amount of electrons that

accumulate in the n-body region increases over time as Vg1 increases. As a result,

the turn-on time (zon) of the PF neuron device is shorter as shown in Fig. 2.11 (a).

In pulse transients of the PF neuron device, width (#puise), rise time (Zise), and fall

time (#fan1) of pules applied to G1 of the PF neuron device are 1 ps, 500 ns, and 500

ns, respectively. The PF neuron device turns on at fewer pulses as Vg increases.

Fig. 2.12 (a) and (b) show measured /-f plot of the PF neuron device as parameters

of V2 and Vs, respectively. As Vo increases, the amount of electrons that

discharge from the n-body region to the drain increases over time. So the fon the PF

neuron device is longer at high Vs> as shown in Fig. 2.12 (a). Increasing Vg3

positively deepens the potential well, /'y of the n-body region in the PF neuron

device. Since more electrons should be accumulated in the n-body region for fire,

the fon of the PF neuron device is longer as shown in Fig. 2.12 (b). Fig. 2.13 (a) and

(b) show the fons of the PF neuron device for integrate-and-fire function as
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parameters of Vg1 and V2, respectively. Though high Vg is applied to the PF neuron

device, a turn-on time delay (Z4clay) of the PF neuron device happens in PF operation

[39]. The fon is considered with the fdelay 0of 500 ns. The t,n become exponentially

short as Vg1 increases because the amount of electrons accumulated in the n-body

region increases exponentially. Conversely, the fon to long exponentially as Ve

increases because the amount of electrons accumulated in the r-body region

decreases exponentially.
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Fig. 2.11. Measured anode current versus time plots of the PF neuron device for IF
function as a parameter of V1. (a) step and (b) pulse transient. Here, #uise, frise and

trann are 1 ps, 500 ns and 500 ns, respectively.
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2.5 Neuron circuit

2.5.1 Neuron circuit based on PF neuron device

Fig. 2.14 shows a neuron circuit that consists of the proposed PF neuron device,

one invertor, and p/nMOSFETs. The PF neuron device is represented by two

nMOSFET (Mgxc and Mian) and one diode. Excitatory and inhibitory signals (/gxc

and /mn) from synaptic arrays are reflected in G1 and G2, respectively. When Mgr

and Mexc have the same Vi, [exc is linear with a current flowing through the Mgxc

because operation of the Mexc as a current mirror to /gxc. Just after the PF neuron

device turns on, Voue become high state by the invertor, and VA becomes 0 V by M.

Electrons accumulated in the n-body region are discharged at the VA of 0 V, and the

PF neuron device resets. Then, V'a becomes high state by the M> at Vg1 of 0 V. Also,

a current flowing through the M to the drain is determined by /in. When Zin 1s

reflected in G2, electrons accumulated in the n-body region are drained by Minn. Fig.

2.15 (a) and (b) show simulated V-¢ plots of the PF neuron circuit as parameters of

Vi1 and Vigo. The PF neuron circuit was simulated using a mixed-mode option in a

TCAD simulator (Sentaurus) of Synopsys. By using the TCAD simulation, IF and
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reset operations in the PF neuron circuit are confirmed at Vp of 1.5 V and Vpp of

1.1V, respectively. By increasing the amplitude of Vg1 pulses, spike rate of the PF

neuron circuit increases at a fixed Vg of 0.5 V as shown in Fig. 2.15 (a). By

decreasing Vg, fire rate of the PF neuron circuit increases at a fixed amplitude (0.48

V) of Vi1 pulses.

Fig. 2.16 shows a top view of the fabricated neuron circuit that consists of the

proposed PF neuron device, p/nMOSFETSs, and one invertor. Due to steep switching

characteristics of the PF neuron device, Vour of the PF neuron circuit abruptly

changes to high and low states as V1 increases and decreases as shown in Fig. 2.17.

Fig. 2.18 shows the measured pulse transients of the PF neuron circuit as a

parameter of V1. As Vi increases, fon 0f the PF neuron circuit is faster. When Vou

become the high state, M1 turns on, and Va of the PF neuron device is 0 V. When

VGi 1s applied to G1 at Va of 0 V, the accumulated electrons and holes in the p-/n-

body regions are discharged. It is demonstrated that the proposed PF neuron circuit

can implement the integrate-and-fire function and the reset operation as shown in

Fig. 2. 18 (b).
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synapses are applied to G1 and G2, respectively.
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V, respectively.
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2.5.2 Energy consumption

Fig. 2.19 shows circuit diagrams and simulated /-7 plots for the comparison of
energy consumption (J/spike) between the PF neuron circuit and a conventional
neuron circuit, respectively [22]. The conventional neuron circuit consists of
capacitors (membrane and refractory) and minimum number of FETs to mimic
integrate-and-fire function of neurons. M is used to fully discharge the input node
of the invertor, and Mreser is used to reset the membrane potential. In conventional
neuron circuit, the current transmitted from synaptic devices flows into the
membrane capacitor (Cmem), and a membrane potential (Vmem) changes. When the
Vmem €xceeds the Vi of the neuron circuit, the neuron circuit turns on and generates
an output spike. Until the Vmem exceeds the Vi of the neuron circuit during the
integration function, a leakage current flows in the neuron circuit by the relatively
slower SS (> 60 mV/dec) of conventional CMOS, which affects the total energy
consumption of neuromorphic systems as shown in Fig. 2.19 (a). On the other hand,
low leakage current (< 1 nA) flows in the PF neuron circuit before the PF neuron

device with steep switching characteristics (SS < 1 mv/dec) turns on. Thus, the
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current in the PF neuron circuit flows only whenever the state of Vou changes by

the fire and reset operations as shown in Fig 2.19 (b). Energy consumption of the

proposed PF neuron circuit is about 0.62 pJ/spike, which is reduced by about 10

times compared to the conventional neuron circuit (~6.14 pJ/spike).
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Chapter 3

Synaptic device

3.1 Device structure

Fig. 3.1 and 3.2 show a cross-section view and an SEM image of a synaptic
device, respectively. The structure of the synaptic device is a dual-gate FET that
consists of a gatel (G1) with a gate oxide layer (SiO7) and a gate2 (G2) with a gate
insulator stack (Si02/S13N4/Si02). The thicknesses of the gate oxide and
S10,/S13N4/S10; stack are 10 nm and 3/6/9 nm, respectively. The length of G1, G2,
and the thickness of Si body (7si) are 0.6 pum, 0.6 um, and 100 nm, respectively.
Doping concentration of a channel region are 1x10'® cm?. In the dual-gate FET, G1
is the role of a switch to turn on the synaptic device, and an input voltage is applied
to G1. On the other hand, G2 of the dual-gate FET controls conductance of the
synaptic device because channel resistance of the dual-gate FET changes by Vi
and amount of charges in the charge storage layer. Thus, in the dual-gate FET, G1

determines on and off states of the synaptic device, and G2 controls a synaptic
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weight as conductance changes. The dual-gate FET implements a wide range of
conductance changes, and can completely turn off the synaptic device when the
input voltage is not applied to G1. Also, the dual-get FET is compatible with
conventional CMOS technology, and can be fabricated with conventional CMOS

and mentioned PF neuron device on the same SOI wafer in Chapter 2.
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Fig. 3.1. (a) A pulse-width modulation (PWM) circuit designed with the assumption
of n-type GSDs. (b) Voltage pulses (Vins) with different pulse widths modulated by

the PWM circuit. (c) Synaptic currents corresponding the modulated voltage pulses.
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Fig. 3.2. a SEM image of the fabricated dual-gate FETs

51




3.2 Device fabrication

The dual-gate FET is fabricated on a 6-inch SOI wafer with 7 masks and
conventional CMOS process technology. The used masks are Si channel define (1),
channel implantation (2"¥), G1 formation (3"%), G2 formation (4™, source/drain
formation (5™), contact hole (6™), and metal line formation (7).

The main fabrication process diagrams and detailed steps are shown in the Fig.
3.2 (a) and (b), respectively. Fig. 3.2 (a) shows the schematic cross-sectional views
of the key fabrication process steps, and Fig. 3.2 (b) shows the process flow of the
fabrication of the dual-gate FET.

After cleaning process, which include sulfuric peroxide mixture (SPM),
ammonium hydroxide-hydrogen peroxide mixture (APM), hydrochloric acid-
hydrogen peroxide-water mixture (HPM), and diluted hydrogen fluoride (DHF), a
100-nm-thick Si active layer was patterned (15 mask) by a SS03A9 photoresist (PR).
A 10-nm-thick sacrificial SiO; layer was deposited by a low-pressure chemical
vapor deposition (LPCVD). A boron ion implantation was performed for channel

doping using 2" mask. After the sacrificial SiOa layer was removed by wet etching
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in 100:1 DHF, a SiO layer is thermally grown as gate oxide by dry oxidation
process at 950 °C. Then, a layer of in situ n"-doped poly-Si was deposited and
patterned as G1 (3" mask). A layer of tunneling oxide/charge storage layer/blocking
oxide (S102/S13N4/Si0») stack was deposited by a LPCVD process at 780 °C, after
which a layer of n*-doped poly-Si was deposited as a G2. After the G2 is defined
by the photolithography (4" mask) and etching the n*-doped poly-Si using the RIE
process, ion implantation by As" ions with a dose of 2 x 10'> cm™ and energy of 40
keV is performed to form the source/drain. This is followed by rapid thermal
annealing (RTA) at a temperature of 1000 °C for 10 sec for activation and diffusion
of implanted ions. After tetraethyl orthosilicate (TEOS) was deposited by a plasma-
enhanced CVD (PECVD) process, contact holes for the G1, G2, sources, drains
were formed (6 mask) by RIE process. Subsequently, Ti/TiN/Aluminum (Al)/TiN
electrodes were formed by sputtering process and were then patterned (7" mask).
Then, hydrogen (H>) annealing at 350 °C for 10 min was performed to improve the
contact and interface property. The dual-gate FET was fabricated with conventional

CMOS and mentioned PF neuron device on the same SOI wafer.
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Most of the processes were carried out using the equipment in Inter-University

Semiconductor Research Center (ISRC) located in Seoul National University

(SNU), Seoul, Korea, and in situ n*-doped poly-Si layer was deposited by using the

equipment of National NanoFab Center (NNFC) located in Daejeon, Korea.
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Back end process

Fig. 3.3. (a) The schematic cross-sectional views of the key fabrication process

steps. (b) The process flow of the fabrication of the dual-gate FET.
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3.3 Device characteristics

The direct current (DC) I-V characteristics of the fabricated dual-gate FETs

were measured by using a semiconductor parameter analyzer (B1500A, Keysight)

and cascade probe station.

Fig. 3.4 (a) shows a schematic view of the device operation by each G1 and G2

in the dual-gate FET. Fig. 3.4 (b) shows the measured Ip-VG1 curves of the dual-

gate FET as a parameter of Vg2 at V'p of 1 V. Here, the width of gates (W) and the

length of G1 and G2 of the dual-gate FET are 1 um, 1 pm and 0.6 pm, respectively.

Since the dual-gate FET turns on by G1 at a fixed Va2, a threshold voltage (V) of

Ip-VaGi1 curves is constant as shown in Fig 3.4 (b). When the channel region under

G1 is in a strong inversion state at a high Vg1 above a threshold voltage (Vin), the

channel resistance under G2 is the most dominant in the dual-gate FET. Even if Vi

increases at the fixed Vo, Ip is constant. As Vg increases at a high Vg1 of 2V, Ip

increases due to the decrease of the channel resistance under G2 as shown in Fig

3.4 (b). Thus, Vi of the transfer curves is determined by G1, and on-current (/p) of

the device is controlled by G2 as shown in Fig. 3.4 (a). Fig. 3.5 shows the measured
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Ip-Vp curves as a parameter of Vi, at the fixed Vg1 of 2 V. When Vb is over than

0.5 Vand Vg is less than 2 'V, Ip saturates. As Vg2 increases at the fixed Vg1 of 2V,

Ipsat increases. It is very important that the current of the device saturates with the

drain and gate voltages in the synaptic array. The gate and drain voltages applied to

each device in the synaptic array can be changed due to problems such as noise at

the input terminals and a voltage drop between devices by the resistance of the metal

lines in the synaptic array. Even if synaptic weights are stored as accurate values in

each synaptic device through software learning, the problems cause errors in the

sum of synaptic weights, which degrades the target recognition rate of neural

networks.

Fig. 3.6 (a) and (b) show the measured /p-VG1 curves of the dual-gate FET with

L2 0f 0.6 um and 1 pum, respectively. /p of the dual-gate FET with Lg of 0.6 um is

higher than that of the dual-gate FET with Lg> of 1 um at the same Vqo. Fig. 3.7

shows the measured /p-Vp curves of the dual-gate FET according to the position of

G2 that controls the conductance change. Fig. 3.7 (a) and (b) are the measurement

results of the dual-gate FET where G2 is adjacent to the drain or source region,
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respectively. In both cases, /p saturates as Vp increases at the fixed Vg1 and Vg, and

Ipsat increase as Vg2 increases at Vg of 2 V.

o8



r p-: 1x108 cm=3

Source Drain

p-

=

» Switch (WL) in
read operation

« Conductance change (Vg, or program/erase
operation) -> Synaptic weight update

10-4 I L] L] T
10°f Vg, =0~2V (A0.1V)
10°F L =06 um
107 f L, = 1.0 pm
< e | Ve
£ 10°F 0
10-10
10-11 |
1012 f 7 J'/
10-13 1 1
-2 -1 0 1 2 3

Fig. 3.4. (a) Device characteristics of the dual-gate FET using G1 (switch in read
operation) and G2 (conductance change). (b) Measured Ip-VGi curve of the dual-

gate FET as a parameter of Voo.
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Fig. 3.5. Measured Ip-Vp curves of the dual-gate FET as a parameter of Vg at Vi

of 2 V.
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Fig. 3.6. Measured Ip-Vg1 curve of the dual-gate FET with L2 of (a) 0.6 um and (b)

1 um as a parameter of Vao.
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Fig. 3.7. Measured Ip-Vp curves of the dual-gate FET according to the position of

G2 that is adjacent to the drain (a) and source (b) region.
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3.4 Device operation as a synaptic device

To represent the learned weights of excitatory and inhibitory synapses, the
synaptic devices with a memory function are needed. In the hardware-based
neuromorphic systems, the synaptic memory function requires non-volatile
memory characteristics and high reproducibility in repetitive potentiation and
depression behavior. Also, synaptic devices with low power consumption are
required during synaptic weight update. In the dual-gate FET, the SiO2/Si3N4/SiO>
gate stack with the charge storage layer is used as a gate dielectric of G2 to change
the conductance of the synaptic device. The thickness of tunneling oxide layer,
charge storage layer, and blocking oxide layer is 3 nm, 6 nm, and 9 nm, respectively.
The program and erase operations in the charge storage layer of the dual-gate FET
are performed through direct tunneling and Fowler-Nordheim (FN) tunneling
mechanism. After the program and erase operations, the channel resistance is
changed by amount of charges stored in the charge storage layer. Fig. 3.8 (a) and
(b) show the measured /p-Vgi curves of the dual-gate FET as the number of erase

and program pules, respectively. Here, the width (¢grs) and amplitude (Vers) of
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erase pulses are 1 ms and — 8.5 V, respectively. The width (tpgm) and amplitude

(Vpom) of program pulses are 100 ps and 5.5 V, respectively. As number of erase

pulses applied to G2 increases, /Ip increases at Vg2 of 0 V as shown in Fig. 3.8 (a).

Otherwise, as number of program pulses applied to G2 increases, Ip decreases at

VG2 of 0 V as shown in Fig. 3.8 (b). The Vin of the Ip-VG1 curves are always constant

after program and erase operations in the dual-gate FET. Thus, the charges stored

in the charge storage layer by the program and the erase pulses applied to G2 only

affect the channel resistance under G2. To evaluate the dual-gate FET as the

synaptic device, the long-term potentiation (LTP) and depression (LTD)

characteristics of a dual-gate FET are analyzed as shown in Fig. 3.9. According to

number of program and erase pulses, /p of the dual-gate FET is measured at V1 of

3V, Va2 0f0V,and Vp of 1 V. Here, erase pulses (Vers of -9.5 V and zgrs of 1 ms)

and program pulses (Vpom of 6.5 V and tpgm of 100 ps) are applied to G2. Here,

Vers and ters of erase pulses are — 9.5 V and 1 ms, respectively. Vegm and tpgm of

program pulses are 6.5 V and 100 ps, respectively. As the number of erase pulses

increases, the conductance of LTP increases linearly. On the other hand, as the

64



number of program pulses increases, the conductance of LTD decreases abruptly.
Considering that the dual-gate FET is in subthreshold region by G2, a synaptic
current (Zsyanpse) 18

Isynapse = IGZ,sub- (1)
Subthreshold current (Zsup) of a conventional MOSFET is

Teub = Hess % (m—1) (’;_T)zeq(vgs—vt)/ka(l _ e—qus/kT)' )
The relationship between Isyanpse and V2 can be obtained by using equation (1) and
),

Lsynapse = lg2,sup < exp(|Vg2|)- (3)
The effective Va2 can be regarded as trap charge (Quwap) with relation of

Qtrap = Coxide X Viz,eff- 4)
By FN tunneling mechanism during the erase operation in the dual-gate FET, Qtwap
trapped in the charge storage layer is

Qtrap X ln(tpotentiation)' )
where fpotentiation 1S the time of the potentiation operation which is the product of the

pulse width (#yuise) and the number of pulses.
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The relationship between Vea.efr and #potentiation can be obtained by using equation (4)
and (5),

Vezerr % Qrap % In(tpu5e X number of pulses). (6)
The relationship between Isynapse and the number of pulses can be obtained by using
equation (3) and (6),

Isynapse * €xp(|[Vozers|) « exp(In(number of pulses))

< number of pulses. (7)
Thus, it is demonstrated that the correlation between the conductance change and
the number of erase pulses is linear in the subthreshold region of the dual-gate FET.
Fig. 3.10 shows the measured /p-Va2 curve of the dual-gate FET at Vi of 3 V

during the LTP operation. Since erase pulses are applied to G2, Vi of Ip-Vio curve
decreases as number of erase pulses increases. Fig. 3.11 (a) and (b) show the LTP
and LTD characteristics of the dual-gate FET at Vg2 of 0.2 V and 1 V, respectively.
When the conductance of the dual-gate FET are measured at Vi, of 1V, which is
higher than Vi, the LTP characteristic of the dual-gate FET is not satisfied by the

above equations (1)-(7). The relationship between the conductance change and

66



number of erase pulses is non-linear at Vg2 of 1 V as shown in Fig 3.11 (b).
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Fig. 3.8. Measured Ip-VGi1 curves of the dual-gate FET as number of erase (a) and
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Chapter 4

Synaptic array

4.1 Synaptic array based on a dual-gate FET

We have successfully demonstrated a dual-gate FET as the synaptic device in
Chapter 3. The synaptic current is modulated by Vg2 and amount of charge in the
charge storage layer. Regardless of V2, the dual-gate FET turns off when Vg is 0
V. Fig. 4.1 shows a NOR type synaptic array based on the proposed dual-gate FETs.
The G1, G2, source and drain regions of the dual gate FET in Chapter 3 are referred
to as word-line (WL), control-gate (CG), source-line (SL), and bit-line (BL) in the
synaptic array, respectively. The input signals transmitted from pre-neurons are
applied to BLs, and synaptic currents of the dual-gate FETs are summed to SLs. In
a conventional flash NOR array, the program operation is performed by a hot carrier
injection mechanism and the erase operation is performed by a FN tunneling
mechanism. Programming with the hot carrier injection in the charge trap layer

accelerates the degradation of the tunneling oxide layer. In addition, high current
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flows during the program operation using the hot carrier injection, resulting in

higher power consumption compared to the program operation using the FN

tunneling. However, program and erase operations can be implemented with the FN

tunneling mechanism in the NOR type array based on the dual-gate FETs.

Fig. 4.2 shows bias conditions for selective program operation in 2x2 NOR

type synaptic array based on the dual-gate FETs. To program only M1 in the array,

a Vpgm of 8 V and Vinnivition 0f 4 V are applied to CG1 and SL2, respectively. Since

only M1 meets the bias condition for program operation of the dual-gate FETs, that

condition enables selective programming in the array. Fig. 4.3 shows the measured

Isit-VwL curves of M1, M2, M3, and M4 at Vcgs of 2.5 V and Vit of 1 V when

selective program bias conditions (Vcg1 of 8 V and Vsi2 of 4 V) are applied to the

NOR type synaptic array. A width of pulse (zpGm) 1s 100 ps. Under the program bias

condition, the /it of M1 decreases by 35 nA, and M2 and M4 have little change (~

1 %). The Igit of M3 decreases by about 1 nA (~ 3%). This reduction is a reasonable

value compared to the overall current change and demonstrates that M2, M3 and

M4 are successfully inhibited. Fig. 4.4 shows bias conditions for selective erase
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operation in 2x2 NOR type synaptic array based on the dual-gate FETs. To erase

only M1 in the array, a Vcgi of — 6 V and Vsii of 5V are applied to CG1 and SL1,

respectively. Since only M1 meets the bias condition for erase operation of the dual-

gate FETs, that condition enables selective erasing in the array. Fig. 4.5 shows the

measured Ipit-Vwr curves of M1, M2, M3, and M4 at Vegs of 2.5 V and Wy of 1 V

when selective erase bias conditions (Vcg1 of — 6 V and Vsi1 of 5 V) are applied to

the NOR type synaptic array. A width of pulse (#grs) is 10 ms. Under the erase bias

condition, the /git of M1 increases by 33 nA. The /gis M2, M3 and M4 have little

change (~ 1 %). The changes are reasonable values compared to the overall current

change and demonstrates that M2, M3 and M4 are successfully inhibited.
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Fig. 4.1. Schematic and SEM top views of NOR type synaptic array based on the

dual-gate FETs.
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Fig. 4.2. The NOR type synaptic array based on the dual-gate FETs and bias

conditions for selective program operation of M1 and inhibition of M2, M3 and M4.
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Fig. 4.3. Measured Ii-V'wL curve of M1, M2, M3 and M4 for selective program

operation in the NOR type synaptic array based on the dual-gate FET.
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Fig. 4.4. The NOR type synaptic array based on the dual-gate FETs and bias

conditions for selective erase operation of M1 and inhibition of M2, M3 and M4.
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Fig. 4.5. Measured Igi-Vwr curve of M1, M2, M3 and M4 for selective erase

operation in the NOR type synaptic array based on the dual-gate FET.
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4.2 VMM using dual-gate FET array

When synapse devices are configured as a crossbar array, the sneak path and
the IR drop problems are main challenges. The unintended current by the sneak path
problem can result in inaccurate VMM computation. In addition, the IR drop along
metal wires in crossbar array can distort the voltage across the synapse device [40]-
[42]. The synapse device at the far-end of the array is most affected by the IR drop,
so size of the array can be limited. We assume for simplicity that the resistance of
synapse devices are the same, and calculate the voltage across the synapse device
at the far-end of the NxN crossbar array (/nn) (Fig. 4.6 (a)). Even when the input
voltage (Vinput) 1s applied to the synapse device, the V'nn can be changed from Vinput
to a reduced voltage due to the IR drop along metal wires in crossbar array. The
resistance of metal wire between adjacent synapse devices is assumed to be 2.5 Q
[41]. As shown in Fig. 4.6 (b), if the resistance of the synapse device is 5 kQ (low
resistance state in [41]) and the array size is 64x64, V'nn becomes 31% of Vinput [42].
Therefore, the resistance of the synapse device even in the low resistance state

should be sufficiently large considering the array size. However, the synapse array
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based on the dual-gate FETs is free from these problems. Since the synaptic current

is saturated with respect to the input voltage, the distortion of input voltage caused

by the IR drop in metal wires does not affect the synaptic current of the dual-gate

FETs. These characteristics are very important in synapse array.

Fig. 4.7 shows the SEM image and the layout of the 8x4 NOR type synaptic

array. The 8x4 NOR type synaptic array consists of 4 WLs, 4 SLs, 8 BLs, and 8

CGs. The total number of the dual-gate FETs in the array is 24 (8x4). Except for

the CGs for program and erase operation, it is similar to a conventional NOR flash

array. Fig. 4.8 shows the vector-by-matrix multiplication (VMM) operation

performed by the 8x4 NOR type synaptic array. Calculating the VMM in software

is a big burden. However, it can be easily implemented by summing the synaptic

currents in a synaptic array. The /sLi-Vwri curves of eight individual dual-gate FETs

are measured at Vcgs of 2.5 V and the selected Vit of 1 V as shown in Fig. 4.8 (a).

The otal-Vwr1 curve is measured at all Vegs of 2.5 V and Vgiss of 1 V as shown in

Fig. 4.8 (b). The sum of current (3.63 pA) of eight individual dual-gate FETs (/1 +

L + -+ I3) is almost the same (~ 0.87 %) as the fiota (3.6 pA) of eight dual-gate
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FETs. The variation, represented by the standard deviation divided the mean (o/p)

of the synaptic currents in Fig. 4.8 (a), is 0.295. Fig. 4.9 shows the measured /it

Vwt curves of 8 dual-gate FETs as the quantized conductance levels (220, 150, 80,

and 10 nA) by using program and erase operation in the charge storage layer,

respectively. The quantized conductance levels (220, 150, 80, and 10 nA) of 8 dual-

gate FETs were measured at Vg of 2.5V, Vwr of 2.5V, and Vit of 1 V. The mean

values of the synaptic current in 8 devices are 213, 153, 85.6, 10.6 nA, respectively,

and the standard deviations are 4.89, 1.77, 1.32, 0.34 nA, respectively. The larger

the synaptic current, the larger the standard deviation. The variation, represented by

the standard deviation divided the mean (o/p) of the synaptic currents, at each

weight state are obtained as 0.023, 0.011, 0.015 and 0.032, respectively. The dual-

gate FET performs well as a synapse device with the help of saturation

characteristics. In addition, the power consumption can be low due to controllability

of CGs and the device reliability is also good because it is a Si-based device.
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Chapter 5

Conclusion

In this work, we have investigated a neuron device based on positive feedback
(PF) mechanism and a synaptic device based on a dual-gate FET for hardware-
based neural networks (HNNs) with high density and low power consumption. The
PF neuron device has a structure that efficiently merges a gated PNPN-junction
diode and one FET. The PF neuron device implements the integrate-and-fire
function by charging electrons in a floating n-body region, which can replace a
membrane capacitor of neuron circuits. Owing to steep switching characteristics
(SS <1 mV/dec) of the PNPN-junction, the PF neuron device enables the integrate-
and-fire operation with low energy consumption. And, the accumulated electrons
are discharged to the drain by G2 of the PF neuron device, the PF neuron device
can simultaneously process excitatory and inhibitory signals using G1 and G2. A
neuron circuit based on the PF neuron device consumes 0.62 pJ of energy per spike,

which is about 10 times less than that of a conventional neuron circuit to implement
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the integrate-and-fire function. Moreover, the threshold voltage (Vi) of the PF

neuron device is modulated by adjusting the potential barrier of the n-body region

of the PF device (Vg3 control or modulating the amount of charge stored in the

charge storage layer by the program/erase operation), which controls the firing rate

of neurons. The threshold tuning ability of the PF neuron device can implement the

homeostasis function of biological neurons and compensate for the Vi, variation of

neurons in HNNs. The dual-gate FET has independent two gates (G1 with a SiO»

layer and G2 with the charge storage layer). Here, G1 turns on and off the synaptic

device in the synapse array, and G2 controls the conductance of the dual-gate FET

for synaptic weights. The range of conductance change of the dual-gate FET is very

wide (100 pA ~ 1 pA). Also, the conductance response of the dual-gate FET shows

the linear potentiation characteristics. In a conventional flash NOR array, the

program operation is performed by a hot carrier injection mechanism, and the erase

operation is performed by an FN tunneling mechanism. However, in the NOR type

array based on the dual-gate FETs, program and erase operations can be

implemented with the FN tunneling mechanism, resulting in low power
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consumption during program operation for the synaptic weight update. In an 8x4

NOR type synapse array, the sum of current (3.63 pA) of eight individual dual-gate

FETs is almost the same (~ 0.87 %) as the a1 (3.6 pA) of eight dual-gate FETs.

The variations (o/p) of the synaptic currents quantized by four weight states are

obtained as 0.023, 0.011, 0.015, and 0.032, respectively. The PF neuron device and

the dual-gate synaptic device can be promising solutions for high-density and low-

power neuromorphic systems.
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