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ABSTRACT

A DESIGN OFON CHIPMONITORING AT
MEMORY FORINTERFACETESTING

JAE WHAN LEE

DEPARTMENT OFELECTRICAL ENGINEERING AND
COMPUTERSCIENCE

COLLEGE OFENGINEERING

SEOUL NATIONAL UNIVERSITY

This paper begins with a discussion on high-speeghany interfacing between
DRAM memory and the controller. As the standards BIRAM memory become
significantly strict and stringent, reliability lve¢en memory controllers and memory has
become an important topic between companies.

Memory and memory controller manufacturers and cuets attempt to
minimize confusion between each other based oulatdrspecification such as the JEDEC
specification but conducting all the tests betweegry controller and DRAM have severe
constraints and is almost impossible. In additistnen a problem occurs, unless all
performances are monitored to test to correct tbelpmatic part, it will proceed rather
indirectly or it will be dependent on modeling.

As the market need for high-speed in DRAM is onrtbe, a quick testing method on

the DRAM side for the signal quality, which is masiportant at high-speed, is deemed



necessary. Therefore, this paper proposes a mimgtatructure that applies the
conventional receiver equalizer on the memory &de memory interface at high speed
and explains the test method.

Based on the assumption that back data closelgiassd with certain channels, and
Inter-Symbol Interference is produced later on a¥ with the data of statistical
significance like bit error rate #8 if values for MER can be redefined via mutual

agreements, verification process is expected tadmh more reliable.

Keywords: Memory controller, memory interface, transceiweaining algorithm, on chip
eye monitoring, algorithm, feedback, comparataQrgfARM latch, decision feedback
equalizer.

Student Number. 2013-23133
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CHAPTER 1 INTRODUCTION

1.1 MOTIVATION

Among with the development of cloud service, In&drrof Things, artificial
intelligence as shown in Figure 1.1.1, in recenisgdgrograms that support memory
controllers such as central processing units amalicgtion processors in electronic
devices such as computers and smartphones, the fee&andom Access Memory
(RAM) which temporarily reads and helps with higieed processing are increasing. As
shown in Figure 1.1.2, it can be proved as evidasfcthe increasing need for these

memories in the total market growth graph.

Figure 1.1.1. Memory trend.
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According to a survey of which DRAM is the most dige the memory market, by IC
Insights, mobile has 40% market share, server amsbpal computer have 34% and 13%
market share for each as shown in Figure 1.1.lhdnwith the trend of such a market, the

DRAM bandwidth such as LPDDR and DDR also tendsit¢oease steadily as shown in

Figure 1.1.4.
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Figure 1.1.4. DRAM bandwidth.
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Memory bandwidth is the rate at which data candael ror stored by process in the
memory. Therefore, the speed of data and clock setihe memory by the memory
controller are being increased and not only theriral operation but also the high-speed

interfacing problem through the channel can greafigct the overall error.

: KE&

Modeling

Figure 1.1.5. Memory interface.
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In order to solve these interfacing errors, a deciseedback equalizer or a data
testing mode between the controller and DRAM usliregoop back path is introduced and
this can be seen as counterevidence that theangedroblem at high-speed can become
an obstacle. In particular, signal quality analysid testing methods will be important by
going fast at a memory interface that uses singtied.

The monitoring technique as shown in Figure 1.1tbctv can quickly grasp the
problematic part between the memory controller &RIAM memory is necessary at
memory interface on a line that does not degradestistem performance. Therefore,
finding a new testing method for memory interfacimiy on the DRAM side is the driving

factor of this paper.

15



1.2 THESIS ORGANIZATION

This thesis is organized as follows.

Chapter 2 basically includes the contents thataxgye diagram, on-chip monitoring,
receiver and memory background prior to this redear

In Chapter 3, a method for improving the reliapilitetween the memory controller
with high-speed for signal that transmitted fromnmoey and a method to detect the
interfacing problem of the memory controller on BRAM side quickly by using the
existing 2-Dimensional on-chip monitor and decideedback equalizer will be explained.

In Chapter 4, the EOM algorithm will be explaingdiahe results of simulation and
measurement are implemented and the previous doigefinally summarized in

conclusion.

16



CHAPTER 2 BACKGROUND OF HIGH -SPEED
|NTERFACE

2.1 EYE DIAGRAM FOR HIGH -SPEEDI|INTERFACE

2.1.1 IDEALEYE DIAGRAM

Thit

U] i

\ /

»i Y
>

TUI=Thie

Amplitude

Time

Figure 2.1.1. Ideal high-speed digital signal vatte diagram.

The eye diagram is a clear method to represenaiaalgze high-speed digital signals.
The eye diagram allows quick and accurate graspeo$ignal quality and provides direct
or indirect information about variables that havarge effect on the data signal based on
the position of the eye diagram. This can be usethalyze the most important signals in

high-speed link communication and compensate feese effects [2.1.1][2.1.2].

17



The eye diagram is constructed from a digital wawef by folding that parts of
corresponding to each bit into single graph witligimal amplitude in the vertical axis and
time in the horizontal axis. These waveforms aledaeye diagrams because they are
similar to the eye shape by repeating and accuinglan the 1bit period sk standard of
data. The eye opening corresponds to a 1-bit parads typically called the unit interval
(UI) of the eye diagram.

Figure 2.1.1 shows an ideal eye diagram. The rising and falling time of signal
has ignored and any information other than 1UI tinfermation cannot be acquired. In
real high-speed operation, eye is not opening biyofthe signal due to attenuation, noise,
crosstalk and etc. It even causes a serious &a@beye may be closed. This error is called

bit errors [2.1.3][2.1.4].

18



2.1.2 REASON FOR NON-IDEAL EYE AT HIGH -SPEED LINK SYSTEM

Channel Channel
Input Output

TX
data b Channel

TX clock gen. RX clock gen.

RX
data

Figure 2.1.2. High-speed electrical link system.

Figure 2.1.2 shows the simplified block diagranth@ high-speed link system. The
transmitter sends the data to the channel, an@iXhdock generator sends data to RX in
time with 1 Ul timing. At channel output, the reeei performs sampling of the transmitted
data, and at the time RX clock generator playseaafadjusting the sampling time in order
to read the information data accurately.

In the high-speed serial link, an important elen@hsignal integrity that we have
dealt with is Inter-Symbol Interference (I1Sl). I&irresponds to data dependent jitter, and

there is a phenomenon in which bit informationeiaking by the next number of bits as

data advances at high-speed.

19
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& Channel
Input

Channel
Output

ISI

clock

t

Figure 2.1.3. Channel pulse response at high-speréal link.

The main cause of the ISl is reflection noise. Shgnal from the receiver of the
channel has a smaller pulse amplitude than thels@githe time of transmission, and some
signals of the received signal have fluctuation lamekr rising time and falling time. That
is, when overlaying the received pulse, it look® lan echo to subsequent bits. These
echoes are the result of channel's impedance mismahese mismatches cause reflection
to move back and forward between channels, degraderemaining signal quality like a

dreg, even after the original bits have passed.

20



There is also group delay that causes the ISI. i§laphenomenon in which different
frequencies are propagated and displayed throdfghnetit velocities in the same channels.
When a single-bit pulse signal is injected intdarmel, the continuous pulse is expanded
and distributed using several bits. In Figure 2.th& pulse amplitude of the channel output
is smaller than that of the channel input, angieads much wider and longer to reach the
next bit.

Looking at the received waveform that sums theviddial pulse response with these
ISIs as shown in Figure 2.1.4, even though the datd is O next to 1, it is difficult to see
the waveform even the next data of 1 is O due éadtlegs. This serves to cause a serious

error, resulting in a situation where the eye isapened properly.

Thit

(a) (b) (0

Figure 2.1.4. (a) Channel input (b) individual putesponse (c) received waveform (sum of pulse
response).

21
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Time

Figure 2.1.5. Typical high-speed digital signalhnétye diagram.

In addition to these ISIs, power supply noise, nefee clock noise, TX clock
generator jitter and crosstalk that can occur mnckel, decoupling, etc. can occur in TX.
As shown in Figure 2.1.5, the eye shape, whictassef and smaller than the ideal eye

shape, can be seen as more common.
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2.1.3 INFORMATION FROM EYE DIAGRAM

Channel Channel
Input Output
ol Channel
scope

Figure 2.1.6. Typical eye diagram scope position.

Moreover, we should know what information can beaoted by using the eye
diagram. Also, we should know whether to scopetfgediagram mainly from any location.
As explained earlier, the eye diagram basicallyfioms the noise that can occur in TX and
the problem that can occur from the channel. Tioeeefit is typical way to scope after
passing through the channel as like in Figure 2Th& is because TX also has the role of

allowing RX to receive signals in any channel.

23
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Figure 2.1.7. Eye diagram that can intuitively iptet various noise characteristics.

The purpose of the Eye diagram is to check thestitsignal integrity at a glance
as shown in Figure 2.1.7. The purpose of eye dimaggdhat after passing through channels
such as maximum distortion due to ISI, optimum darggdime, noise margin, rising and
falling slope, the digital signal intuitively prales the results produced by noise and other
factors during the bit period. This is used as ¢hogtto check the performance of TX or

RX is used to receive signal without error.
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2.1.4 OFF-CHIP OSCILLOSCOPE EQUIPMENT FOR EYE DIAGRAM

KX

“

b—e Channel E—C Channel

(a) (b)

Figure 2.1.8. (a) Analog oscilloscope and (b) digiscilloscope.

The Oscilloscope is basically an indispensable fool everyone who designs,
manufactures, and repairs electronic devicesalisis an effective tool which shows signal
integrity visually. It was often used for the puspoof easily grasping the presence or
absence in operation with a low-speed link that leasjzes logic design and logical
operation circuits. However, it is important to emstand characteristics for unclear signals

in the high-speed waveform because the processok dpeed becomes exponentially

25



faster and there is a lot of noise in the systeahriquires a high bandwidth in GHz units.
Since this can have a direct impact on the perfaztbmmercialization and the reliability
of the product, more precise analysis is requiceathannel and noise analysis.

The types of oscilloscope electronic devices canbbmadly divided into two
categories: analog and digital. Analog devices afgecontinuously with varying voltages
and digital devices operate individual binary numsbimat indicate voltage samples. As
shown in Figure 2.1.8, analog oscillators can duicthow moving waveforms. The
advantage is that the price is low and the inforomatomes out in real time. The
disadvantage is that the accuracy falls at higedpand it is impossible to grasp the signal
characteristics like the eye diagram. On the dilhed, the digital oscillator uses an analog-
to-digital converter (ADC) and a memory that cameignals to reconstruct the waveform
and show it on the screen. At this time, it is esgrasp and analyze the eye diagram and

signal characteristics, and it is mainly used ghtgpeed.

26



2.1.5 THE REASON FOR HIGH-SPEED MONITORING WITH ON -CHIP

In recent days, digital systems with increasing plexity and data rates of gigabytes
per second are increasing the demand for measutehen are more accurate and easier
to implement. With integrated circuit design, tleenplexity increases due to the tendency
of the gradual decrease in the size, and alsoeagdhliage decreases. Accordingly, it is
proved that the parasitic effect could not be cagatiaccurately and that the existing RC
circuit representation of on-chip interconnects wasaccurate when the switching speed
was in the multi-GHz range. Existing off-chip me@suent techniques are relatively
inaccurate, and precision-designed equipment iy eapensive and requires a high
accurate and delicate platform. A possible appradacivoid these drawbacks is to place

the measurement circuit directly close to the diron where it is measured [2.1.5].

27



2.2  ON-CHIP MONITORING

2.2.1 BJILT IN JITTER MEASUREMENT (BIIJM) CIrRCUIT

Ideal Actual

Clock / Clock

P1 3
e P2 » P3
P2-P1 P3-P2
Period (/ Cycle- \3
Jitter Cycle
Jitter

Figure 2.2.1. Analyzing jitter measurement.

Built-In Jitter Measurement (BIJM) is a very usefyistem for clock jitter analysis.
As shown in Figure 2.2.1, Jitter shows the diffeeehetween the actual clock and the ideal
clock and the jitter is larger, the more error e tlata sampling can occur and also it can
harm the speed of the data link. Traditionally,cklgitter analysis relies on external
equipment such as spectrum analysis, automatiegegbment, and oscilloscopes [2.2.1].

However, as the clock frequency increases, accuitek jitter measurements
become more difficult. Therefore, many BIJM systdrage been used to measure on-chip

signal jitter distributions and overcome theseftations [2.2.2-2.2.5].

28



The adjustable delay line structure in the BIJMuilrcan measure phase locked loop
jitter, especially the on-chip Vernier Delay Liné§L) structure use the timing difference
between delay cells to digitize the tested sigtigj The difference was used. The VDL
structure increases the timing resolution of théMBsystem, but also increases a large area.

An on-chip vernier oscillator structure was used\tercome these increases in area.
On-chip Vernier oscillator digitize the tested sgntter by using the timing difference
between Oscillators. The disadvantage is that élséing time increases and the ring
oscillator noise accumulates, which can be a soofroeise in the BJIM system.

BIJM circuits as above are an effort to measuterjin ps units on-chip to expand
timing resolution at high-speed. However, due t® tomplexity and large area of the

circuit, it is major disadvantage in the designnvégrated circuits.

29



2.2.2 TRANSITION EDGE HISTOGRAM FOR ON -CHIP EYE MONITOR

Transition edge histogram for eye monitoring islyed based on data sample edge
information. The extracted edge information is usedietermine the histogram of the
signal transition. The relationship between théizaropening of the Eye and the transition
of the data is not considered, and the data haatarformation is counted using the point

that is transitioned at the edge of the eye, aace is inferred [2.2.6][2.2.7].

XORs m

\
j/\\L ) 4

Trnasition Counter

Frequecy #

Figure 2.2.2. Concept of the edge histogram armlysi
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The edge information extracted from the data samngdel to determine the histogram
of the signal transition as shown in Figure 2.Ri&togram analysis is implemented using
XOR gates and compares two consecutive sample sigpstect the occurrence of data
migration between them. The number of edges detebttween all pairs of two
consecutive sampling phases is accumulated by asingnter. The number of conversions
is counted at each sampling position to generatedge switching histogram. The larger
the eye opening, the narrower the histogram, aedntrrower histogram effectively
measures the degree of opening of the eye but iharkmit to obtaining vertical and the

entire eye information.
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2.2.3 GRIDDED ON-CHIP EYE MONITOR

Amplitude

Time

Figure 2.2.3. Gridded eye monitor.

The Gridded on chip eye monitor cannot know thenomeof the eye at once, but it
is created by sampling multiple grid-like signalsdaerrors and accumulating the eye
opening [2.2.8]. Therefore, it requires a large ami@f memory and the longest processing
time [2.2.9][2.2.10]. As shown in Figure 2.2.3, tha@nt where the phase corresponding to
TREF and the voltage level called VREF meet anditta are compared and counted. In
general, only one comparator that has the refereoitage and clock in the input is used
to compare with the data. It can be called an ap-gfonitor that has a relatively simple

structure and is the easiest to apply.
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2.2.4 1-DIMENTIONAL ON -CHIP EYE MONITOR

Amplitude

v TRer
Time

Figure 2.2.4. 1-D eye monitor.

In order to overcome the data processing time wilsckonsidered obstacle for
Gridded EOM, 1-dimension as shown in Figure 2.2 dsied instead of a point in the error
recognition method which counts error when the dataunted between the voltage levels
of VH and VL in the phase of gEr[2.2.11-2.2.14]. While one comparator is added
compared to the gridded eye monitor technologgrmétion on vertical eye opening can
be obtained quickly, and the testing time can lmetehed accordingly. However, there is a
drawback that the eye opening itself must be sweptphase that cannot be confirmed in

one UlI.
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2.2.5 2-DIMENTIONAL ON -CHIP EYE OPENING MONITOR

Amplitude

Figure 2.2.5. 2-D eye opening monitor.

Significant information on eye opening can be aondid in 1Ul and eye opening can
be inferred more quickly by using vertical and kontal information. As shown in Figure
2.2.5, counting is performed at each moment whémidaecognized as an error that passes
between the phase okdrand Trerzand the voltage level of VH and VL. The difference
from the previous eye monitoring is that it canclfly check the information on the actual
eye opening. In particular, masking error rate,oltis calculated by dividing the error
count by total transition can be used to graspetiner such as like bit error rate (BER)

[2.2.15-2.2.23].
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This part presents the architecture of a prior tivoensional (2-D) EOM. There are
two main parts in the 2-D EOM. The first one iglgect error in the early and late phases
by using a circuit called logic retime which is thgeame as Figure 2.2.6
[2.2.15][2.2.18][2.2.19].

In the case of a MER, its error rate is calculated estimating frequency of the
error_out signal and dividing it by input bit rabestead of counting the errors as shown in
Figure 2.2.7. If this is applied to DRAM side, imdige confirmation of the output of
frequency is not possible. Therefore, there néedse a technique such as frequency
detecting same as the time-to-digital converteoraer to store frequency information.
However, this is not an easy task because theéo® isiuch burden on the memory. Thus,

we need a technology based on simple error coutiiatgcan precisely store error toggle..

P Q
Diff. data ;:f\ 7 La early
VH > / g »| logic,
VL ¢ > VaN Quat retime
ate
D Q
Pearly | combine [~ error_out
D Q A late
f > LY > logic,
/T\ P 3| retime
ate >

(Pea rly

Figure 2.2.6. Prior EOM architecture.
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(@)

Error frequency increases

(b)

Figure 2.2.7. Simulation results (a) (b) Prior E@Mhitecture.

The second one is architecture that as shown iar&ig.2.8, it uses clock based
comparator and XOR gate. This can calculate eyaoointing output and its structure is
much simpler than the previously explained architec It receives different input INP and
INN and each VH and VL compares these and uses g&@&to confirm output. Because
this is differential input, symmetric usage of VHdaVL can be free of glitch problem
depending on the comparator gain. However, glitabblem in memory systems with

single-ended signaling may cause error in couriiasged error [2.2.20-2.2.22].
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Figure 2.2.8. Prior EOM architecture.
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2.3 MEMORY TESTING

2.3.1 WHAT IS DRAM?

Memory semiconductors are broadly divided into titdand non-volatile memories
and the DRAM belongs to volatile memory because DR#quires continuous power
supply to hold data. The purpose of DRAM is to suppigh-speed processing by reading
the program from an electronic device such as atphmane to the memory controller such
as the Central Processing Unit or Application Pssoe and temporarily storing it at a
higher processing speed than non-volatile memargaBse it searches data randomly with
the coordinate values, the higher performance cAlRnakes the faster processing speed.

The DRAM cell is a highly economical semiconduateemory storage device that
has the simplest structure. The DRAM cell is conaglosf one capacitor and one transistor.
Electrons are stored in this capacitor, whichse @llled a condenser in other words. If the
electron is sufficiently stored, it will be digital'l', and if the electron is empty, it will be
digitally '0".

Therefore, in order to create a DRAM cell in theallgst area during the DRAM
manufacturing process, a capacitor with a 3-dinmraistructure is created in a small area
and then an electron is put into capacitor andrststor operates as a switch to take it out
again.

One single cell transistor and one single switehdavices that store one bit. Then,

the metal of the bit line for data for connectitjstand the word line for notifying the
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address are arranged in a grid inside the DRAMse&eells form a two-dimensional grid
and sense amps, column decoders and row decodeaagranged around them.
Data can be read and written by using these DRAMNs @nd this information

communicate at high-speed using the memory coatrathd TRX.
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2.3.2 (ONVENTIONAL MEMORY TESTING

The mutual reliability is most important betweere tmemory controller and the
memory. However, this reliability can easily be @omised in the event of an operational
error. In order to minimize the malfunctions, mutpagreed promises such as the JEDEC
specification is essential to avoid operationabexrHowever, unlike the document, there
are many variables during actual operation, saedsing is important to grasp the cause as
the speed increases.

Generally, the simplest and easiest way to testaonéroller is modeling the DRAM
and channel characteristic information to deternfiltemeets the specific requirement by
the DRAM and vice versa when testing the DRAM bydeling the signal which is
generated by controller that sends data.

However, considering the possibility that induceuwwomponents such as T-coil will
be added, especially when going at high-speedatiamni and noise become intense.

Therefore, accurate and precise modeling is mdfieudi.
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Figure 2.3.1 Conventional memory RD/WR testing radth

Figure 2.4.1 shows pass or fail test based on amiteread which is one of the existing
memory performance testing methods. The advansaget it can test for long patterns,
but the disadvantage is that the test time takagelobecause all timing constraints should
be considered during the actual command. Alsogesiead and write must work through
the DRAM Arrays, it is not possible to know exactihether the DRAM Arrays are the
problem or the interface is the problem. The puepgwighis paper is to grasp the interfacing
problem at high-speed and to determine whethesigral sent by the memory controller
is the problem or inside the DRAM is the problerhefiefore, the existing method is not

an appropriate testing method.
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2.3.3 MEMORY INTERFACE TESTING

'
'

E DRAM s
; :
: '
: '
: '
: '
: '
: '
H .
H .
H .
: .
' Data out buffer Column E
: decoder H
: Data in buffer H
E '
: Sense amp E
: '
: '
: 2|
: g |g:
'

: DRAM £ o i
: 13 [ H
: Arrays o g1
E gl gt
. B H
: '
: '
H .
H .
H .
H .
: '

.........................................................................................................

Figure 2.3.2 Conventional testing method for memntgrface.

The testing method is the same with previous tgstiethod that both methods’
purpose is to test interface’s problems but whilevipus testing method also includes
DRAM cell errors, this method can only test perfance for interfacing. However, the
disadvantage is that it has to pattern match wdtitroller and because the depth is too

shallow to store enough pattern for the lengthidhg pattern test is impossible.
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CHAPTER 3 DESIGN OF RECEIVER WITH ON -
CHIP EYE MONITORING

3.1 DRAM RECEIVER FOR MEMORY INTERFACE TEST

| present a method that quickly detects errorspaathptly notifies problems with the
interface of the system regardless of the patteinguthe conventional test method
described above. This allows to check informatibowa sufficiently long data on the
DRAM side on-chip and puts in a simple circuit thaes the existing mask error and
applies it with a line that does not burden theesys

Figure 3.1.1 is an LPDDR JEDEC specification thefirces the minimum eye mask
size that is sent to memory from the standpoiat miemory controller. Minimum eye mask
has to be guaranteed to read data from DRAM witboair. The total mask (VdIVW_total,
TdiVW _total) defines the area the input signal mutencroach in order for the DQ input

receiver to successfully capture an input sign#éhaiBER of lower than TBD.
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As shown in Figure 3.1.2, to test the actual noisthe eye mask type sent by the
memory controller and the memory controller probleoe to inaccurate modeling
intuitively and quickly, the need for On-chip eyemitoring technology on DRAM-side is

recognized and an architecture that applies egiséneivers will be provided.

45



3.2 (CONVENTIONAL EOM ARCHITECTURE

Figure 3.2.1 is the conventional 1-D EOM architeetshown in the existing paper.
The Conventional 1-D EOM use the comparator to @ephe data with VH, VL, and
clock, and set them to the clock to obtain the@epe outputs. Then toggles error by XOR
the difference between the two. In other wordsa a@gterates according to the time when
the clock is entered, and when data exceeds thageolevel between VH and VL, it is
regarded as an error. That is, when passing throngldimension, it is recognized as an

error, and VH and VL have a voltage level differenc

VHD_:I:

DQ D—¢ cK :)D—DOUT

v o—%

Figure 3.2.1. Conventional 1-D eye opening moratwhitecture.
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In general, when the comparator operates at highespit uses strongARM latch
comparator, and the XOR output is 1 when data patseugh 1 dimension as shown in
Figure 3.2.2. Therefore, it can be said that ireadoutput 1 is counting a lot, that means
the dimension has high rate of error and in casmutgdut 1 is counting few, which means
the dimension has low rate of error. By using tets ©f these 1-dimensional EOMs could

implement a 2-dimensional EOM with an XOR mean.
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Figure 3.2.2. Conventional 1-D eye opening monitith strongARM latch comparator.
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Figure 3.2.3. Memory equalizer with 2-D EOM architee.
Decision feedback equalizer and 2-D EOM could [sghed as shown in Figure 3.2.3.

However, when using the on-chip EOM method wite@angular mask with two reference
voltages and two phases, it causes capacitand€iiPon the four additional comparator
receiver inputs, which seriously causes a deciieasgnal quality at high-speetherefore,
this chapter proposes a receiver with re-usealdeopgning monitor by relaxingdC The
receiver has a clock generator and DFE with themsgritoring technique for its signal
quality.

When the receiver input has an additional cirauithe memory of the single-ended
input, it becomes relatively vulnerable due to a@ad ISI compared to the differential. In
addition, the additional circuit will increase tlig which is DRAM bit capacitive load.
The Go value and range are specified by the JEDEC stdrmtanmittee, but the required
specification is getting lower and lower in LPDDB&mpared to the LPDDR4X which is
the previous standard. When the fDicreases the charge and discharge times alsaiser
so the eye opening decreases. The results of gigsashow that the Ul was reduced 2%
each time when the&increased by 0.1pF [3.2.1].

Despite increase of thed; the eye shape inside the chip provides us aflot o
information such as reference voltage, noise, amd apening. Therefore, adding one
comparator to the single input in the existing mgnto implement on-chip eye monitoring
[3.2.2] or drawing a shmoo with using one existiageiver comparator could make infer
the eye form possible [3.2.3] [3.2.4]. However, lthe method of using one comparator

or drawing shmoo with an existing comparator hasathge that detailed information can
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be obtained, it requires a large amount of proogdsine [3.2.5] [3.2.6].

Therefore, | applied 2-D EOM to single-ended inputjch uses different reference
voltages and two different phase information teedatne whether an error is passed and
if such error is in the rectangular shape. In adidjtif four comparators are added, the

increase in g will cause a loss in terms of Ul, so | will proeid solution for this problem.
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3.3 PROPOSEDRECEIVER

) ocgoun

Vrefh2—
CKBe2

j):)ﬂgoun

Figure 3.3.1. Combined equalizer and EOM.

As shown in Figure 3.3.1, re-using the comparatolobp-unrolling DFE enables
appliance of an on-chip EOM without an additionatwt and use of a rectangular mask
is the simplest and easiest algorithm. HoweveahefDFE comparator immediately has a
buffer and an XOR gate on the backend, the siZebeiincreased to maintain the same

comparator gain, which will cause an additional Therefore, after SR-latch, add an AND
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gate of D-flip flop and toggle to solve this.
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Figure 3.3.2. StrongARM latch comparator of EOM mgpien phase.
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The advantage of using the SR-latch backend us#tkifoop-unrolling DFE could
reduce glitch. The comparator at high-speed hdsreift strengths based on VH and VL
of different thresholds, and as shown in Figure23.8litch that should not occur in XOR
output according to two different slopes will occlihese glitches will be led to the
inaccurate results caused by offsetting the eigyras despite the same VH and VL and

even being in the same phase.
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Figure 3.3.3. Proposed eye opening monitoring endgderation.

By adding D-flip and AND gate as shown in Figur8.3, the glitch problem that has
occurred in the past can be eliminated. It candssl without any additional design up to
the SR-latch used exactly in the loop unrollingisture; 2D on-chip eye opening monitor
can be applied to the memory receiver without &t Go and glitch.

As shown in Figure 3.3.4, this allows to quicklyech the signal quality and it works
in the foreground instead of the background for gosaving. Before the actual operation,
periodically check whether the signal is pass bibfarectangular mask and proceed with
the operation. If there is a performance degradadiothe circuit itself, it is possible to
come to a point where it changes to fail in a sittewhere it is passed for the same signal

at high-speed.
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3.4 MASKING ERROR RATE

55



Controller

H '
' '
L D—-—%)—-[)

: : :
: ‘ Data out buffer Column E
H decoder '
H - Data in buffer E
: / 1
: Sense amp E
.
: :
. .
: IR
: g |z
; DRAM = o |
: Arrays 3 g
. ANE N
' 28 -
. B H
H .
H .
H .
H .
: '
H H

Figure 3.4.1. Proposed testing method for memdeyrfiace.

Masking error rate (MER) was first used by B. Anah 2005 [2.2.15] and this
chapter explains the correlation between BER whidhe existing interface performance
specification and MER that was gained via on chimitoring.

The bit error rate is the number of bit errors didéd by the total number of transferred
bits during a time interval. In this ATE or BERTuwggment, known PRBS pattern has been
fed as input to the transmitter part of the sounce data received at other side is looped
back to the source. However, proposed testing rdedmables testing on long pattern
without using known data. For EOM test in the DRAMe to obtain meaningful data such
as bit error rate, similarities between maskingrmerate and bit error rate, which was studied

on prior work, are explained. As the name implabijt error rate is defined as the rate at
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which errors occur in a transmission system. Tarslee directly translated into the number
of errors that occur in a string of a stated nunafduits. The definition of bit error rate can

be translated into a simple formula (3.4.1):

errors

BER = (3.4.1)

total number of bits

p(x) =

u Xo

Figure 3.4.2. Normalized Gaussian probability digrfsinction Q.

Q functions are often encountered in the theoretgaations for BER involving

AWGN channel. In this case these error probakiliiee equal to formula (3.4.2). Such
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formula is used for general cases [3.4.1] and thbagbility of bit error rate can be defined
as below. Its process is omitted because it islyidsed in Gaussian probability density

function.

Bit error rate = Q( ! ) (3.4.2)

20

Similarly, the definition of mask error rate cantlanslated into a simple formula (3):

MER = _&rror count (3.4.3)

" total transition’

Any data transition inside a rectangular mask isted as error. Then, masking
error rate is found by dividing error toggle cobmttotal transition. Figure 3.4.3 shows
VH and VL which are eye diagram with EOM voltagedeand the difference between

the two.
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Figure 3.4.3. Eye diagram with EOM mask.

VL VH

0 v 1

Figure 3.4.4. Normalized Gaussian probability dgnmfsinction with EOM mask.
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VL VH

0 v 1

Figure 3.4.5. Normalized Gaussian probability dgrfsinction for 1-side masking error rate.

Figure 3.4.4 shows normalized Guassian probaluktysity function with EOM
mask. This means that when incoming data is bigfgen VL level or smaller than VH
level, such case is considered error and errorghmibty can be found via Gaussian
probability.

As seen in Figure 3.4.5, when only one side isgpktioked at and in a case which
the value is bigger than VL and if the figure isuid it is bigger than VH, this is not an
error so such error probability is subtractedhi$ is expressed with a formula, it takes a

form of formula (3.4.4).

MER = Q(22) - @ (524). (3.4.4)

20 20
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1-vg4

Among this, Q( ) is prob{(0+noise>VL}, and in a case olQ (1+vd), it is

20 20

prob{(0+noise<VH}. This means that when 1 side (one side) is pdéooked at, onlyvy4

part is expressed for its probability. However,dexe theQ (%) part is relatively more

1-vg4

neglectable compared IQ( ) it can be defined as formula (3.4.5).

20

MER = Q (). (3.4.5)

The correlation between MER and BER is confirmedes in Figure 3.4.5 in a form
of look-up table. This work was done based on éference paper and indicates that even
with using random data, MER can obtain significdata such as BER. The two main
problems in the transmission of digital data sigraak the effects of channel noise and ISI.
The effect of the channel noise, assumed to bdiaeldvhite Gaussian noise (AWGN), is
organized in the absence of inter-symbol interfeeen

In the future, as with the BER 1) if the figure for MER is reestablished under nalitu
arrangements by producing back data related tdfgpelannels and IS, a great amount
of random data can be confirmed with using MERhatrhemory controller and there can

be reliable verification on the interface.
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Figure 3.4.6. MER vs BER.
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3.5 HYBRID SEARCH ALGORITHM

Existing papers about 2-dimensional EOM have stétadl rectangular should be
swept wide and to find mask sizes that would caunserror in iteration behavior. Since no
papers that have been studied proposed an algdigthimcreasing the size of the mask by
what criteria, this paper will propose an algoritfanthe first time. The gist of this paper
is to study intuitively whether there is an interfay problem when the DRAM receives in
the memory controller or an error inside the DRAMedmntering the test mode when the
minimum eye mask required by the JEDEC specificaisonot achieved in the DRAM-
side. Therefore, if the minimum eye mask is sakfit does not enter into the testing mode,
and in the process of testing, it can be graspéakiguy scanning for eye opening that is

opened by the current criteria to understand signality and controller problems.
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600mV

i
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Figure 3.5.1. DRAM minimum mask from JEDEC speéifion.
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Figure 3.5.1 shows the size of the minimum eye niagke JEDEC specification
explained earlier and VdiVW_total and VdIVW_totahshset to 150mV and 0.25Ul
respectively, a voltage resolution and phase d&lsglution are set to 3.89mV and 1.22ps
each. The Eye center knows the center informati@dizance by memory training and the
algorithm proposes on the assumption that the cente symmetric eye mask that is not

displaced.
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 iCK2 __)D—D 02

VLZD_:L

Figure 3.5.2. 2-Dimensional EOM simplified architge.
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Figure 3.5.2 shows the simplified 2-D EOM, andtbéiage level and phase level of
each EOM can be adjusted. This can be used totdldgusize of the eye mask as shown in
Figure 3.5.3. Errors can be obtained on the laftright sides of the mask, and it can be
distinguished from asymmetric eyes and a methosh@fing the step in another way to

sense the transition of data can also be implerdente

DQ

CK1

CK2

Figure 3.5.3. 2-Dimensional EOM operation.
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Figure 3.5.4 shows the result of sensing the ej@iing the minimum eye opening
specification with the initial mask. (a) shows #ikation where no error has occurred and
the DRAM active operation is performed without eimg the test mode.

On the other hand, as shown in (b), when the eglw$s®d more than the start mask
size of the eye sent by the controller, a bit erate can be generated from the DRAM
according to the variation, aging and external emwment. Therefore, at this time, it is
possible to quickly infer the problem by changing TX equalizer coefficient setting value
of the memory controller or interfacing after chieckthat the eye is opened to a minimum
to some extent by entering the test mode.

In the situation of the vertical axis and hori@raxis of the entire eye are
divided by 128 at 6.4Gbps, the resolution is sét& mV and 1.22ps respectively. At this
time, 1 minimum eye mask specification can bes8tand the mask size can be reduced

to 16 steps in overall on the assumption that émer is accurate.
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Figure 3.5.5. Hybrid search algorithm flow chart.
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Figure 3.5.5 shows the flow chart of the hybridrelalgorithm. In order to maximize
the speed, reduce the size of mask in differepissé@d check the minimum opening size
of eye. If reference voltage from the inside isdjgbere is the drawback that mux takes
twice as much but when being tested, authorizatiombe made by the external device.

Hybrid search defines the left 1-D and the righd Bnd these two apply different
algorithms. One involves a linear search and theraises coarse search in which it begins
from the middle.

Linear search refers to a method in which phasevaltage become smaller to 1 LSB.
Its advantage is that the method is simple andearediately move on when error is found
meaning that the edge of eye can be quickly detecte

On the contrary, the other 1-D moves coarselys ”igorithm begins from the
middle point between the center and the startimgtjgmd finds the shape of eye faster than
the linear when the probability of the size of maskalf the entire size.

In addition, dimension in which it has discoveresltaation with no prior error sends
flag signal and finds aperture on mask by fixing tode value distant from the center. In
a case of symmetric eye, the search process cawificand accurate and in a case of
asymmetric one, there is the advantage of additidisgovery of asymmetric eye via
increasing the dimension by 1LSB in which its caxlehanged based on accordance with
the previously fixed dimension. This is possibledugse values for two dimensions can be
each obtained.

As shown in Figure 3.5.6, the advantage of hybedrsh is that it combines two

dimensions and apply different algorithms and fitkesvalues by finding the edge of mask.
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Figure 3.5.6. Hybrid search algorithm.
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CHAPTER 4 RESULTS

4.1 RECEIVER WITH RE -USEABLE EOM

Vet MUX l— Reference Voltage Gen.
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Figure 4.1.1. Receiver with re-useable EOM.
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Figure 4.1.1 shows the block diagram and measuteg®f the provided DRAM
receiver. The Eye opening monitor re-uses the oecieedback equalizer to reduce C
and glitch and it works in the test mode on thedoound, so there is no additional power
consumption when it is active. The reference vatgtering into the DFE and EOM could
be generated externally or internally and it alsold be adjusted with the computing tool

using the on-chip controller.
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4.2  SIMULATION RESULTS
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Figure 4.2.1. Input-to-output capacitance compariso

Figure 4.2.1 shows the result of post-simulatioticllis a comparison that visualizes
the improved part of the &due to the shortened node in the comparator aritalt
decreased by 35.2%, which is a low fempto unit micaby, but | think the correct design

method is to minimize it when it is about to enitra-high-speed in the future.
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Figure 4.2.2. Algorithm simulation results of tledtl1-D
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Figure 4.2.1 and Figure 4.2.2 show the eye err@otlevhen an eye with a random
eye size is set at DQ 6.4Gbps and the left 1-D theebnear search algorithm and the right
1-D uses the coarse search algorithm. In the daBmure 4.1.5, the eye was found with
using the linear algorithm in nine steps and indhse of Figure 4.1.6, the eye was found
in two steps. This is the case when the coarselsedgorithm is faster, which shows an
algorithm that quickly finds eye opening by apptyithe hybrid search algorithm

respectively in 2-D EOM.
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4.3 MEASUREMENT RESULTS

Reference! .
Voltage Gen. & | [200um
MUX

Figure 4.3.1. Chip photograph and magnified layafuhe proposed RX.

Figure 4.3.1 shows the chip photograph and thenifiag layout of the proposed
RX. It shows the reference voltage and Vref MUXtba left and the receiver with the
EOM and DFE are integrated. It describes a singtied 1-tap decision feedback equalizer
in 28nm LP process technology. The reusable EOMmies an area of 40um X 50um and

operates from a 1.0V supply with 3.24mA current.
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Figure 4.3.2. Printed circuit board of reusable EOM

Figure 4.3.2 shows the printed circuit board ofseale EOM. Power domain is
divided into core receiver power, clocking powegren-drain buffer power and on-chip
controller digital power domain.. The receiver ihpeceives the signal from the BERT
device, and sends the output of the DFE to the B&iRlipment to measure the BER. This
is possible with known data and takes a bit of time

After this process, this reusable EOM checks tmterevalue of the eye and use the
EOM to check whether EOM OUT1 and OUT2 each haweearor toggle and one comes
out without error. The EOM clock uses the sub-clotthe BERT equipment and by using

this sub-clock, the algorithm could be applied.
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Figure 4.3.3. Test setup and measurement results
As shown in Figure 4.3.3, measurements are conducteprove the preceding

We checked whether it is toggle or not in the ¢ssdope and apply the algorithm by

situation. First, aiming at the case where the sfzthe receiver's eye size does not meet
the JEDEC specification, add an FR-4 channel wills Bss at 6.4Gbps and measure the

BER by using the MP1800A BERT equipment.



using a pc. The PC sets the environment to cotiteointernal controller with a program
which is written in python. Since there is only @ud-clock, 1-clock is applied at the same
phase by using a splitter. Therefore, it was cheeideether the EOM is in working order
by changing different voltage levels in the samaggh

Figure 4.3.4 shows Shmoo by using BERT equipmeat jizhas the disadvantages of
long processing time and it demands to know théepatThe pattern was measured in
PRBS7, and the EOM is possible to detect the iatér§ problem for the memory
controller quickly even with unknown random datafiogling the center value of the eye
and using the algorithm using the EOM mask.

All channels used 5-inch, 8.5-inch, 11.85-inch FHZB and to show the case of effect
of algorithm | suggest, input voltage was also Usedontrol via BERT equipment. Figure
4.3.4 presents shmoo plots of each eye measuremeérats shown in the picture, different
colors were used depending on each error ratewbnge channel loss is, the more eye is
closed and numeric comparison is carried out oh ease when three of these cases have
undergone eye opening monitoring using algorithitss indicates how many trials for

algorithms there needs to be in order to minimiiz¢ humbers.

80



>102
103~10+ M
10-5~10-¢ [

107~10!"
<1012

135

Ry
o N
[V B -]

[(]
o

75
60

45

30

15

Reference Voltage Code

|
0 0102 0304 0506 07 08 09 1.0

Unit Interval

(@)

135
120
105
920
75
60
45

30

15

Reference Voltage Code

0 0.1 02 03 04 05 0.6 0.7 0.8 09 1.0
Unit Interval

(b)

81



135

- -
© O N
o v O

75
60
45

30

15

Reference Voltage Code

0 0.1 02 0.3 04 05 0.6 0.7 0.8 0.9 1.0
Unit Interval

(c)

Figure 4.3.4. Shmoo results of (a) 5-inch chan{i®I8.5-inch channel, (c) 11.85-inch channel
from BERT equipment.
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We need to check the actual code value and eyiealaspening value we would
like to find out. So, as seen in Figure 4.3.5, istulation was done to confirm the value
that fits each voltage value and code. With this,can guess how open the actual eye is.

The center value can be found in the actual mertraiging value. In fact, center
values can be different depending on variation thede are cases of training algorithms
that are processed after fixating a half of theiealof VDDQ. Therefore, rough values of
eye center are decided even if eye center valugaotebe accurate.

Therefore, because we have this information, weddeitie phase information and
voltage code value of the mask determined by tHREIEspecification from the center as

initial.
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Figure 4.3.6. Final eye opening for (a) 5-inch aieln(b) 8.5-inch channel, (c) 11.85-inch channel
from on chip monitor.
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As seen in Figure 4.3.6, whether eye is openetbeed can be quickly confirmed via
applying 2-D EOM on three eye openings that haeeipusly drawn shmoo.

First, in the case of (a), whether or not erropativalues are toggled needs to be
checked after the size of eye that correspondsEL specification from rough eye center
values is fixated. Then, if error is not toggleddasgorithms are applied, it can be
confirmed that for the case of (a), eye opening@asvith only one trail. This makes it
easy to quickly determine pass or fail when tedtiifigrent memory controllers.

In the case of (b), it presents the worst casena@innalgorithms are used. When yellow
rectangular is JEDEC specification, the end vati@geen rectangular is the median value
of center and JEDEC specification. A blue rectaagldcated between the biggest and the
smallest rectangular is an opened part of the befgaand it is situated within the same
distance from the two starting points of hybridrsbathis is considered the worst case.
This means that when hybrid search is used, itessa of zero advantage.

Lastly, with the case of (c), it is passed from Bmectangular and in the process of
hybrid search, coarse search checks the pass whthshortest amount of time. From this
point on, it is confirmed that eye can be more kjyidetected when algorithms are applied

compared to when they are not.
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4.4  COMPARISON TABLES
Table 4.4.1. Comparison with EOM works.
Reference JSSC T-VLSI IMSD EDSSC ISOCC This work
[2.2.15] [2.2.20] [2.2.17] [2.2.18] [2.2.19]
Process |, 13 cMoiBM 130nm0.18 cMos  29"M 15 18 cMO$ 28nm LP
(nm) CMOS
Using Eye Yes None Yes Yes None Yes
Mask
Frequency] 10Gbps 4Gbps 10Gbps 5Gbps 2Gbps 6.4Gbps
Equalizer | o p None FFE | CTLE+DRE None DFE
scheme
EOM Hexagon
scheme 2-D EOM >-D EOM 2-D EOM | 2-D EOM | 2-D EOM | 2-D EOM
Mask |Known eyg Known eyeg Memor
center opening | opening CDR CDR CDR Traini y
. . raining
detect point point
aM;flIJ(re Hybrid
P : None None None None None| Search
ratio .
; Algorithm
algorithm

As shown in Table 4.4.1, in this work, unlike otl2eD EOM papers, | proposed a

new algorithm for the first time and the algoritismot just a simple sweep to mask size.

It also presents a quick way to find masks and ineys shapes in 2-D EOMs with using

appropriate algorithms to the memory interface sigation.
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Table 4.4.2. Comparison trial results with hybrdusch algorithm.

Gridded EOM This work
Channel shmoo
w/o algorithm w/ algorithm
5-inch 1 trial 1 trial
8.5-inch 360 trials 5 trials 5 trials
11.85-inch 11 trial 1 trials

In order to show the improvements directly causgdalgorithms, as previously
explained in table 4.4.2, the cases of (a), (), @hwere compared for when algorithms
were used and when they were not.

As for 5-inch, because it appeals to have a shpegoeye, trial numbers of w/o
algorithm and w/algorithm are the same. In the ads®.5-inch, it is considered as the
worst situation because it has the same trial nosnbiew/o algorithm and w/ algorithm
and thus the algorithm does not have proper efféat.the other hand, by using w/
algorithm, 11.85-inch is a case that has the biggfsct and is the best condition. As the
table above shows, the worst case has the sarhaunidbers. Therefore, it is confirmed
that effect of w/algorithm takes place in all casgsept for the worst case.

Also, in the case of gridded EOM which was useddi@wing shmoo, because it
checks every cases, there is time limitation tothisecase for testing on a large amount of
memory controller. If one wishes to test a largeoant of memory controller and when
verification is needed for more precise and defaitgerface, interface testing can be

carried out and in this process; trade-off of thesecan be taken into consideration.
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CHAPTER 5 CONCLUSIONS

This paper begins with a discussion of high-speedary interfacing between
DRAM memory and the controller. With the currenitiation that very strict standards exist
for DRAM memory, reliability between memory contess and memory has become an
important topic among many companies. Memory anchamg controller Manufacturers
and customers have already minimized confusion widbh other based on standard
specification such as the JEDEC specification,goattically, there are many restrictions
on conducting every existing test all controllend ®RAM. In addition, to test the problem
when a problem occurs, the test is not proceedeectti unless monitor all the
performances the test is conducted indirectly nefor progressed depending on modeling.
Therefore, in the situation of demanding higheresisgein the DRAM market, a faster test
method which tests signal quality on the DRAM swigs needed. In response to these
requirements, this paper proposes a new monit@ingcture that applies the existing
receiver equalizer on the memory side for a higkespmemory interface in order to meet
the needs for these motivations and test methodilsasiescribed. Finally, in this paper, |
proposed a hybrid search algorithm for the firsietin EOM and the algorithm is different
from the other ones that all existing 2-D EOM mpskers were only deal with a simple
sweep of size. Proposed algorithm also fits the amgrtest using the memory interface
specification. It is proposed that the method is ffaper is designed to conform to ultra-
high-speed and even when compared with existingrithgns, eye opening can be found

with fewer steps.
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