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Abstract

Deep learning (DL) has been advanced in various fields, such as vision tasks, lan-

guage processing, and natural sciences. Recently, several remarkable researches

in computational chemistry were accomplished by DL-based methods. However,

the chemical system consists of diverse elements and their interactions. As a

result, it is not trivial to predict chemical properties which are determined by

intrinsically complicated factors. Consequently, conventional approaches usu-

ally depend on tremendous calculations for chemical simulations or predictions,

which are cost-intensive and time-consuming.

To address recent issues, we studied deep learning for computational chem-

istry. We focused on the chemical property prediction from molecular structure

representations. A molecular structure is a complex of atoms and their arrange-

ments. The molecular property is determined by the interactions from all these

components. Therefore, molecular structural representations are the key factor

in the chemical property prediction tasks. In particular, we explored public

property prediction tasks in pharmacology, organic chemistry, and quantum

chemistry. Molecular structures can be described as categorical sequences or

geometric graphs. We utilized both representational formats for prediction

tasks, and achieved competitive model performances. Our studies verified that

the molecular representation is essential for various tasks in chemistry, and using

appropriate types of neural networks for the representation type is significant

to the model predictability.

Keywords: deep learning, molecular property prediction, graph neural net-

works
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1 Introduction

1.1 Motivation

From early days, chemical modeling has been widely developed in various

fields related with computational chemistry, biology, pharmacology, and others

(Manly et al. 2001; Tropsha 2010; Cherkasov et al. 2014; Butler et al. 2018). By

virtue of the rapid growth of computational resources, the chemical modeling

methods have played an important role in more advanced research such as

development of a drug or novel material (Sliwoski et al. 2014; Ward et al. 2016;

Chen et al. 2018).

In chemical modeling research, the predictability of chemical properties

is the most critical factor regardless of application fields. Recently, various

researches such as the discovery of novel chemicals (Agatonovic-Kustrin and

Beresford 2000; Ekins et al. 2019; Rifaioglu et al. 2019), repurposing of existing

drugs (Zeng et al. 2019; Issa et al. 2021), and dynamic simulation (Ungerer

et al. 2007; Wang and Hou 2011; Li et al. 2014) have utilized the predicted

chemical properties in common.

The chemical properties are varied and correlated with each other. Most

of the properties of a molecule are closely related with the different energy

levels of local parts. These energies depend on the force fields from their

corresponding local conformation (Maffucci and Contini 2015; Mieres-Perez

and Sanchez-Garcia 2020). Therefore, the molecular properties can be induced
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by the atom types and geometry of a molecule (Cohen 1996; Bender and Glen

2004; Katritzky et al. 2010). In other words, the precise molecular structure

representation is significant in the molecular property prediction tasks (Kozma

et al. 2000; Schneider and Baringhaus 2008; Ferreira et al. 2015; Staker et al.

2020).

However, it is not trivial to make an accurate prediction of chemical

properties even in small-sized molecules. As aforementioned, the molecular

characteristics are determined by intricate relationships with multiple com-

ponents. Conventional approaches such as density functional theory (DFT)

require tremendous calculations to overcome the problem (Ruddigkeit et al.

2012; Montavon et al. 2013; Ramakrishnan et al. 2014; Chmiela et al. 2017,

2018).

To address the issue, several deep learning (DL)-based methods have been

proposed for chemical modeling tasks. Several models (Hirohara et al. 2018;

Shin et al. 2019; Zheng et al. 2019; Huang et al. 2020) used sequential molecular

specification, which is called a simplified molecular-input line-entry system

(SMILES) (Weininger 1988a). This format consists of discrete characters for

atom charges and structural indications. Most of the previous works using

SMILES (Goh et al. 2017; Honda et al. 2019; Wang et al. 2019a; Li and

Fourches 2021) applied the methods for languages, because both SMILES

and languages are sequentially represented. More recently, molecular graph

representations are widely adopted (Duvenaud et al. 2015; Kearnes et al. 2016;

Wang et al. 2019b), to represent molecular conformation at a lower level. The

graph representation has an advantage over a sequential representation of

molecules, because it can represent diverse conformations of a one molecule,

while the sequential representations cannot.
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Among several types of GNNs, a message passing neural network (MPNN)

(Gilmer et al. 2017) is one of the most successful architectures for tasks on

molecular graphs. In MPNNs, messages are created from each atom, and they

are iteratively updated with neighboring environments. All messages at the final

step are aggregated to output the predicted properties of a whole molecule. The

intuition behind message passing is that the energy of a whole molecule is equal

to the sum of the energy of each atom in a molecule. Many architectures that

adopted MPNN as a base framework showed noteworthy model predictability.

Simultaneously, several public databases and standard benchmarks for

various tasks were created. Tox21 (Mayr et al. 2016; Huang et al. 2016) is

a challenge held in 2014 for toxicity predictions of target chemicals. RDKit

(Landrum 2019), DeepChem (Ramsundar et al. 2019), and MoleculeNet (Wu

et al. 2018) provide various molecular property prediction tasks on biophysics,

physical chemistry, and quantum mechanics.

1.2 Contents of dissertation

The contents of this dissertation are as follows. In the front part, we briefly

introduce our motivation and the history of related researches in Introduction

in section 1. In the next Chapter 2, we first discuss the previous works of deep

learning-based approaches in Chemistry. In particular, various computational

researches related with chemicals, limitations of the conventional rule-based

approaches, and recent success of DL-based works in computational chemistry.

Next, we narrow down to specific issues on the molecular property predictions,

which is the most widely discussed and practical problem in computational

Chemistry. The last section in Background part 2, we divided the problems
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by specific subjects: pharmacology, biophysical, physiological, and quantum-

mechanical properties prediction.

The following three Chapters are the application studies on different sub-

jects. In Chapter 3, we introduce our study on drug classification problem with

pairs of drug molecules and their corresponding target amino acids. The task

is predicting therapeutic class of drugs with corresponding chemical represen-

tations and their target amino acid sequences. We extracted drug categories,

drug molecular string and amino acid sequence data from DrugBank (Law

et al. 2013). We adopted two types of deep neural networks: one-dimensional

convolutional neural networks (1DCNN) and bidirectional long short-term

memory networks (BiLSTM).

We evaluated our model with classification accuracy, area under the receiver

operating characteristic curve (AUC-ROC). We also represented confucion

matrices for each prediction class. We compared our results with existing

methods and baseline models. Our study suggested that with molecular string

representation and its binding target, pharmacological properties can be pre-

dicted without hand-craft features or complex preprocessings. This Chapter is

based on the following research:

• Jeonghee Jo, Hyun-Soo Choi, and Sungroh Yoon. ”Prediction of Drug

Classes with a Deep Neural Network using Drug Targets and Chemical

Structure Data.” 2019 IEEE International Conference on Bioinformatics

and Biomedicine (BIBM). IEEE, 2019.

In Chapter 4, we addressed biophysical and physiological molecular prop-

erties on different tasks. This task consists of multiple binary classifications

on small molecules. The specific targets are related with drug actions: binding

ability to specific protein, toxicity, permeability, and others. We used several

4



datasets from the public benchmark (Wu et al. 2018). We used molecule strings

predict all properties.

We assumed that molecular strings were analogous to sentences, so we

adopted language-based preprocessing and training strategy. Based on this, we

utilized following approaches: co-occurrence graph (Mihalcea and Tarau 2004),

byte-pair encoding (Sennrich et al. 2016), and Word2Vec (Mikolov et al. 2013).

We also adopted previously proposed architecture (Nikolentzos et al. 2019) for

the word graphs. In these graphs, the words are the characters or byte-pair

encodings from molecular strings.

We analyzed our model on various subtasks with different experimental

settings. We found the best setting for each dataset, and concluded that the best

performances of each dataset could be obtained from slightly different model

parameters. Our model outperforms the previous models and baseline models

in most of the tasks. To the best of our knowledge, it is the first research to train

co-occurrence graphs on molecular string data, with graph neural networks.

Our study showed that the molecular strings can be considered as a type of

language, so many of the language-based approaches can be applied in other

problems in Chemistry. This Chapter is involved in the following research:

• Jeonghee Jo, Bumju Kwak, Hyun-Soo Choi, Sungroh Yoon, ”The mes-

sage passing neural networks for chemical property prediction on SMILES.”

Methods 179 (2020): 65-72.

In Chapter 5, we explored more fundamental problems in Chemistry. We

studied on quantum-mechanical properties prediction tasks on molecules, which

are most significant factors in various chemical applications. Conventional

approaches based on density functional theory or nuclear magnetic resonance re-

quire tremendous computations, which are time-consuming and cost-expensive.

Therefore, it is the most widely studied field in chemistry in the latest days.
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We used molecular graphs for representations different from two previous

studies. The quantum-mechanical properties are formulated by consisting

atom particles and their interactions, we considered graph formats are more

suitable and reasonable for these tasks. We retrieved data from the public

benchmarks for quantum-chemistry, QM9 (Ramakrishnan et al. 2014) and

Molecular Dynamics (Chmiela et al. 2017, 2018). These datasets consist of 12

and 5 different regression tasks, respectively. The targets are continuous level

of energies and other observed properties.

For molecular graphs, we adopted the message passing-based approach,

which is a type of graph convolutional neural networks. The strategy of message

passing is that each atom representation is updated based on its neighboring

atoms and the representations from previous time step (layer). It is closely

related with the basic concept of molecular energy calculation.

We assumed that each type of quantum-mechanical property has differ-

ent relationship with molecular attributes. Furthermore, we considered that

message-passing framework has a risk of over-mixing atom representations,

which can cause over-smoothing problem in deep graph neural networks (Li

et al. 2018). Therefore, we add two types of novel operations to message

passing neural networks: (1) for atom-wise multilayer perceptron (MLP) based

pathway and (2) trainable scalars for differentiating relative importances on

heterogeneous molecular attributes.

Our experimental results showed remarkable performances on two bench-

mark datasets. These results validated our assumptions that heterogenous

features contribute to differently for each target. We did ablation studies for

various experimental setting, which is not shown in the preprint. This Chapter

is based on the following research in preprinting:
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• Jeonghee Jo, Bumju Kwak, Byunghan Lee, Sungroh Yoon. ”Flexible

dual-branched message passing neural network for quantum mechani-

cal property prediction with molecular conformation.” arXiv preprint

arXiv:2106.07273 (2021).

In Chapter 6, we discuss overall contents of this dissertation. In particular,

we briefly summarize our experiments, and discuss the significance and limita-

tions of our approaches with respect to performances and generalizability. We

also suggest the future study to overcome current limitations of our studies.
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2 Background

2.1 Deep learning in Chemistry

For several years, machine learning (ML) and deep learning (DL)-based research

has increased rapidly in both natural and applied sciences (Angermueller et al.

2016; Min et al. 2017; Dimiduk et al. 2018; Cova and Pais 2019). In general,

prediction and simulation analyses in biology, chemistry, or physics require

cost-intensive computations (Michel et al. 2010; Najafabadi et al. 2015). In

some cases, target solutions cannot be solved because of intractable formulation

or unknown factors in the process of calculations.

To overcome the limitations of conventional methodologies, many researchers

adopted learning-based approaches for various scientific fields. In particular,

molecules are fundamental subjects in most of the fields. Molecules are ex-

tremely diverse, interact with each other, and have complex properties. Con-

sequently, many DL-based models have been applied to research on molecules

(Lorenz et al. 2004; Behler and Parrinello 2007; Smith et al. 2017; Zhang et al.

2018).

In particular, ML and DL methods have played a significant role in unknown

property prediction tasks from known molecular structure data. For example,

molecular structure analysis is essential for development of a novel drug or

material (Chen et al. 2018; Lavecchia 2019; Rifaioglu et al. 2019), repurposing

of existing drugs (Moridi et al. 2019; Zeng et al. 2019), medicinal effect or
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toxicity prediction (Mayr et al. 2016; Karim et al. 2019; Benning et al. 2020),

or simulation in special environments (DeFever et al. 2019; Noé et al. 2020;

Doerr et al. 2021).

There are many types of molecular structure representation. These repre-

sentation types can be divided into two main categories. One is sequence-based

and the other is graph-based format. Examples of sequential representations

are a simplified molecular-input line-entry system (SMILES) (Anderson et al.

1987), international chemical identifier (InChI) (Heller et al. 2013), morgan

fingerprints (Glen et al. 2006), and others (Gobbi and Poppinger 1998; Rogers

and Hahn 2010). These types of representations should contain structural

characteristics such as bond types. Graph-formatted representations have two

types of components; atom types and their corresponding positions. Bond type

or other structural information is not necessary in this format, because it can

be estimated by the distance between any two atoms with their atom types.

We will briefly discuss previous approaches according to molecular repre-

sentation types and corresponding DL frameworks.

2.2 Deep Learning for molecular property prediction

A molecule consists of multiple atoms located in the unique arrangement. Each

atom interacts with each other based on their spatial relationships within a

molecule. If two atoms are engaged in a close distance, they will share electrons

to minimize their energy. The entire molecular structure is shaped by the sum

of all local energies to be minimized.

Therefore, most of the molecular properties including reactivity, solubility,

and energies have been analyzed based on its structural characteristics from

9



the early days. Density functional theory (DFT) and nuclear magnetic reso-

nance (NMR) are well known conventional approaches for analyzing molecular

structures. However, exact molecular structure determination is still chal-

lenging because atomic interactions are complicated and hard to formulate

(Reichenbächer and Popp 2012). Moreover, the conventional approaches require

cost-intensive and time-consuming calculations (Gauss 1995; Peterson et al.

2012).

To relieve the problem, various deep neural networks have been proposed. In

early stages, many types of molecular features such as bond types, valences, and

aromaticities are used (Duvenaud et al. 2015; Ryu et al. 2018; Coley et al. 2019).

Typically, one-dimensional convolutional neural networks (1DCNNs) (Hirohara

et al. 2018; Wang et al. 2019b), long short-term memory networks (LSTMs)

(McCarthy and Lee 2020), or models for languages have been adopted for this

data (Goh et al. 2017; Honda et al. 2019; Wang et al. 2019a). These approaches

were usually applied in property prediction tasks of known chemicals.

Afterwards, other approaches have arisen in this field, which use less types

of molecular features. SchNet (Schütt et al. 2017, 2018) used only two types

of features: atom types and atom pair distances, followed by PhysNet (Unke

and Meuwly 2019) and DimeNet (Klicpera et al. 2020b). Note that molecular

geometries such as distances or angles have continuous values. Therefore, cate-

gorical features such as type information are embedded as discrete vectors while

geometric features are expanded by continuous functions. To handle geometric

attributes, most of the models adopted graph neural networks (GNNs) (Kearnes

et al. 2016; Liao et al. 2019; Wang et al. 2019b) or message passing neural

networks (MPNNs) (Gilmer et al. 2017; Chen et al. 2019; Unke and Meuwly

2019; Tang et al. 2020) as their base frameworks. An MPNN is a type of graph
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convolutional neural networks (GCNNs), so it can also be included in the GNN

category.

As mentioned in the previous section, a molecule can be described in two

types of formats: a sequence and a graph. We adopt two types of molecular

representations, one is a sequential format and the other is graph-based format.

In particular, we used a simplified molecular-input line-entry system (SMILES)

as sequential format, while a graph is constructed by rule-based preprocessing.

Each representation type has its own advantages. Sequential representations

can indicate various categorical feature types such as bond types or aromaticity

of a molecule. However, a sequential representation cannot preserve molecular

geometry, because a sequence cannot handle continuous values and orders can

be arbitrary. Meanwhile, a graph representation can preserve entire molecular

geometry, however, it cannot keep non-geometric properties. In summary, a

sequential representation is more suitable for high-level prediction tasks such

as drug-drug interactions (DDI) or drug-target interactions (DTI). If the target

property is low-level, such as thermodynamic or energy-related properties, a

graph format would be better.

In this work, we used both of the molecular representation formats: SMILES

and graphs. In particular, we used SMILES representation in drug classifica-

tion task and biophysical property prediction task, and graphs in quantum-

mechanics property prediction task. For these tasks, we adopted 1DCNN,

BiLSTM, and two types of MPNN frameworks.

We briefly introduce three types of our DL-based models for chemical

property prediction tasks. First, we adopted a one-dimensional convolutional

neural network (CNN) and bidirectional long short-term memory networks

(BiLSTM) for strings. Next, we obtained co-occurrence graphs from SMILES
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strings, and applied an MPNN to predict molecular properties. Finally, we

applied other MPNN directly on molecular geometries. Note that two types of

MPNN are not similar with each other; one is for abstract graphs from strings

and the other is for geometric graphs in Euclidean space.

Our main contributions are as follows: We explored various problems and

data types in chemical property prediction tasks in public benchmarks. We

proposed novel architectures for each prediction task, and reached outstanding

performances compared with previous or baseline models. Inspired by scientific

developments of molecules, we implemented our methodology with the intuition

behind scientific principles. We validated that our experimental results accorded

with the known chemical principles.

2.3 Approaches for molecular property prediction

2.3.1 Sequential modeling for molecular string

We introduce the SMILES string, which is the most widely used among sev-

eral types of strings for identifying molecules. SMILES is a specification for

describing molecular structures with ASCII characters. It is one of the most

widely used sequential formats for molecular structures, because it is more

human-readable and specified than other sequential formats (O’Boyle 2012).

The examples of SMILES are described in Figure 2.1.

Previous works used SMILES data for several studies, such as drug-drug

interaction (DDI) analysis Lee et al. 2019a; Huang et al. 2020, drug-target

interaction (DTI) analysis Monteiro et al. 2020; Wang et al. 2020; Lee et al.

2019b, medicinal response Chang et al. 2018; Manica et al. 2019, toxicity Chen

et al. 2020, or other biophysical properties prediction tasks Zheng et al. 2019;

Hu et al. 2020; Tang et al. 2020; Kurotani et al. 2021. Several models Lee et al.

2019a; Manica et al. 2019; Huang et al. 2020 used encoder-decoder frameworks.
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CC(=O)OC1=CC=CC=C1C(O)=O
Aspirin

CN1C=NC2=C1C(=O)N(C)C(=O)N2C
Caffeine

Figure 2.1 Examples of SMILES: Aspirin and Caffeine
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Figure 2.2 Examples of one-dimensional convolutional neural networks for

DNA sequences

One-dimensional convolutional neural networks (1DCNNs)

The most widely used model architecture for SMILES data is one-dimensional

convolutional neural networks (1DCNNs). While standard two-dimensional

convolutional filters move along two perpendicular axes, the one-dimensional

convolutional filters move along only one axis. Therefore, 1DCNNs have been

adopted for sequential data, such as time-series or text. The example of 1DCNN

on characterized DNA sequences is represented in Figure 2.2.

Several works adopt a one-dimensional convolutional neural network (1DCNN)

for sequential representations Chang et al. 2018; Lee et al. 2019b; Monteiro

et al. 2020; Chen et al. 2020; Hu et al. 2020.

Long short-term memory (LSTM) networks

Long short-term memory (LSTM) networks is a type of recurrent neural

networks (RNNs). LSTM was proposed to overcome the gradient vanishing

problem of vanilla RNNs. An LSTM unit consists of a cell, an input gate, an

14



(a)

(b)

Figure 2.3 Comparison between (a) the standard RNN and (b) LSTM

network (Olah 2015)

output gate, and a forget gate. These gates keep gradient flow consistently. The

conceptual comparison between the standard RNN and LSTM is described in

Figure 2.3.

Several studies Zheng et al. 2019; Wang et al. 2020 have adopted LSTM

networks on DTI tasks with SMILES string.

2.3.2 Structural modeling for molecular graph

Although many researches showed advanced performances, sequential format

is somehow limited in terms of representative ability. First, it cannot handle

deformed structure (in non-equilibrium state) or multiple forms of one molecule

(isomers). Therefore, it is not possible for a simulation of molecular dynamics

(MD) using sequential representations. Second, the diverse atom-atom interac-

tions are too simplified in this format. In theory, intramolecular energies are
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the continuous function of atom-atom distances and their charges. Sequences

are defined by discrete strings, so they cannot cover those continuous numerical

properties. On the other hand, molecular graphs can represent intact three-

dimensional structures. Therefore, they can preserve continuous properties

obtained from geometry.

For these reasons, more recent works have utilized molecular geometries

directly in their analyses. Most of the previous works using molecular geome-

tries adopt a graph neural network (GNN) as their base framework. Duvenaud

et al. 2015 adopted a graph convolution for end-to-end learning of molecular

graphs. Message passing neural network (MPNN) (Gilmer et al. 2017) pro-

posed a novel framework, which iteratively aggregates and updates the atomic

message defined by its neighbors. SchNet (Schütt et al. 2017, 2018) proposed a

continuous-valued filter (CF) for atom-atom distances, so called a radial basis.

Afterwards, many researches such as MegNet (Chen et al. 2019), MCGN (Lu

et al. 2019), PhysNet (Unke and Meuwly 2019), and DimeNet (Klicpera et al.

2020b) have explored combining CFs and MPNN. For more specific geometric

details, several works additionally adopted angle features or roto-translational

group equivariances (Thomas et al. 2018; Anderson et al. 2019; Klicpera et al.

2020b,a; Anderson et al. 2019; Fuchs et al. 2020).

Message passing neural networks (MPNNs)

Message passing neural networks (MPNNs) (Gilmer et al. 2017) aim for local-

ized convolution on graphs. With this property, MPNNs can be regarded as

spatial-based graph convolutional neural networks (GCNNs). In MPNNs, each

node is individually represented, and initial messages are created from node

embeddings with neighboring attributes. During the training stage, a block
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𝒙 𝒚 𝒛

C1 1.636 3.690 0.755

C2 2.757 3.181 0.084

…

O4 4.486 5.104 0.378

C1 C2

O1

C3

C4
C5

C6

C7O2

O3

O4
C8

C9

Figure 2.4 Example of molecular representation in three-dimensional space.

Hydrogens are not shown for simplicity.
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message passing

𝑣𝑖

𝑣𝑗1 𝑣𝑗2

𝑣𝑗3

𝒗𝒋 𝒋 ∈ 𝑵𝒆𝒊𝒈𝒉𝒃𝒐𝒓𝒔(𝒊)}

𝒗𝒊
𝒕+𝟏 ← 𝒗𝒊

𝒕,𝒎𝒊
𝒕+𝟏

𝒎𝒊
𝒕+𝟏 ← 𝒎𝒊

𝒕, 𝒗𝒊
𝒕, {𝒗𝒋

𝒕}

Figure 2.5 The schema of a message passing process of a sample graph.
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of message passing process consists of two types of consecutive functions: a

message passing and an update function. Message passing function produces a

message, which is a combined representation of each node and its neighbor’s

features. Messages and node features of the previous block are used to update

current node features. Both of the message passing and update functions can

be trainable layers or non-trainable operations such as a summation operator.

The concise schema of massage passing process is described in 2.5.

mt+1
i = M t(hti, h

t
j,j∈N(i)) (t = 1, ..., T ) (message passing) (2.1)

ht+1
i = U t(hti, m

t+1
i ) (update) (2.2)

M t and U t are the functions for message and update, respectively. hi and

mi mean the hidden representation and message of node i, respectively. N(i)

means the neighboring nodes of node i, and t means the time step. The readout

function followed by the last message passing block. It aggregates all messages

at the final time step T , and yields the global representation of a graph G.

Readout function R can be trainable or non-trainable, similar to message

passing.

ŷ = R(i ∈ G | HT ) (readout) (2.3)

Continuous filter convolution (CFC)

Continuous filter (CF) is a type of continuous function for scalar values,

proposed in SchNet. Different from standard convolutions which operate matrix

multiplication between feature maps and discrete filters, continuous filter

convolutions (CFCs) do an element-wise operation between the features and
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the evaluations of radial basis functions of atom-atom distances. CF has an

advantage over standard discrete convolution filters in that it is more suitable

for features defined . A general form of continuous filters are described as

hij = CF (i, j ∈ G | Dij) (continuous filter) (2.4)

Radial basis functions embed the scalar-valued measures of molecular

geometry to vectors. In general, radial basis functions are made up of different

orthogonal functions. For example, SchNet adopted multiple Gaussian functions

gµk,σk
(Dij) for embedding atom-atom distances. After SchNet, many studies

utilized CFs to describe geometric measures of molecules. PhysNet (Unke and

Meuwly 2019) used polynomial equations, MegNet (Chen et al. 2019) used

set2set network (Vinyals et al. 2015) and DimeNet (Klicpera et al. 2020b) used

Bessel functions.

2.4 Tasks on molecular properties

2.4.1 Pharmacological tasks

In pharmacology, DL-based methods have widely applied in developing novel

drugs or repurposing existing drugs. In particular, DL-based methods can

help explore the candidate chemicals in the initial process. Examples of these

candidates are another drugs, proteins, or other biological subjects. In addition,

medicinal efficacy or side effects can be prediction targets.

Various types of tasks are commonly involved in the interaction with other

subjects. Therefore, most of the tasks are binary classifications: for predicting

the presence of an interaction with the target. In general, these classification

tasks are extremely imbalanced, because the molecular interactions are highly
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specific and most of pairs have no interaction with each other. In these cases,

AUC-ROC or AUC-PRC are more recommended for estimating model perfor-

mances. (Wu et al. 2018).

2.4.2 Biophysical and physiological tasks

DL methods can also be applied for biophysical or physiological properties of

chemicals, which is important in developing synthetic materials as well as drug

development. These tasks are generally based on regression problems, because

the targets are continuous levels of properties, such as solubility, lipophilicity,

permeability, and binding activity. Consequently, root mean-squared error

(RMSE) or mean-squared error (MSE) are generally adopted as the evaluation

methods of the model performances. Otherwise, if there are the criteria of

target levels, then the problem is formulated as a binary classification.

2.4.3 Quantum-mechanical tasks

In the quantum chemical field, DL can predict quantum-mechanical properties

of molecules more cost-effectively than conventional density functional theory

(DFT) do. MD simulation based only on DFT is extremely time-consuming. DL

can predict molecular properties without tremendous theoretical formulations

more quickly. In the same with the biolphysical or physiological tasks, the

quantum-mechanical properties usually consist of continuous numeric values.

Related with the standard formula in quantum-chemical theories, the evaluation

metric is usually a mean absolute error (MAE). In addition, if the prediction

target is a type of energy, the loss function would be combined with additional

loss terms for predicting forces. It is because the energy is a differential equation

of forces with atom positions, by definition.
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Loss(E, Ê) = ce × |E − Ê| + cf ×
∑

|F − ∂

∂r
Ê({r})| (2.5)

The above equation is the commonly form of the loss functions in quantum-

chemical property prediction tasks (Schütt et al. 2017, 2018; Chmiela et al.

2018; Klicpera et al. 2020b). E and Ê mean the true and predicted energy,

respectively. The first term of the above equation is the MAE of energy

prediction, and the second term is the MAE of forces prediction. r in the

second term means positional attributes of each atom in a molecule. ce and cf

are the coefficient for each loss term.
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3 Chapter 1. Drug class classification with molec-

ular string

3.1 Introduction

Drug actions are the combination of various biological and chemical reactions,

and the drug class is determined by drug’s target systems and environment.

Thus the prediction of drug class is most significant in discovering property

of drug candidates. Accurate and precise prediction method for drug class

discovery can conserve time and costs in drug repositioning and de novo drug

designs.

A drug molecule’s structure have its own local site for binding its target

proteins. Two different drugs having similar binding site would react with

similar target proteins, and have similar mechanisms of action (MoA). Modern

chemoinformatic researchers adopt this assumption and attempt to find and

interpret local structure of specific target detection for drug designing and repo-

sitioning. Previous approaches including statistical model or machine learning

models have no ability of selecting more important feature automatically, as

we mentioned above. So manual feature selection methods, such as similarity

or distance measuring were must required before main algorithm. However,

deep learning can learn feature importance and complex itself, so it can reduce

cumbersome data handling processes at the beginning. In addition, it allows
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computational models composed of multiple layers to learn representations of

data with multiple levels of abstraction

Therefore, medicines can be categorized into different groups, according

to the target organ or system on which they act and pharmacological and

physiological properties. One of the drug classification methods is the anatom-

ical therapeutic chemical (ATC) classification system, controlled by the World

Health Organization Collaborating Centre for Drug Statistics Methodology

(WHOCC) (WHO Collaborating Centre for Drug Statistics Methodology). This

system groups drugs into fourteen categories, which are coded by a single letter

to one character as shown in Table 3.1. The ATC codes are closely related

to a drug’s indication and mechanism of action (MoA). Therefore, the model

predictability is significant to novel drug design or repurposing.

Previous approaches based on statistical learning or ML-based models

required many types of features (Chen et al. 2012; Chen and Jiang 2015;

Wang et al. 2013; Liu et al. 2015). It is not desirable property, because it is

not always possible to collect all types of features in practice. On the contrary,

DL-based methods (Ertl et al. 2017b; Gupta et al. 2018-01; Lusci et al. 2013)

can automatically learn relative importances of features, and their complex

relations by virtue of multiple non-linear operations.

Recently, several ML-based models have been proposed to drug classification

tasks using molecular structural and biochemical properties. Shortest path and

random walk are adopted to predict ATC code in (Öztürk et al. 2016). In more

recent days, DL-based methods have arisen for these pharmaceutical tasks.

CNNs were used in several works (Ertl et al. 2017b; Gupta et al. 2018-01; Lusci

et al. 2013; Graves and Schmidhuber 2005; Schuster and Paliwal 1997; Lipton

2015; Hochreiter and Schmidhuber 1997) for biochemical property predictions.
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The other work (Wang et al. 2014) adopted CNN to predict ATC code, however,

the predictability of this model could not exceed the performance from using

a non DL-based algorithm. (Graves and Schmidhuber 2005) also applied CNN,

while requiring a complex engineering and pretraining processes. We believed

that these characteristics of deep learning is more proper and reasonable in

biologically and pharmacologically for ATC code prediction task.

We briefly introduce two supervised learning methods used in this work.

Convolutional neural network (CNN), a class of deep, feed-forward artificial

neural networks (ANN), learns visual patterns directly from raw pixel images

Paisitkriangkrai et al. 2015. CNN is mainly used for vision and natural language

processing researches for capturing spatial patterns in restricted region of

input data. Protein, gene, and chemical structures can be represented as linear

sequence data as sentences, and thus the CNN model can also learn local

features in these data. Recurrent neural network (RNN), also a kind of deep

learning algorithms, can “memorize” their internal status and use it as past

context to process sequences of inputs. It has widely applied in mainly speech

recognition or text generation tasks. Amino acids and atoms also arranged in

sequence, so they can be used an input of an RNN algorithm.

In this respect, it is expected that deep learning would learn local site of

a drug molecule which plays a more important role in binding target protein

without any idea of pharmacodynamics. We believed that these characteristics

of deep learning is more proper and reasonable in biologically and pharma-

cologically for ATC code prediction task. So we constructed two kinds of

deep learning models for predicting the drug’s ATC code via drug chemical

structure data and amino acid sequences of the drug’s target genes. Both

models predicted the ATC code of unseen data more accurately than when

other machine learning methods were used.
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Table 3.1 Anatomical therapeutic chemical (ATC) classification system

Code Contents

A Alimentary tract and metabolism

B Blood and blood forming organs

C Cardiovascular system

D Dematologicals

G Genito-urinary system and sex hormones

H
Systemic hormonal preparations,

excluding sex hormones and insulins

J Antiinfectives for systemic use

L Antineoplastic and immunomodulating agents

M Musculo-skeletal system

N Nervous system

P Antiparasitic products, insecticides and repellents

R Respiratory system

S Sensory organs

V Various

In this work, we constructed two types of neural networks: CNN and

BiLSTM. We used two types of inputs: molecular string data of drugs and their

corresponding target amino acid sequences. With these input pairs, we predict

the therapeutic class of drugs, and the model showed significantly improved

prediction accuracies compared to those of previous works.

3.2 Proposed method

The objective of this study is to predict ATC code of drugs with a DL-based

model, using two types of input string data: drugs’ molecular strings and

corresponding target amino acid sequences. The intuition behind this work is

that with the structural features of a molecule and their binding target, the

model can predict the therapeutic or MoA of drugs. We applied two types of

a neural network: a 1DCNN and a BiLSTM for both string-typed data.
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Filter Direction

CNN

CNN

Figure 3.1 One-dimensional CNN-based architecture. (a) A one-hot encoded

input example. (b) An architecture of the CNN-based model.

3.2.1 Preprocessing

We used one-hot encoding to embed SMILES strings and we fixed the length

of input SMILES strings as L. Accordingly, N number of SMILES data was

expressed by N × M × L where M is the number of character types in the

SMILES protocol. We also one-hot encoded target amino acid sequences, in the

same manner with SMILES strings. We changed the notations for two-character

chemical elements (e.g., Cl, Na, Pt) into arbitrary one character alphabets, not

to overlap with another chemical element.

3.2.2 Model architecture

We applied two types of neural network for sequential data: a 1DCNN and a

BiLSTM. For 1DCNN, we set the height of a convolutional filter to the same

with M . The convolutional filters move only one direction. Then, each output

from a convolution layer becomes a one-dimensional vector. In the latter part,

we applied a fully connected (FC) layer to output predicted values. Details of

two architectures are described in Figure 3.1 and 3.2, respectively.
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Figure 3.2 One-dimensional BiLSTM-based architecture. (a) A one-hot

encoded input example. (b) An architecture of the BiLSTM-based model.
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Figure 3.3 Two type of RNN architectures (a) standard RNN, and (b)

bidirectional RNN.

The input shape of a CNN for a amino acid sequence is 100 × 20 where

100 is the length of an amino acid sequence and 20 is the dimension of one-hot

encoded sequence representing 20 types of amino acids. The filter of the first

layer has a shape of 3 × 20, so the filter moves in only one direction (Figure

3.1a). The other CNN for chemical structures has a 30×32 matrix as the input,

30 for the length of a SMILES data, and 32 for the number of discrete characters

used in SMILES. Each output vector of the two CNN is a one-dimensional

vector (Figure 3.2b). These are concatenated into a one one-dimensional vector.

The deep neural network is made up of three layers and outputs with a 13 ×

1 vector for ATC code classification via Softmax. A pair of a one-hot encoded

amino acid sequence and a one-hot encoded SMILES from a drug is the base

unit of both the training and the test dataset.

We adopted bidirectional Long Short-Term Memory (BiLSTM) (Graves

et al. 2005) as an RNN cell, which is a variation of Bidirectional RNN (BRNN)

(Graves and Jaitly 2014). In BRNN the neurons of a regular RNN into two

directions, one for positive time direction, and another for negative time direc-

tion, shown in Figure 3.3. It often results with higher performance, as it can

take into account both past and future sequence elements (Weininger 1988b).

Another common RNN type is Long Short-Term Memory (LSTM), which has
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additional gates in an RNN cell (Chen et al. 2014). LSTM has been dealing

with vanishing gradient problem successfully so it can capable of learning long

time-dependencies contrary to vanilla RNN (Weininger 1988b). BiLSTM is the

hybrid of BRNN and LSTM, and it showed better performance in classification

and recognition task (Gurulingappa et al. 2009; Lumini and Nanni 2018).

3.2.3 Training and evaluation

We retrieved drug datasets and the corresponding peptide sequence of target

proteins and SMILE sequence data in public database. We select drugs and

the corresponding peptide sequence of target proteins and SMILE sequence

data which are long enough for model to learn features.

All drug strings and corresponding amino acid sequences are retrieved from

the Drugbank version 5.0.8 (Law et al. 2013). We selected the drugs that (1)

have at least one known target gene, (2) have the SMILES string which is

longer than 30 characters, (3) have only one ATC code, and (4) do not belong

to class V. The class V of ATC classification system means “various types”,

so the drugs in this class are miscellaneous, sharing no similarity. Only 0.52%

of the drug database were included in class V, so the number of excluded data

was not critical. The number of ATC classes used in this work is 13.

Drugs can have a various numberof target genes. Some have only one target

gene, but others may have more target genes. Genes produce proteins madeup

of linearly concatenated amino-acids. We fixed the length for input amino acid

sequence as 100, and those shorter than100 are excluded. In an amino acid

sequence longer than 100, randomly chosen segments of 100 amino acids of

each gene and each drug were used. This makes any two different input drugs

share a target gene pair with different amino acid segments the same target
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Table 3.2 Prediction accuracy (%) comparison with other methods

All classes 5 major

Model comparison

CNN (proposed) 74.09 89.12
RNN (proposed) 77.19 88.24
SVM 53.86 66.70
RF 53.86 66.70
DT 51.02 63.08

Previous work
Aliper et al. 2016∗ 55 62
Gurulingappa et al. 2009 77.12 -
Xie et al. 2017 72.93 -

∗12 categories from MeSH code was used as class labels.

gene. Hundred-length amino acid segments were then one-hot encoded for 20

dimensions.

In our experiments, the length of input SMILES strings L and the number

of character types of SMILES M are fixed to 30 and 100, respectively.

We split the dataset 85% for train and 15% for test, respectively. The num-

bers of drugs of each ATC class are extremely imbalanced, so we constructed

two experimental settings. First, we used every drug in 13 classes. Second, we

removed the drugs from minor classes, and used drugs only from five major

classes: A, C, J, L, and N. All other experimental settings remained the same

in both of the experiments.

We measured classification accuracy on test split, and compared our result

to previous studies and other ML-based models. For ML-based models, support

vector machine (SVM), random forest (RF), and decision tree (DT) were used

for comparison. We plotted the receiving operator characteristic (ROC) curve

and estimated the area under the curve (AUC) for each experiment.

3.3 Experimental results

We compared the prediction accuracies of our model with those of other

methods in Table 3.2. With the CNN-based model, the prediction accuracies
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Figure 3.4 ROC curve in 1DCNN-based model. The classification accuracies

(left) from all 13 classes and from five major classes (right).
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Figure 3.5 ROC curve in BiLSTM-based model. The classification accura-

cies (left) from all 13 classes and from five major classes (right).
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were 74.09% and 89.12% from the experiments using all 13 classes and five

major classes, respectively. When RNN was used, the prediction accuracies

were 77.19% and 88.24% from the same experimental settings, respectively. In

summary, in the case of using drugs from the five major classes, the CNN-based

model performed slightly better. On the contrary, in the case of using from all

13 classes, the RNN-based model showed better model predictability.

The performances from other ML-based models were worse than those from

our model. Gurulingappa et al. 2009 used information extracted from scientific

articles with a ML-based method. This model scored classification accuracy of

77.12% for classifying ATC codes. Xie et al. 2017 used transcriptome data, their

softmax-regression model achieved a prediction accuracy of 72.93%. Other work

using DL-based model (Chen et al. 2012), their accuracies were 55% and 62%

for all drug classes and five major classes, respectively. Note that Aliper et al.

2016 used a different drug classification system (Medical Subject Headings, or

MeSH, which consists of 12 categories) (Lipscomb 2000) for prediction labels.

The ROC curve plots are described in Figure 3.4 and Figure 3.5. The AUC

values for five major classes are generally higher than those from the minor

classes.

The detailed results are shown in confusion matrices in Figure 3.6 and 3.7.

The number of samples in class N is extremely large, because the drugs in

class N have generally have more target proteins than drugs in other classes, so

the number of input pairs (SMILES and corresponding target amino sequence)

was increased. In prediction of all 13 classes, both of the model predict more

accurately in more larger classes (Figure 3.6 and Figure 3.7), respectively.

34



Figure 3.6 Confusion matrix of prediction accuracy from 1DCNN-based

model. The classification results with all 13 classes (left) and five major classes

(right).
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Figure 3.7 Confusion matrix of prediction accuracy from BiLSTM-based

model. The classification results with all 13 classes (left) and five major classes

(right).
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3.4 Discussion

In summary, we constructed two kinds of deep neural networks for drug clas-

sification prediction using DrugBank database, and evaluated the model per-

formances. In front part, we build two one-dimensional deep convolutional

neural networks: one for amino acid sequence and one for chemical string data.

We integrated one deep neural network to multi-class classification for drugs.

The architecture of the other model is the same, except that it uses two one-

dimensional BiLSTM cells rather than convolution layers. We measured the

prediction accuracy rates of our models and compared our results to other

machine learning classifiers and previous works based on learning algorithms.

We concluded that our models outperformed the other classifiers in both

experiments with different groups of classes. The model’s better accuracy in

the five major groups (A, C, J, L, and N), it is because the model could learn

relatively more patterns in these groups than the smaller groups. Especially,

the model with RNN outperforms slightly better the one with CNN in AUC

scores. It may be caused by because an RNN cell can remember past (or next)

patterns, so naturally more fit to string data whereas a convolution filter in

CNN is localized and catches patterns spatially. So an RNN fits better for

string data in general. The prediction performance should be higher in minor

classes. It is because the deep learning could not learn enough for the classes

for few samples. It could be solved if the more drug datasets are created in

this classes.

In conclusion, we verified that the molecule representation and their binding

targets are sufficient to predict therapeutic properties of corresponding drugs

in DrugBank database. Our model showed remarkable performances compared

37



with previous models or ML-based models, without extensive feature engineer-

ing. However, there are a few limitations of the research: Drugs in more than one

category (multi-label drugs) were excluded. Second, there was a size limit for

the input data, so our model was validated on only small-sized partial segments

of sequences. Third, our model was not validated the real-world dataset. These

problems have to be solved in the future.
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4 Chapter 2. Biophysical property prediction

with molecular string

4.1 Introduction

In this Chapter, we discuss more basic property prediction tasks in chemistry.

Drug classification can be considered as a high-level property of chemicals. Drug

metabolism is determined by the biochemical and physiological properties of

the drug molecule. To improve the performance of a drug property prediction

model, it is important to extract complex molecular dynamics from limited

data. Especially, more advanced research, such as novel drug development or

personalized medicine, low-level properties such as biophysical or physiological

properties would be more useful. Toxicity, lipophilicity, and binding affinity

are the examples of low-level properties of organic molecules. These properties

are essential to predict efficacy of medicinal supplements in pharmacological

research. Many public databases provide the related dataset for constructing

of the ML or DL-based model.

From early days, SMILES strings have been widely adopted for various

chemical tasks (Ertl et al. 2017a; Goh et al. 2017; Shin et al. 2019; Honda et al.

2019; Zheng et al. 2019). LSTM networks (Ertl et al. 2017a), CNNs (Öztürk

et al. 2018), or both of two architectures (Paul et al. 2018) are used to predict

physiological or pharmaceutical properties on SMILES strings. A self-attention
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method and Bidirectional gated recurrent unit were also attempted Shin et al.

2019; Zheng et al. 2019 and Lin et al. 2019, respectively.

Many previous studies (Atwood and Towsley 2016; Kearnes et al. 2016;

Niepert et al. 2016; Altae-Tran et al. 2017; De Cao and Kipf 2018; Lee

et al. 2018) have also employed graph neural networks (GNNs), to predict

various molecular properties based on molecular structures. More recently,

spatial-based graph convolutional neural networks (GCNNs), a type of spatial-

based GNNs, showed better performances compared with those from other

architectures (Kearnes et al. 2016; Shin et al. 2019; Atwood and Towsley 2016;

Niepert et al. 2016; Altae-Tran et al. 2017; De Cao and Kipf 2018; Lee et al.

2018; Huang et al. 2019).

Among various types of deep architectures, message passing neural networks

(MPNNs) (Gilmer et al. 2017) is the most widely used architecture nowadays.

MPNN was originally proposed to predict quantum-property prediction tasks,

and widely adopted following studies (Unke and Meuwly 2019; Lu et al. 2019;

Anderson et al. 2019; Yang et al. 2019; Klicpera et al. 2020b; Withnall et al.

2020) because it is simple and correlated with chemical theory.

However, most of these approaches can handle the graph-formatted data

only, which can not include auxiliary molecular attributes. As mentioned above,

SMILES strings consist of valuable information about molecular structures such

as bond types or aromaticity.

Motivated by the success of DL methods in natural language processing

(NLP), we utilized architectures which were originally developed for language

modeling to train SMILES strings. We assumed that a string format of a

molecule could also be considered as a sentence, so NLP-based methods could

also be effective for molecular tasks. In particular, we adopt the MP-based
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Table 4.1 The details of benchmark datasets used in this paper.

Dataset HIV BACE BBBP Tox21 SIDER ClinTox

The num. of tasks 1 1 1 12 27 2
The num. of molecules 41127 1513 2039 7831 1427 1478

Table 4.2 The examples of the byte-pair encoding tokenization of SMILES

strings.

Dataset tokens of byte-pair encoding

HIV CC, 1=, Cl, ccc, CN, Br, )[, +](=, CCOC, ...
Tox21 CC, ccc, nc, )[, CCN, @@, nH, Mg, ...

attention network (MPAD) (Nikolentzos et al. 2019), which uses an MPNN

framework for language tasks with word co-occurrence graphs. In addition,

we also adopt other preprocessing methods for languages, such as byte-pair

encoding (Sennrich et al. 2016), word2vec (Mikolov et al. 2013) and word

co-occurrence graph Mihalcea and Tarau 2004 methods.

To the best of our knowledge, it is the first proposed study to learn chemical

strings based on an MPNN framework. The model performances showed

remarkable performances compared with previous studies.

4.2 Proposed method

We constructed co-occurrence graphs from SMILES strings using token embed-

dings and Word2Vec (Mikolov et al. 2013). We applied MPAD (Nikolentzos

et al. 2019) to train those graphs for predicting biochemical properties. Details

are described below.

4.2.1 Preprocessing

In the initial step, we converted string data to a co-occurrence graph (Mihalcea

and Tarau 2004). We used two types of word tokenization methods. First, we
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tokenized all characters individually, which assumed that each character in

the SMILES string corresponded to a word in a sentence. Next, we adopted

byte-pair encoding (Sennrich et al. 2016). Byte-pair encoding is a kind of data

compression method, which groups common consecutive bytes into a one byte.

It is also the case for molecular formulas, because several atoms have two-

character names such as Na, Mg, or Pb. We expected that by using byte-pair

encoding, any atom type notation with two characters could automatically be

grouped by one embedding. The examples of encodings are in Table 4.2.

We applied the word2vec method (Mikolov et al. 2013) to both types of

molecular tokens obtained from input SMILES strings. Word2vec is a type of

word embedding method, which embeds words into vectors based on their

semantic associations in a large context. Note that we do not adopt any

pretraining method which is widely used in NLP tasks, because we found

that the protocols of SMILES strings were slightly different with databases.

Subsequently, we made co-occurrence graphs from the embedded SMILES

strings. We built edges between all pairs of two consecutive tokens following

the previous work MPAD (Nikolentzos et al. 2019). Consequently, each token is

represented as individual nodes in a graph, and all nodes have two neighbours

which are located right before and after the token in the string. Note that the

edges do not necessarily accord with the original covalent bonds in a molecule.

We do not utilize any bond information for graph representations.

4.2.2 model architecture

We utilized the previous model MPAD proposed in (Nikolentzos et al. 2019).

MPAD is a type of MPNNs, which handles the word graph G from text

documents. The document graph can be denoted as G = (V,E), where V and
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E are the vertices of words and edges of connections. The MPAD architecture

consists of consecutive blocks, which include message function f and update

function g:

Mt+1 = f t+1(D−1AHt) (4.1)

Ht+1 = g(Ht,M t+1) (4.2)

D is the diagonal in-degree matrix of the text graph G and A is the

adjacency matrix of G. D−1AH assigns the neighbors of a H, then f t produces

the message of t-th timestep M t for feed-forward propagation. Then g receives

M t and the node features of t-th timestep Ht and updates the node features of

(t+1)-th timestep Ht+1. In MPAD, f and g are a multilayer perceptron (MLP)

layer and a gated recurrent unit (GRU) layer (Cho et al. 2014), respectively.

The readout function is formalized by the final document representation

step from the transpose of all word representations HT with a self-attention

αT

y =
∑

αi
T Ĥi

T (4.3)

MPAD introduced a master node, which represents the global node sum-

marizing the whole document. The master node has a skip connection with

the output from the readout function. The multi-readout is the concatenation

of all Ht time steps (t=1,...,T ) to form a hG ∈ RT×2d, which is not described

for simplicity. Overall architectures are described in Figure 4.1.
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Figure 4.1 The model architecture of the MPAD. In the beginning, the

SMILES strings are tokenized either by each character or by byte-pair encoding.

The tokenized n words are vectorized by Word2Vec, and represented as a

word co-occurrence network. The hidden representation H ∈ Rn×d of a

graph G comes into T an iterative message passing phase. The last hidden

representation HT goes to the readout stage, and combines with a learnable

weight vector WA
T . The final output comes out after global attention. Besides,

master node skip connection is the process that the master node representation

bypasses the attention mechanism and concatenated to the output from the

attention step. hG
T ∈ R2d is the final result of the network on given SMILES

strings.
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4.2.3 Training and evaluation

Data collection

We utilized the public benchmark tasks in MoleculeNet (Wu et al. 2018).

MoleculeNet provides various types of chemical subtasks, which are classified

into one of four categories: quantum mechanics, physical chemistry, biophysics,

or physiology. The SMILES strings are provided in all subtasks. We selected

classification subtasks in biophysics and physiology categories. These subtasks

are as follows: HIV, BACE, BBBP, Tox21, ClinTox, and SIDER (Table 4.1).

Note that all classification tasks are binary, which have labels of positive and

negative.

All subtasks used in this study are imbalanced. For example, in 12 labels of

Tox21 tasks, only 2.4-12.0% of the labels were positive. For training, we adopt

three loss functions for classifications, binary cross entropy (BCE), weighted

binary cross entropy (WBCE), and focal loss (FL) (Lin et al. 2017) to tackle

these imbalances. The formula of three functions are described below.

Loss function

BCE loss = −y log p− (1 − y) log(1 − p) (4.4)

WBCE loss = −w0y log p− w1(1 − y) log(1 − p) (4.5)

FL(pt) = −(1 − pt)
γ log(pt) (4.6)

BCE function (4.4) is the standard loss function for binary classification

tasks. WBCE function (4.5) is more suitable when the label is seriously

imbalanced. In Particular, we used 0.9 and 0.1 for positive and negative

labeled data, respectively. Focal loss (4.6) was originally developed for object

detection tasks, especially when the foreground and background pixel classes
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are extremely imbalanced. We assumed that this imbalance is analogous to

other imbalanced binary tasks, so we adopt FL to our classification tasks. We

compared three types of loss functions in our experiments.

Evaluation

We employed the receiver operating characteristic-area under curve (ROC-

AUC) following the MoleculeNet guidelines (Wu et al. 2018). We also followed

the train, validation, and test splits of DeepChem guidelines (Ramsundar et al.

2019). We compared our results to previous works and two types of baseline

models. The baseline models were 1D-CNN and BiGRU, respectively. In multi-

ple classification tasks (Tox21, SIDER, and ClinTox), we trained and evaluated

the model performances in each task, individually. The overall performances

were obtained by averaging.

Experimental setting

For preprocessing, we used deepchem package 2.3.0 (Ramsundar et al. 2019),

and sentencepiece 0.1.85 (Sennrich et al. 2016) for byte-pair encoding, and

gensim 3.8.1 (Řeh̊uřek and Sojka 2010) for Word2Vec embedding. For training,

PyTorch 1.4.0 (Paszke et al. 2019) was used. The train and evaluation processes

were built based on the original code (Nikolentzos et al. 2019). For ablation

studies, we executed the experiments of two types of tokenization, and three

loss function types. We also used three types of word embedding dimensions,

256, 128, and 64. The number of training epochs was up to 64. Adam optimizer

(Kingma and Ba 2014) was used with the learning rate of 0.00025. The hidden

layer dimension was set to 256. The α and γ of FL were set at 0.2 and 2,

respectively. All other hyperparameters followed those used in the original

MPAD.
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Table 4.3 The model performances over all datasets compared with the

previous studies and baseline models.

Dataset HIV BACE BBBP Tox21 SIDER ClinTox

ChemixNet 0.9678 - - 0.8526 - -
ST 0.683 0.719 0.900 0.706 0.559 0.963
SMILES2vec 0.80 - - 0.81 - -
SA-BiLSTM 0.80 - - 0.842 - -
Smi2Vec 0.9457 0.844 0.8539 0.7806 0.6071 0.9779
1D-CNN 0.9706 0.7737 0.9422 0.7483 0.5806 0.9687
BiGRU 0.9704 0.7362 0.8903 0.7082 0.6078 0.9625
MPAD (Ours) 0.9707 0.8137 0.9422 0.8551 0.6368 0.9866

0
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0.8

1

HIV BACE BBBP Tox21 SIDER ClinTox

ec256bce

ec256wbce

ec256focal

bpe256bce

bpe256wbce

bpe256focal

Figure 4.2 The performance of each experimental setting from five datasets.

We fixed the token embedding dimension as 256.

4.3 Experimental results

We compared our ROC-AUC values with five previous studies and two baseline

models. Note that the previous models may use different data splits from those

of ours. The overall results are provided in Table 4.3. Our model achieved the

best performance from five of the six subtasks. On the HIV task, the AUC

score of our model was 0.9707, which is the best score among other models.

The ChemixNet (Paul et al. 2018), Smi2Vec (Lin et al. 2019), BiGRU and

1DCNN baselines also achieved high scores as those of ours. On the BACE
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Figure 4.3 The performance of each experimental setting from five datasets.

We fixed the token embedding dimension as 128.
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Figure 4.4 The performance of each experimental setting from five datasets.

We fixed the token embedding dimension as 64.
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Figure 4.5 The detailed performances of each subtask in Tox21 dataset.
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Figure 4.6 The average performance by the tokenizing methods from five

datasets.

task, Smi2Vec achieved the highest score of 0.844, followed by 0.8137 from our

model. On the BBBP task, our model and 1DCNN baselines achieved the same

best score, 0.9422. Other three tasks Tox21, SIDER, and ClinTox, our method

outperformed all other methods.

Results from ablation studies are provided in Figure 4.2, 4.3 and 4.4. Figure

4.2 presents the results from two tokenizations and three loss functions, with

fixed embedding dimension to 256. Figure 4.3 and 4.4 are with fixed embedding

dimensions to 128 and 64, respectively. We denoted two character embedding

types as ec for ‘each character’ and bpe for byte-pair encoding. The following

numbers mean embedding dimensions of their experimental settings. The three
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Figure 4.7 The average performance by the loss functions from five datasets.
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types of loss functions are denoted as bce, wbce, and focal for binary cross-

entropy, weighted binary cross-entropy, and focal loss, respectively.

We could not find notable effects of embedding dimensions from five tasks.

The results from SIDER are not described in Figures 4.2-4.7, because the results

obtained for 27 labels varied significantly, so we did not average on these values.

On the HIV dataset, the best ROC-AUC was 0.9707 from ec tokenization with

embedding dimension of 128, and trained on wbce. On the BACE dataset, the

highest performance was 0.8137, obtained from bpe tokenizing with embedding

dimension of 256, and BCE loss. On the BBBP task, ec tokenizing was always

better than bpe tokenizing. On the Tox21, it is obvious that focal loss always

yielded lower performances compared to other loss types, whereas it was not

the case of other tasks. The best performance was 0.8551, yielded from ec

tokenizing with 64 dimensions, and wbce loss. On the ClinTox, ec tokenizing

of 128 embedding dimensions with wbce loss yielded the best performance of

0.9866.

We presented more detailed results on Tox21 dataset in Figure 4.5. The

performances differed from each other. In all 12 subtasks, the highest averaged

score was 0.8745 from the NR-AR subtask. The lowest score was 0.5251 from

NR-PPAR-gamma subtask. These differences may have been due to the degree

of label imbalances. In NR-PPAR-gamma subtask, the rates of the positive

labels in the train and test are only 2.38% and 2.42%, respectively. These are

the lowest rates of positive labels in those of the Tox21 subtasks. Similar results

were already reported in the previous study (Lin et al. 2019).

In Figure 4.6, the averaged performances by both tokenizing methods are

described. In all subtasks, the model performed better when SMILES strings

were tokenized by ec than when bpe was used. The performance gaps between
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using ec and bpe are 0.07, 0.01, 0.04, 0.02, and 0.03 from the HIV, BACE,

BBBP, Tox21, and ClinTox, respectively.

We also provide the averaged performances by three types of loss functions,

in Figure 4.7. In all tasks except the BBBP, the models trained on bce or

wbce loss outperformed the models trained on focal loss. The performance gaps

between bce and wbce were not significantly different from five subtasks.

4.4 Discussion

We applied the MPNN framework model for text (Nikolentzos et al. 2019) on

the public chemical classification benchmarks with SMILES string data. Our

model showed outstanding performances in most of the subtasks, compared to

previous models and baseline models. To the best of our knowledge, our model

is the first MPNN for molecular string data. We did extensive experiments on

six benchmark datasets for binary classification. These datasets are included

in either biochemical or physiological subfields.

In details, we used two types of SMILES tokenization, three types of

embeddings, and three types of loss functions. We found the best combination of

these experimental settings. The benchmarks used in this work are all critical

in pharmacological studies, to design a new drug or to repurpose existing

drugs. So we expect our results to be the novel guide for drug development or

pharmacological researches. We think that there is still a possibility to improve

the prediction performances with optimizing the message-passing architecture

of the networks. The regression and generation tasks are also remained as

future works.

Our model suggests that message passing-based methods are also effective

on string data, not only on graph data. We also expect our results to be the
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novel guide for drug development or pharmacological researches. It will be

possible to improve the prediction performances with more optimizations or

additional datasets. We expect these methods can be utilized in other tasks,

such as regression, in the future. Furthermore, the validation of real dataset is

also required.
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5 Chapter 3. Quantum-mechanical property pre-

diction with molecular graph

5.1 Introduction

Among various branches of chemistry, quantum chemistry covers a fundamental

level of study in atoms and their mechanics. Atomic energies and polarities

are examples of quantum chemical properties. Therefore, predicting quantum

chemical properties is essential in most applied chemistry fields.

Conventionally, density functional theory (DFT) has been successfully

adopted to investigate quantum-mechanical properties for years. However, DFT-

based analyses require combinatorial search space, so tremendous computations

are inevitable. In addition, DFT cannot filter out unnecessary features, which

may decrease prediction accuracy. For these reasons, DL-based approaches

have arisen to relieve those computational and efficacy issues. Early DL-based

works built a simple neural network (Behler and Parrinello 2007; Bartók et al.

2010) which consists of perceptrons with the same number of target molecule

atoms. However, these approaches could not be extended to variable sizes of

molecules.

A message passing neural network (MPNN) (Gilmer et al. 2017), afore-

mentioned in the previous section, has been proposed to overcome all of the

problems of early studies. An MPNN framework does a graph convolution on
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Figure 5.1 Basic concept of the message passing-based pathway of our model.

We used atom charge Z, distances of atom pairs dij , and angles from three

atoms αijk as inputs. We introduced trainable γ values, to flexibily weight

more significant features, according to the target.
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each atom and its neighbors, and updates the aggregated message to learn

atom-wise features. Most recent studies (Schütt et al. 2017, 2018; Chmiela

et al. 2017; Kondor 2018; Unke and Meuwly 2019; Chen et al. 2019; Klicpera

et al. 2020b; Anderson et al. 2019; Kondor et al. 2018; Fuchs et al. 2020)

have adopted a message passing framework for molecular property prediction

at atom-wise level. In particular, several works (Kondor 2018; Kondor et al.

2018; Anderson et al. 2019; Fuchs et al. 2020; Smidt 2020) adopted roto-

translation group equivariance, to meet the criteria of molecular mechanics.

However, there are still several limitations in this approach. MPNNs may

suffer from an over-smoothing problem (Li et al. 2018) because of repeatedly

mixing local features. Furthermore, the MPNNs cannot differentiate over-mixed

heterogeneous features or regions, so it is difficult to differentiate important

features in MPNNs.

To tackle these issues, we developed a novel message-passing based neural

network. Our proposed network has two branches, one for message-passing and

the other for atom-wise. We also introduced trainable scalars, to automatically

amplify or reduce more important features by each target label. Following

previous MPNNs for molecular graphs, we used two types of features: charges

and positions of atoms. Broad concepts are described in Figure 5.1. Our

experiments verified that various molecular features contribute differently

according to target molecular properties.

5.2 Proposed method

Our proposed network is dual-branched, consisting of two different types of

paths. One is the MPNN, a type of spatial-based GCNs, and the other is the

MLP-based network. Trainable scalars are attached to each block.
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Atom type Atomic coordinate (𝒙𝒚𝒛 position)

C (𝒑𝟏𝒙, 𝒑𝟏𝒚, 𝒑𝟏𝒛)

O (𝒑𝟐𝒙, 𝒑𝟐𝒚, 𝒑𝟐𝒛)

… …

𝑑𝑖𝑗

𝛼𝑖𝑗𝑘

𝑣𝑖 𝑣𝑗

𝑣𝑘

…

Figure 5.2 Data preprocessing. An atom type Z and atomic coordinate p

were used in the model. We created trainable embeddings X from Z, and

calculated distances dij and angles αijk from the coordinates pi, pj, and pk.
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Radial basis function

Distance between two atoms 𝒗𝒊, 𝒗𝒋

𝒅𝒊𝒋

if 𝒅𝒊𝒋 < 𝒄𝒖𝒕𝒐𝒇𝒇:

Angle between three atoms 𝒗𝒊, 𝒗𝒋, 𝒗𝒌

𝜶𝒊𝒋𝒌 Legendre polynomials
𝐜𝐨𝐬(𝜶𝒊𝒋𝒌)

0.0 4.02.0

-1.0 1.00.0

Figure 5.3 Basis functions for data preprocessing. For any pair of two atoms

located closer than a given cutoff , we created an edge representation between

two atoms regardless of molecular bond information. A scalar-valued distance

is expanded as n-dimensional vector by radial basis functions. For radial

basis functions, we used Legendre rational polynomials. Angle representations

are depicted by any two edges sharing one atom. A cosine-valued angle is

represented as the degree=1, 2, ...,m-th Legendre polynomials (top right).

5.2.1 Preprocessing

Data embedding

We briefly introduce the notations. We describe a molecule as a group of

different atoms vi = {zi,pi} where z, p, and i denote a scalar-valued atom

charge, a vector-valued atom position in the Euclidean space, and the index

of atom in a molecule. Note that the index i is arbitrary, because the order

of index does not affect the training. Therefore, we denote a group of atom

charges and positions as sets: z = {zi} and pi = (pix, piy, piz). We denote

vj,j∈N(i) as a set of neighboring atoms of vi.
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Data preprocessing

We used charges of atoms and their spatial arrangements as input features. We

did not use atom positions directly; instead, we calculated distances dij and

angles αijk from combinations of atom coordinates pi, pj, and pk, followed by

previous works (Klicpera et al. 2020b). We also embedded scalar-valued atom

charges Z as vectors X. More details are described in Figure 5.2.

Distance representation

We used radial basis functions to represent a scalar-valued dij to a vector. We

adopted sequences of Legendre rational polynomials, one of the continuous and

bounded orthogonal polynomials. The Legendre rational function Rn(x) and

Legendre rational polynomial Pn(x) are defined as:

Rn(x) =

√
2

x + 1
Pn(

x− 1

x + 1
) (5.1)

Pn(x) =
1

2nn!

dn

dxn
(x2 − 1)n (5.2)

where n denotes the degree. The n-th order Legendre rational polynomials

are recursive relations as follows:

Rn+1(x) =
2n + 1

n + 1

x− 1

x + 1
Rn(x) − n

n + 1
Rn−1(x) for n ≥ 1. (5.3)

We selected the first n-th order polynomials R1(x), R2(x), . . . , Rn(x), such

that dij ∈ R can be embedded in an n-dimensional vector d ∈ Rn. The plot

of functions degree of 1,2.,,,12 are described in Figure 5.3. We modified the

equations to be bounded at 1.0, to make their distributions be similar to those

of atom charge embeddings z.

60



Recall that we did not use any molecular bond information. Following pre-

vious research (Schütt et al. 2017, 2018; Unke and Meuwly 2019; Klicpera et al.

2020b), we set a single scalar cutoff c and assumed that any atom pair vi and vj

located closer than the cutoff can interact with each other, and vice versa, before

training. In other words, we made edges eij = (zi, zj, R1(dij)|R2(dij)|...|R12(dij))

between any two atoms close to each other. The cutoff value is analogous to

kernel length in the standard convolution layer, because it determines the size

of the receptive field of local representations.

Angle representation

In a similar way of distance representation, we adopted other sequences of

orthogonal polynomials to represent a scalar-valued angle αijk as vectors:

Legendre polynomials of the first kind. Legendre polynomials of the first kind

are the orthogonal polynomials that exhibit several useful properties. They are

the solutions to the Legendre differential equation (Anli and Gungor 2007).

They are usually used to represent many types of physical systems. Their

formula is:

Qn(x) = 2n
n∑

k=0

xk
(
n

k

)( (n+k−1)
2

n

)
(5.4)

The polynomials of degree n are orthogonal each other, such that:∫ 1

−1
Qm(x)Qn(x) dx = 0 if n ̸= m (5.5)

We calculated angles αijk between any pair of two edges sharing one node,

eij and ejk. We selected the first m-th order polynomials Q1(x), Q2(x), . . . , Qm(x),

such that a scalar-valued angle αijk ∈ R is embedded as a m-dimensional vector

α ∈ Rm. The scheme is presented in Figure 5.3. We calculated cosine values

of each angle, and embedded them with Legendre polynomials.
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Comparison of distances and angle representations

We briefly introduce the difference between two types of Legendre polynomials.

First, the sequences of Legendre rational functions {Pk(x)} are adopted for

representing {dij}, which have different distributions over the distances. The

standard deviations of the distributions of {Pk(x)} are higher at shorter dis-

tance values. Therefore, they can approximate the interatomic potentials, on

the assumption that the atom pair in shorter distances would have stronger

relationships. In other words, {Pk(x)} can make richer representations for

closely located atom pairs.

Next, all Legendre polynomials of the first kind {Qk(x)} are defined within

the range of [-1, 1]. These functions are symmetric (even functions) or antisym-

metric (odd functions) at the zero point. Because the cosine function is a type

of even function and ranges from -1 to 1, {Qk(x)} can cover the cosine angle

of [0, 2π], and is symmetric at the π. In the Euclidean spaces, the angle of θ

(0 ≤ θ ≤ π) between two vectors is equal to the angle of (π − θ). Therefore,

Legendre polynomials of the first kind {Qk(x)} can represent desired properties

for representing the cosine values of angles.

5.2.2 Model architecture

The overall model architecture is described in Figure 5.4. There are two separate

branches in the network, which include the MLP-based branch for atom-wise

representations and MPNN-based branch for locally mixed representations.

First, an atom type Z is embedded by the embedding block. The distances

are calculated from atomic positions p, and if a distance dij is shorter than

the c, then dij is represented as an edge of a molecular graph. The scalar dij

is expanded to a vector dij in the radial basis function {Pk(x)}. The angles
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Interaction blockOutput blockSingle body block

Embedding block

Radial basis function Angle basis function

𝑹𝒏 𝑸𝒎

𝑿

ෝ𝒚

𝜶𝒊𝒋𝒌𝒅𝒊𝒋𝐩𝒁

Interaction blockOutput block

Interaction blockOutput block

Interaction blockOutput block

Interaction blockOutput block

Interaction blockOutput block

Single body block

Single body block

Single body block

Single body block

Single body block

Output block

MLP pathway

MPNN pathway

Figure 5.4 Model architecture. The network comprises two separate

branches, MLP-based (red arrow) and MPNN-based (blue arrow) pathways.

Atom types Z are embedded as trainable matrices. Distances dij and angles

αijk are calculated from atomic coordinates. We calculated Rn ∈ R12 from dij .

We also calculated Qm ∈ R12 from αijk. All blocks except the embedding block

are stacked multiple times (not sharing weights). In this model, we stacked six,

seven, and six blocks for the single body blocks, output blocks, and interaction

blocks, respectively. For simplicity, skip connections are not shown.
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αijk are calculated from the edges. Then αijk is encoded to an m-dimensional

vector before training via Legendre polynomials of the first kind {Qk(x)}. In

this study, we set m = 12.

In our model, the message passing and readout steps of our model can be

summarized as:

mt+1
i = f t

m(hti, h
t
j ,
−→eij , αijk) (t = 1, ..., T ) (message passing)

ht+1
i = f t

u(hti,m
t+1
i ) (update) (5.6)

ŷ = fr(vi ∈ V | hT ) (readout) (5.7)

(5.8)

where m, h, e, and alpha are the message of atom vi and its neighbors,

single-atom representation of atom vi, interaction between two neighboring

atoms (vi, vj) and angle value between three atoms (vi, vj , vk), respectively. t

is the time step or layer order in the model, and yhat represents the predicted

target value. Both f t
m and f t

u represent the graph convolution, and fr is the

sum operation.

Our model has four types of blocks: the embedding block, output block,

single body block, and interaction block. All blocks except the embedding

block are consecutively stacked. Detailed descriptions are presented in the next

section and Figure 5.5.

Block details

We introduce four types of blocks used in our model. The embedding block

E, the output blocks Ot, the single body blocks St, and the interaction blocks

It, where t = 0, . . . , (T − 1) is the time step of the multiple sequential blocks.

64



𝑿

𝑹𝒏

𝜸 ∙ 𝑹𝒏

× 𝑵

⊙

𝜸 ∙ 𝝈(𝑾𝒙 + 𝒃)

𝝈(𝑾𝒙+ 𝒃)

𝜸 ∙ 𝝈(𝑾𝒙 + 𝒃) 𝜸 ∙ 𝝈(𝑾𝒙 + 𝒃)

𝐎𝐭+𝟏

𝐈𝐭

𝑹𝒏

𝑿

𝒁 𝝈(𝑾𝒙+ 𝒃)𝑾

𝝈(𝑾𝒙+ 𝒃)

𝑿

𝝈(𝑾𝒙 + 𝒃)

𝜸 ∙ 𝝈(𝑾𝒙+ 𝒃)

𝑿

× 𝑵

𝑿

𝐒𝐭

(a) Embedding Block

(d) Output Block(c) Single Block

(b) Interaction Block
𝑹𝒏 𝑸𝒎

𝜸 ∙ 𝑹𝒏 𝜸 ∙ 𝑸𝒎

× 𝑵

⊙

𝜸 ∙ 𝝈(𝑾𝒙+ 𝒃) 𝜸 ∙ 𝝈(𝑾𝒙+ 𝒃) 𝜸 ∙ 𝝈(𝑾𝒙+ 𝒃)

𝜸 ∙ 𝝈(𝑾𝒙+ 𝒃)

𝝈(𝑾𝒙+ 𝒃)

𝐈𝐭

𝐈𝐭−𝟏

⨁

ෝ𝒚 = 𝒄𝑺𝑺𝑻 + 𝒄𝑷𝑶𝑻

(e) Weighted sum of the two branches

Figure 5.5 Block structures. (a) embedding block (left top). (b) interaction

block (right top). (c) single body block (left bottom). (d) output block (right

bottom). We denote the dense layer with the activation as σ(Wx+ b). We also

denote the trainable scalars as γ. All blue boxed items, including dense layers

and features are γ-trainable. Subscripts are omitted for simplicity. (e) weighted

aggregation formula of two final outputs from the single block and output block

pathways. cS and cP denote the trainable scalar-valued coefficients.
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Figure 5.6 Gaussian distribution and the initialization of γ distribution.

Both distributions attain their maximum values at x = 1.0

Atom type embeddings Z enter the embedding block E at the first step, and

the embedded X moves to other three blocks at time step t = 0. Distance

embeddings dij are used for all block types, except the single body blocks

St. Angle embeddings αijk are used only in It. All blocks except the E are

sequentially stacked by time steps t = 0, . . . ,(T − 1) including several skip

connections. The length of time steps T of each block can differ from each

other.

In detail, the embedding block E embeds atom representations, and the

output blocks Ot update the messages from the interaction blocks It. The

interaction blocks It make messages of each atom vi with Xi, dij , and αijk.

The single body blocks are separated from the message-passing path consisting

of It and Ot, and train atom-wise representations with MLP layers.

Trainable scalars

As mentioned above, we do not consider any additional layer or attention,

preventing the model from the over-smoothing problem and becoming cost-

intensive. Instead, we introduce a more simple solution. We attached trainable
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Table 5.1 Description of the 12 targets of the QM9 dataset (Ramakrishnan

et al. 2014)

Property Unit Description

µ D Dipole moment
α a30 Isotropic polarizability

ϵHOMO Ha Energy of HOMO
ϵLUMO Ha Energy of LUMO
ϵgap Ha Gap(ϵLUMO-ϵHOMO)
¡R2¿ a20 Electronic spatial extent
zpve Ha Zero point vibrational energy
U0 Ha Internal energy at 0 K
U Ha Internal energy at 298.15 K
H Ha Enthalpy at 298.15 K
G Ha Free energy at 298.15 K

Cv
cal

molK Heat capacity at 298.15 K

scalars γ to each layer. This makes the intensity of signals from heterogenous

factors flexible, according to each target. Mathematical formulas are described

as:

ht+1 = σ(Wht + b) (conventional dense layer)

ht+1 = γ ∗ σ(Wht + b) (with trainable scalars)

(5.9)

We introduced γ to the layers of Ot, It, and St. All γ values are trained

independently to each other (subscripts were omitted for simplicity). We

initialized γ values from the exponential function of random normal distribution

N, namely, . The distribution of γ initialization is presented in Figure 5.6.

5.2.3 Training and evaluation

Data collection

We used QM9 (Ramakrishnan et al. 2014) and molecular dynamics (MD)

simulation datasets (Chmiela et al. 2017, 2018) for the experiments. QM9 is

the most popular quantum mechanics database, consisting of 134 small organic
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molecules made up of five atom types (carbon, oxygen, hydrogen, nitrogen, and

fluorine). Each molecule has twelve numerical target properties, so the entire

task is a set of twelve multiple regressions. The details of targets is presented

in Table 5.1.

The MD simulation dataset (Chmiela et al. 2017, 2018) was proposed for

the energy prediction task from molecular conformations. The simulation data

are given as trajectories. The subtasks are divided according to each molecule

type. The energy values and forces of each atom are given as continuously

defined scalars (kcal/mol) and three-dimensional vectors, respectively. The

energies can be predicted from molecular geometry and forces. We used the

most recently introduced subtasks (Chmiela et al. 2018) of which the properties

were created from CCSD(T) calculations. The CCSD(T) is known as the more

reliable method than the conventional DFT method.

Implementation

For QM9, we trained the model at least 300 epochs for each target with an

early stopping method. For MD simulation, we modified the loss function. In

particular, we add the loss term of forces, as suggested in the previous works

(Unke and Meuwly 2019; Klicpera et al. 2020b). All data splits were set as the

guidelines of the datasets (Ramakrishnan et al. 2014). The initial learning rate

and decay rate were set to 10-3 and 0.96 per 20 epochs, respectively. Adam

optimizer (Kingma and Ba 2014) was used, and the batch size was set to 24,

both of the datasets.

Evaluation

The evaluation metric is a mean absolute error (MAE), also following the

original guideline. We compared our results with previous methods (Schütt
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Table 5.2 Mean absolute error on QM9 compared with previous works

Target Unit SchNet Cormorant LieConv DimeNet DimeNet++ DL-MPNN

µ D 0.033 0.038 0.032 0.0286 0.0297 0.0256
α bohr3 0.235 0.085 0.084 0.0469 0.0435 0.0444
ϵHOMO eV 0.041 0.034 0.030 0.0278 0.0246 0.0223
ϵLUMO eV 0.034 0.038 0.025 0.0197 0.0195 0.0169
∆ϵ eV 0.063 0.061 0.049 0.0348 0.0326 0.0391
¡R2¿ bohr2 0.073 0.961 0.800 0.331 0.331 0.414
zpve meV 1.7 2.027 2.280 1.29 1.2 1.2
U0 eV 0.014 0.022 0.019 0.00802 0.0063 0.0074
U eV 0.019 0.021 0.019 0.00789 0.0063 0.0074
H eV 0.014 0.021 0.024 0.00811 0.0065 0.0076
G eV 0.014 0.020 0.022 0.00898 0.0076 0.0076

Cv
cal

molK 0.033 0.026 0.038 0.0249 0.0249 0.023

Table 5.3 Mean absolute error on MD simulation compared with previous

works

Target Train method sGDML SchNet DimeNet DL-MPNN

Aspirin Forces 0.68 1.35 0.499 0.590
Benzene Forces 0.06 0.31 0.187 0.053
Ethanol Forces 0.33 0.39 0.230 0.10
Malonaldehyde Forces 0.41 0.66 0.383 0.225
Toluene Forces 0.14 0.57 0.216 0.200

et al. 2017; Anderson et al. 2019; Finzi et al. 2020; Klicpera et al. 2020b,a),

which used the same features (atom types and positions) based on the same

framework (message passing) with those of ours.

5.3 Experimental results

We evaluated our model performances with those from the previous models

mentioned above. The MAEs for QM9 and the MD simulation are described in

Table 5.2 and Table 5.3, respectively. For QM9, our model achieved advanced

performances in six of the twelve targets. For MD simulation, our model

exhibited the best performances among other models in four of the five targets.
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In QM9, our model showed better performances on the targets, which are

more related to molecular interactions such as dipole moment (µ), molecular

orbitals (ϵHOMO and ϵLUMO), Gibbs free energy (G), and others. Otherwise,

the prediction results for the targets of electronic spatial extent (< R2 >)

and internal energies (U0, U , H) were not the best. We found that this may

be related to the distribution of each target value. We found that when the

standard validation of the target is smaller, the prediction accuracy would

be higher in general. The similar issue was already reported in the previous

study (Miller et al. 2020). In the future, we will analyse the effect of the target

distribution on the model convergence.

5.4 Discussion

We briefly discuss the relation between molecular graph density and cutoff

values. As mentioned above, the cutoff c value determines which atom pair

has an edge representation in molecular graphs. If a large cutoff value is used,

then the molecular graph representation would be dense. Otherwise, the graph

would be sparse.

The dense graphs generally have higher possibilities in capturing the inter-

actions between nodes than the sparse graphs do. However, dense structures

are exposed to higher risks of gathering excessive features even when there is

less important information. Furthermore, the messages of every node from its

neighbours are mixed over and over during the training process. If a graph is

excessively dense, most messages become indistinguishable. This may increase

the risk of over-smoothing problem (Li et al. 2018), especially in deeper message-

passing architecture.
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𝒗𝒌

𝑫𝒊𝒌

𝑫𝒋𝒌

𝜶𝒊𝒌𝒋

Covalent bond

Non-covalent bond or no bond

Figure 5.7 Example of bond and angle representation. All lengths of the

covalent bond between two atoms of C, H, O, N, and F are less than 2.0, so

any two-hop neighbor via covalent bond vk from an atom vi will always be

located inside the cutoff = 4.0. Therefore, an atom vi can always capture two

successive covalent bonds (vi, vj) and (vj , vk).
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We observed that the average distance between any atom pair in QM9

molecules is 3.27 angstrom (Å). The atom pairs within 4.0 angstrom (Å) which

is the cutoff value used in this work account for 72% of all the pairs in the QM9

dataset. Previous models SchNet, MegNet, and DimeNet/DimeNet++ adopted

10.0, 5.0, and 5.0 as their cutoff values, respectively. We found that 99.99%

and 89% for cutoff values of 10.0 and 5.0 of the distances are represented in

molecular graphs, respectively.

We compared the densities according to different cutoff values. If the edges

are within a cutoff value of 4.0, then the number of edge representations are

half of the overall possible number of edges. If the cutoff value increases to 5.0,

then the rate of the edge representations is increased to 80%.

We demonstrate that the cutoff value of 4.0 is sufficient in describing small

organic molecules. The lengths of the covalent bonds between any two atmos

among C, H, O, N, and F are always less than 2.0 (Allen et al. 1987). Because

the maximum length of any two consecutive covalent bondings is bounded at

4.0, the model can capture any two-hop neighboring atoms, with a cutoff value

of 4.0. This property makes it possible to identify all the angles between two

covalent bonds, by triangular inequality. The idea is briefly described in Figure

5.7. From these observations, we argue that the 4.0 is the optimal value for

the cutoff in chemical property prediction.

In summary, we developed a novel dual-branched network, message passing

framework for atom-atom interactions, and fully connected layers for atom-

wise representations. We introduced trainable scalars, to make heterogeneous

flexibly contribute according to target types. In addition, we adopted a smaller

cutoff value than those from the previous MPNN models, keeping the receptive

field of a message at least two-hop neighbors. Our model showed comparable
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or better results in two public benchmark tasks, QM9 and MD simulation.

Future works will be focused on other molecular property predictions for more

complex molecules, and validation on the real datasets.
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6 Conclusion

We studied several molecular property prediction tasks with molecular struc-

ture, based on deep learning architectures. We utilized two types of molecular

representations and four types of model architectures. We adopt several public

benchmark tasks. First, we used a SMILES string data with 1DCNN and

BiLSTMS, on drug category classification prediction using DrugBank. Next,

we referred to the previous study of the MPNN model for document classi-

fication. We build co-occurrence graphs from SMILES strings, and train on

biochemical property prediction tasks on MoleculeNet. Finally, we investigated

a more fundamental task, the prediction of quantum mechanical properties.

We assumed that in diverse quantum mechanical properties prediction tasks

including QM9 and MD simulation, the heterogeneous features may contribute

differently according to target types. Therefore, we developed a novel dual-

branched network, and introduced trainable scalars to endow flexibility with

our model.

To summarize our studies, our contributions are as follows: We explored

various computational public benchmark tasks in each subfield in chemistry, and

validated that molecular structures are enough to predict various propertion

labels on each dataset. Our proposed models showed competitive performances

compared to most recent studies, and validated our intuitions behind the

specific problems of each benchmark task. Our studies suggest that developing
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DL-based models with molecular structures are prospective approaches, from

fundamental research to high-level applications.

However, there were several limitations in our study. Our methods were

developed based on small organic molecules only. The generalizability in large

molecules has not been validated yet. Our methods depend on local feature

maps in most of the cases, because they use a convolution in common. It

may prevent the model from capturing long-range interactions, which is not

desirable in molecular mechanics analyses. Finally, our methods were validated

only on public benchmark datasets, not real-world dataset.

To address these limitations, we will explore other approaches rather than

local convolutions, using other benchmarks of large molecules, or real-word

datasets as the future works.
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초 록

딥러닝 방법론은 이미지 및 언어 처리 분야를 포함하여, 공학 및 자연과학을

포함한 여러 분야에서 진보하였다. 최근에는 특히 계산 화학 분야에서 딥러닝 기

반으로 연구된 우수한 성과들이 여럿 보고되었다. 그러나 화학적인 계 내에서는

많은종류의요소들과상호작용들이복잡하게얽혀있다.따라서이러한요소들을

이용하여화학특성을예측하는것은쉽지않은일이다.결과적으로,전통적인방

법들은 주로 상당한 비용과 시간이 소요되는 엄청난 계산량을 기반으로 하였다.

이러한 한계점을 해결하기 위하여, 본 연구는 딥러닝을 활용한 화학에서의

계산 문제를 연구하였다. 본 연구에서는 특히 분자 구조 표현 데이터를 이용,

분자의 특성을 예측하는 문제들에 집중하였다. 분자 구조는 다양한 원자들이 특

정한 배열을 이루고 있는 복합체이며, 분자 특성은 이러한 원자 및 그들의 상호

관계들에의하여결정된다.따라서,분자구조는화학적특성을예측하는문제에

있어서 필수적인 요소이다. 본 연구에서는 약학, 유기 화학, 양자 화학 등 다양

한 분야에서의 화학 특성 예측연구들을 진행하였다. 분자 구조는 시퀀스 혹은

그래프 형태로 표현할 수 있고, 본 연구에서는 두 가지 형태를 모두 활용하여서

진행하였다. 본 연구는 분자 표현이 화학 분야 내의 여러 가지 태스크에 활용

될 수 있으며, 분자 표현에 따른 적절한 딥러닝 모델의 선택이 모델 성능을 크게

높일 수 있음을 보였다.

주요어: 딥러닝, 분자 특성 예측, graph neural networks

학 번: 2016-30127
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