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Abstract

Low power operation of a chip is an important issue, and its importance is increas-
ing as the process technology advances. This dissertation addresses the methodology
of operating at low power for each of the SRAM and logic constituting the chip.

Firstly, we propose a methodology to infer the minimum operating voltage at
which SRAM failure does not occur in all SRAM blocks in the chip operating on
near threshold voltage (NTV) regime through the measurement of a monitoring cir-
cuit. Operating the chip on NTV regime is one of the most effective ways to increase
energy efficiency, but in case of SRAM, it is difficult to lower the operating voltage be-
cause of SRAM failure. However, since the process variation on each chip is different,
the minimum operating voltage is also different for each chip. If it is possible to in-
fer the minimum operating voltage of SRAM blocks of each chip through monitoring,
energy efficiency can be increased by applying different voltage. In this dissertation,
we propose a new methodology of resolving this problem. Specifically, (1) we propose
to infer minimum operation voltage of SRAM in design infra development phase, and
assign the voltage using measurement of SRAM monitor in silicon production phase;
(2) we define a SRAM monitor and features to be monitored that can monitor process
variation on SRAM blocks including SRAM bitcell and peripheral circuits; (3) we pro-
pose a new methodology of inferring minimum operating voltage of SRAM blocks in a
chip that does not cause read, write, and access failures under a target confidence level.
Through experiments with benchmark circuits, it is confirmed that applying different
voltage to SRAM blocks in each chip that inferred by our proposed methodology can
save overall power consumption of SRAM bitcell array compared to applying same
voltage to SRAM blocks in all chips, while meeting the same yield target.

Secondly, we propose a methodology to resolve the problem of the conventional

retention storage allocation methods and thereby further reduce leakage power con-



sumption of power gated circuit. Conventional retention storage allocation methods
have problem of not fully utilizing the advantage of multi-bit retention storage because
of the unavoidable allocation of retention storage on flip-flops with mux-feedback
loop. In this dissertation, we propose a new methodology of breaking the bottleneck of
minimizing the state retention storage. Specifically, (1) we find a condition that mux-
feedback loop can be disregarded during the retention storage allocation; (2) utilizing
the condition, we minimize the retention storage of circuits that contain many flip-
flops with mux-feedback loop; (3) we find a condition to remove some of the retention
storage already allocated to each of flip-flops and propose to further reduce the reten-
tion storage. Through experiments with benchmark circuits, it is confirmed that our
proposed methodology allocates less retention storage compared to the state-of-the-art

methods, occupying less cell area and consuming less power.

keywords: SRAM, on-chip monitoring, process variation, power gating, state reten-
tion, leakage power
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Chapter 1

Introduction

1.1 Low Voltage SRAM Monitoring Methodology

As CMOS technology entered the sub-micron era, supply voltage (V;4) reduction be-
comes stagnant, whereas chip size reduction and performance improvement have been
continued. This is due to the non-scalability of threshold voltage (V};,) and the under-
lying limits on the sub-threshold slope of transistors. As a result, energy and power
dissipation becomes the biggest barrier of technology scaling. In order to resolve this
issue, low power design by near-threshold voltage (NTV) operation becomes attractive
recently. NTV (i.e., Vyq = Vi) operation entails a reasonable trade-off between en-
ergy efficiency improvement and performance degradation in comparison with current
super-threshold voltage (i.e., Vg > V) operation and sub-threshold voltage (i.e.,
Vaa < Vip) operation. Therefore, NTV operation could be a more practical alternative
to low power design. However, there are several barriers for the use of NTV operation,
one of which is the significant increase of embedded static random-access memory
(SRAM) functional failure, in short, SRAM failure.

Data may be flipped while performing read operation (read failure) and data may
be fixed to a specific value while performing write operation (write failure). These

are two major SRAM failures [1]. As shown in Fig. 1.1, the probability of read and
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Figure 1.1: Probability of read, write, and overall operation failures on 14nm HC
(High-Current) and HD (High-Density) bitcells [4]. V4 is normalized to nominal volt-

age.

write failure on an SRAM bitcell increases dramatically as Vzg decreases, indicating
that it is important to resolve SRAM failure issue in order to adopt NTV operation for
low power design. Besides the read and write failures, SRAMs designed for high per-
formance may experience failure while performing read operation due to insufficient
timing margin (i.e., access failure). This can also limit the V;g,,;, or operating speed
on SRAM in NTV operation. The SRAM failure issue has been tackled in several
research directions, including redesign of bitcell for NTV, read and write assistance
scheme, and bitcell monitoring [2]. In addition, a simple but practical way to mitigate
SRAM failure for NTV operation is to apply a higher V;; to SRAM bitcell than that
to logic circuit [3]. Two fundamental concerns regarding SRAM operation are (1) how
much high Vj, is suitable to prohibit SRAM failure while logic circuit is operated on
NTYV regime? and (2) are there any systematic procedure that is able to achieve energy

efficiency without sacrificing SRAM failure?
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Figure 1.2: Dies with different global corners exhibit different rates of SRAM failure,

though they have an identical local random variation.

The SRAM failure can be explained by process variations, which are usually clas-
sified as global variation and local random variation. Suppose that dies A, B, and C in
Fig. 1.2 are located in different global corners and all three dies get the same amount of
local random variation. Then, write fail will occur only in die C at voltage level V41,
since die C gets the global variation in the most vulnerable direction to write failure.
When V;, is lowered to V49, an additional write failure occurs on die B, since the
global variation on die B becomes vulnerable to write failure. This means die B can
operate on a lower voltage than die C, and die A can operate on a lower voltage than
both of dies B and C. The illustration in Fig. 1.2 indicates that Vg4 for SRAM bitcell
with no SRAM failure depends on global variation. Consequently, if we can estimate
a minimum operation voltage, Vjimin, to SRAM on each die under a tight confidence
level, we can control SRAM bitcell Vg, for each die adaptively, like adaptive voltage
scaling (AVS) scheme for logic, to achieve an energy saving on the die.

To control V;; of SRAM bitcell on each die adaptively, it is necessary to be able to
monitor and detect stability of SRAM blocks on each die. There has been no research

on supplying Vigmin of SRAM bitcell on each die by monitoring an SRAM block,
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but there are research results that monitored individual SRAM block and controlled
Vaq for those individual SRAM blocks for yield improvement. Mojumder et al. [5]
designed a self-repairing SRAM with read stability and writability detectors to monitor
an SRAM block. They improved yield by controlling word line voltage and bitcell
voltage if failure is expected by the detectors. It is well suited for yield improvement
of a few big SRAM blocks in microprocessor by adaptively controlling supply voltages
of individual SRAM blocks. However, it is not suitable for finding V;4,,:, of SRAM
on each system-on-chip (SoC) die, where lots of SRAM blocks with different size and
configuration (e.g. number of rows and columns) exist. Also, there are research results
to monitor SRAM for resolving reliability issues. Ahmed and Milor [6] proposed an
on-chip monitoring method that can monitor aging of bitcells in real time by modifying
peripheral structure of SRAM. Wang et al. [7] showed an impact of peripheral circuit
aging on SRAM read performance by designing monitoring circuit based on silicon
odometer [8]. Jain et al. [9] proposed read and write sequence that can minimize the
recovery during the accelerated aging test of SRAM. However, the monitoring methods
proposed to solve reliability issue [6, 7, 9] can also only monitor and analyze one
SRAM block which is being monitored. In summary, the above mentioned previous
researches were focused on improving yield or resolving reliability issues for a targeted
SRAM block. However, they are not efficient for monitoring an SRAM block to find
Viadmin of SRAM which can cover all different size and configuration of SRAM blocks
in SoC die.

As somewhat related researches for seeking energy efficient SRAM operation,
there has been other approaches including the charge recycling techniques for SRAM
design. They modified peripheral circuit [10, 11, 12, 13] or bitcell [10, 13] to reduce
the bit line voltage swing by reused charge. However, the charge recycling techniques
are design methods that can be used by SRAM bitcell designers and circuit designers
while designing SRAM architectures. Whereas, our work is a methodology that can be

built by chip designers in design infra development phase and used it for optimizing



SRAM supply voltage of each die in silicon production phase.

1.2 Retention Storage Allocation on Power Gated Circuit

Regardless of supply voltage reduction coupled with process node shrinkage, which
is stagnated recently, reducing the leakage power always been an important issue and
has become more and more important for low power modern chips as semiconductor
process node shrinks. Power gating, which is a technique to shut off the power on a
chip when it’s not in active (i.e., in sleep mode), is one of the most commonly used low
power design techniques for saving leakage power [14]. Fig. 1.3 shows the structure
of circuit with power gating, in which virtual VDD (VVDD) of circuit can be shut
off by sleep signal. By turning off VVDD and only supplying VDD to cells that must
operate during sleep mode, leakage power consumed by the power gated block can be
saved. However, one reverse side of the benefit of power gating is that it requires the
always-on high-V'th storage for retaining the state of flip-flops during the sleep mode,

so that the circuit state can be restored when waking up [15].

vDD

W

VVDD

(Virtual VDD) ! _ ‘:
; - Isolation N

i Cells :

- Power Gated — !

i Block :

: » Always-On |

: < Cells :

VsS s .

Figure 1.3: The structure of circuit with power gating.

It is shown in [16] that simply allocating a distinct single retention bit (i.e., 1-bit)



storage to every flip-flop in circuit is generally expected to have more than 10% area
increase. (We call such flip-flops single bit retention flip-flops (SBRFFs).) Since the
state retention storage consumes leakage power (called standby power) even when the
circuit is in sleep mode, it is very important to minimize the total storage size.

The concept of selective state retention has been adopted by a number of works
(e.g., [17, 18, 19, 20]), which retains only a minimal number of flip-flop states that
are necessary to restore the circuit state when waking up. Sheets [17] defined check-
points as the possible states when they do not change on the next clock cycle, which
is given by circuit designer or figured out by analyzing the next state logic. From the
analysis of read and write patterns, all states are classified according to whether they
are reused after each checkpoint or not, thereby reducing the resource overhead for
maintaining circuit state in sleep mode. On the other hand, Greenberg et al. [18, 19]
used gate-level simulation [18] and formal verification [19] to extract the flip-flops,
called non-essential flip-flops, whose states never help in recovering the circuit state.
They searched for the flip-flops having always the same state value as that in the pre-
standby phase, overwritten before read, or never being read in the post-standby phase.
Chiang et al. [20] proposed to find non-essential registers by applying RTL symbolic
simulation using real test sequences [21], for which they converted the circuit into a
set of conjunctive normal forms (CNF) and formulated the problem into a satisfiability
(SAT) problem.

On the other side, Chen et al. [16, 22] proposed a structure of multi-bit retention
flip-flop (MBRFF) as shown in Fig. 1.4. They extracted flip-flops from circuit as min-
imal as possible and replaced them with [-bit MBRFFs while satisfying the constraint
that the state restoration should be processed by shifting-out the data in the [-bit stor-
age in MBRFFs through /-cycle execution of circuit when waking up. Lin and Lin [23]
solved the problem of allocating a minimal number of [-bit MBRFFs by formulating it
into an ILP (Integer Linear Programming).

To further reduce the total retention storage, Fan and Lin [24] allows every flip-flop
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Figure 1.4: The structure of multi-bit retention flip-flop (MBRFF) that can save [ > 1

retention bits [22].

to use any of none, 1-bit, 2-bit, - - -, [-bit retention storages as opposed to constraining
to none or [-bit storage only. They proposed an ILP based heuristic approach to the
problem of non-uniform MBRFF allocation, in which starting from the SBRFF allo-
cation to all flip-flops, they iteratively applied their ILP formulation to replace more
than one short-bit SBRFF/MBRFF into a long-bit MBRFF with less total bits. Re-
cently, Hyun and Kim [25, 26] elaborated the wakeup operation of SBRFF so that its
state restoration can also be triggered in the second (i.e., one-cycle delayed) clock cy-
cle to boost up the exploitation of 1-bit data in SBRFFs for the circuit state recovery.
Kim and Kim [27] transformed the problem to unate covering problem to find optimal
allocation with three different objectives: minimal retention storage, leakage power
consumption, and area.

Though considerable efforts have been made by the prior works, the amount of
reducing state retention storage is within a limited bound. The main reason is due to
the abundant presence of flip-flops with mux-feedback loop in the circuit since each of
them should have at least one bit of state retention storage to restore its state in wakeup

mode. (It will be described in detail in Sec. 3.1.1).



1.3 Contributions of this Dissertation

It has always been an important issue to operate chip at low power while ensuring its
functionality. In this dissertation, we propose low power design methodologies with
different approaches for each of two parts of chip: SRAM (Chapter 2) and logic (Chap-
ter 3).

In Chapter 2, we propose an SRAM on-chip monitoring methodology, in which
Viadmain for prohibiting SRAM failure on each die can be accurately derived by ana-
lyzing V,;; measured by the SRAM monitor on the same die [28, 29]. Monitoring is
done only once per a chip to estimate Vddmm of SRAMs under process variation. Then
AVS is applied to each chips for energy efficient memory operation, while assuming
the reliability issue caused by aging is handled by aging-aware signoff [30]. Note that
monitoring the chip performance and reducing energy consumption by applying AVS
to logic circuits have been studied by many researchers, but to our best knowledge,
this is the first work in the context of SRAM monitoring at NTV. The contributions and

features of our work are the following:

1. We propose to find SRAM Vddmm of each die to prohibit SRAM failure while
logic circuit is operated on NTV regime. As a result, energy efficient memory

operation on NTV regime is possible without increasing SRAM failure.

2. We propose an SRAM monitor and a methodology to measure the highest volt-
age, V4, for incurring SRAM monitor failure with no modification of the struc-
ture of SRAM bitcells, which otherwise may distort the inherent variation char-

acteristics of SRAM.

3. We develop a novel methodology to estimate Vg, that is the lowest V4 for
prohibiting SRAM read and write failures on the same die, in which we modify
the ADM (Access disturb margin) and WRM (write margin) extraction flow
[31, 32] to derive global and local random variations on target SRAM from the

failure voltage data observed by the SRAM monitor.



4. We extend our methodology to take into account the effect of IR drop and pro-
cess variation of peripheral circuit on SRAM bitcell operation, and the potential

SRAM access failure as well as the SRAM read and write failures.

In Chapter 3, we overcome the inherent limitation of retention storage allocation
for the flip-flops with mux-feedback loop by introducing a concept of steady state
driven allocation [33, 34]. Through gate level simulation, we find a condition where
retention storage allocation can not constrained by flip-flops with mux-feedback loop.
Retention storage is minimally allocated by utilizing the condition, and state monitor-
ing circuitry is inserted to detect the condition where power gating is available under
the allocated retention storage. The contributions and features of our work are the fol-

lowing:

1. We identify a crucial observation regarding the circuit behavior when circuits are
about to switch to sleep mode. To be a safe transition, power gating controller
maintains a short grace time period during which steady (primary) inputs should
be issued to the circuits. This behavior enables us to characterize and classify the
state pattern of the flip-flops, which in turn provides a useful clue to break the

bottleneck of minimizing the state retention storage.

2. We propose a novel state monitoring mechanism based on the analysis of the
circuit behavior, by which we break down the barrier in power gating, which
is invariably allocating the expensive retention storage to every flip-flop with

mux-feedback loop.

3. We propose a novel retention storage refinement method, which can reduce the
retention storage further after the initial retention storage allocation by utilizing

state monitoring circuitry.

4. We propose a method of hardware resource sharing to minimize the implemen-
tation cost of our power gating by utilizing the implementation logic for data

toggling driven clock gating.



It should be noted that the methods proposed in each chapter are applicable to
standard chip design and production flows. SRAM on-chip monitoring methodology,
which will be discussed in Sec. 2.2.1 and 2.3.3, creates a correlation table during chip
design and uses the monitoring results to refer the table during chip production. The
monitoring results are measured through memory BIST (built-in self test) logic and
ring oscillator, all of which are already used for chip monitoring, and the subsequent
correlation table referencing can be done in a short period. Therefore, the method
proposed in Chapter 2 can be applied to the chip design and production flows in prac-
tice. Retention storage allocation in Chapter 3 is part of the standard flow for low
power design. Retention storage allocation and subsequent retention cell mapping are
performed in RTL synthesis stage as shown in Fig. 1.5(a). For fine-grained retention
storage allocation, however, since it requires knowledge of the connections between
flip-flops, it can be done in the re-synthesis stage of gate-level netlist after technology
mapping, as shown in Fig. 1.5(b). Proposed method in Chapter 3 is compatible with
the standard design flow because only the stages colored red in the figure are modified

while not changing the overall flow.

10
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Chapter 2

SRAM On-Chip Monitoring Methodology for High Yield
and Energy Efficient Memory Operation at Near Thresh-
old Voltage

2.1 SRAM Failures

An SRAM bitcell consists of 6 transistors as shown in Fig. 2.2: two inverter pairs
(PUL-PDL, PUR-PDR) and their access transistors(AXL, AXR). Within-die (local)
variation causes mismatch between different transistors in an SRAM bitcell, degrading
stability of bitcell and resulting in bitcell failure. SRAM bitcell failure can be classified

into four categories: read failure, write failure, access failure, and hold failure.

2.1.1 Read Failure

Read failure, also referred to as destructive read or read flip, is the failure that data
stored in a bitcell is lost on a read operation (Fig. 2.1(a)). For read operation, the bit
line pair are precharged to V4 and the word line is triggered to high state. Then, access
transistor of the node storing “0” (AXR in Fig. 2.2) is turned on, and discharge the bit
line BL. AXR and PDR act as voltage divider during the read operation, making the
voltage of node QB higher than 0. If the voltage of node QB becomes higher than

13
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Figure 2.1: Waveform of SRAM bitcell failures: (a) read failure, (b) write failure, (c)

access failure, (d) hold failure. V;; of peripheral circuit and bitcell are 0.6V and 0.7V,

respectively.
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Figure 2.2: 6T SRAM bitcell storing data “1”

the tripping voltage of PUL-PDL inverter due to mismatch between bitcell transistors,

voltage of node Q and QB are flipped, resulting in the destruction of data.

2.1.2 Write Failure

Write failure or unsuccessful write is the failure that data cannot be written to bitcell
(Fig. 2.1(b)). For write operation, the bit lines are biased to V4 or GND according to
data to be written, and the word line is triggered to high. For example, to write “0”
to node Q in Fig. 2.2, BL and BL are biased to 0 and V,, respectively, while WL is
triggered to high. Then, the access transistors are turned on, pull down the voltage of
node Q to GND through BL, and finally write data “0” to bitcell. However, mismatch
in bitcell transistors can cause the write failure such that write operation is incompleted

while the word line is high, or data cannot be written regardless of the word line pulse

length.

15



2.1.3 Access Failure

For successful read operation, voltage difference between the bit line pair must be
large enough to be detected by the sense amplifier. Access time is defined as the time
taken to produce sufficient voltage difference between bit line pair, which is generally
more than 0.1V 4. If access time is longer than maximum tolerable time due to process
variation, it cannot be sensed by sense amplifier, causing access failure as shown in
Fig. 2.1(c), in which voltage difference between BL and BL is not enough for sensing,
causing voltage of SAO (sense amp. output) not being pulled up to Vy though the

bitcell is storing “1”.

2.1.4 Hold Failure

Due to the high leakage power for always-turning-on SRAM, V4 of SRAM is lowered
in retention mode to reduce power consumption rather than staying on high Vj,; for
long stand-by cycles. However, bitcell margin becomes lower as the supply voltage is
reduced. For example, if supply voltage of bitcell is reduced, then voltage of node Q
in Fig. 2.2 becomes lower. It can be lowered further due to the leakage in PDL, even
lower than tripping voltage of PUR-PDR inverter. In that case, data stored in the bitcell

is lost as described in Fig. 2.1(d), which is referred to hold failure.

Among the four different SRAM bitcell failures, we focus on prohibiting read and
write failures, which are majority (almost 100%) of bitcell failures in real world [35].
In addition, we extend the scope of our study to potential access failure which can be
an additional issue for high-speed designs. However, since the voltage that incur hold
failure is lower than retention mode voltage, SRAM bitcell on operating mode voltage
is tolerant to process variation for hold failure. Thus, hold failure will not be covered
in this paper.

Process variation that we considered to analyze SRAM failure are described in Ta-

ble 2.1 and 2.2. Among FEOL part of SRAM block, only process variation on bitcell

16



Table 2.1: Process variation on each part of the circuit considered

process variation on... considered?
bitcell yes
FEOL | word line pulse generating circuit yes
others no
BEOL - no

Table 2.2: Types of non-systematic process variation considered.

types of process variation | considered?

Die-to-Die - yes
independent yes

Within-Die .
spatial no

transistors, which is the analysis target, and transistors in the word line pulse generat-
ing circuit, which directly affects bitcell operation, are considered. However, process
variation on BEOL part is not considered because our target is the effect of process
variation on bitcell margin at transistor level only.

Process variation is classified into die-to-die (global) variation that affects differ-
ently to transistors in different dies but identically to transistors in the same die, and
within-die variation that affects differently to transistors in the same die. In addition,
within-die variation consists of independent (local random) variation that affects each
of transistors randomly, and spatial variation that is induced by geometric relation be-
tween transistors. In this paper, under the assumption of negligible spatial variation,
we only considered (1) global and (2) local variation because (1) our target is to find
SRAM Vddmm of each die to prohibit SRAM failure, and (2) the stability of each bit-
cell is affected by the random variation of each bitcell transistors even on the same

global variation basis.

17



2.2 SRAM On-chip Monitoring Methodology: Bitcell Varia-

tion
2.2.1 Overall Flow

Fig. 2.3 shows the overall flow of proposed methodology that finds SRAM Vidmin of
each die with the guidance of SRAM on-chip monitor, in which V}4-Vaamin correla-
tion table is built-up at design infra development phase, and SRAM Vddmm of each die
is found at silicon production phase. The correlation table is built-up only once, and
continuously referenced once per a chip to determine SRAM Vddmm-

We assume a chip is designed at NTV regime, in which the supply voltage for logic
is assumed to 0.6V and the supply voltage for SRAM bitcell is assumed to higher than
0.7V in 28nm process. The scheme of using higher supply voltage on SRAM bitcell
than the voltage on logic is commonly used to mitigate SRAM functional failure at the
low supply voltage regime [3]. In addition, we assume the SRAM peripheral uses the

same voltage level as that on logic.

2.2.2 SRAM Monitor and Monitoring Target

We use a normal SRAM block as an SRAM monitor (i.e., test SRAM), from which we
infer Vddmm of the SRAM blocks on a chip. Read and write failures of SRAM monitor
can be monitored by using memory BIST (built-in self test) logic with test algorithm
(e.g., MARCH[36]). From the SRAM monitor, we measure the failure voltage V4,
which is the highest voltage that the number of bitcell failure exceeds pre-determined
threshold value'. During the Vqi1 measurement in silicon production phase, voltage
to be tested will be applied and swept through an off-chip test equipment.

An important concern is to determine the size of SRAM monitor. We observed that
Viamin estimation result of proposed methodology increases reliability as the size of

SRAM monitor increases, but there is a saturation point at which the Vg, estimation

"The determination of threshold value will be discussed in Sec. 2.2.3

18
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Ratio of die count
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SRAM monitor size [KB]
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Figure 2.4: The changes of die count distribution in each V4 group (0.56V~0.64V)

as the size of SRAM monitor increases.

result does not change beyond the point on increasing SRAM monitor size.

Our proposed methodology directly uses the measured Vy4; of SRAM monitor in
silicon production phase, and the Vg, decision is based on the Vqi1-Viadmin corre-
lation table, which is constructed in design infra development phase. Since the V-
Viaaman correlation table is based on statistical data from the SRAM monitor simulation
results, the die count distribution for Vy,; affects the final Vg, estimation result.
Fig. 2.4 shows the changes of die count distribution in each V4 group among 1000
dies as the size of SRAM monitor increases. In the figure, the die count distribution in
each V4, group starts to saturate when the SRAM monitor size exceeds 8KB. From
the SRAM monitor simulation results, we decided the SRAM monitor size in our ex-
periments to 16KB. Modern SoCs usually contain SRAM blocks of various sizes and
total size exceeds 100Mb [37]. In addition, all SRAM blocks have their BIST circuits.
Therefore, the area increased by 16KB SRAM monitor and its BIST circuit is negligi-
ble. Also, test time overhead induced by sweeping test voltage can be reduced by using

e A= et
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Table 2.3: Size, count, and other design parameters for target SRAM

size(bit) | count CPW RPB APR RDN

512 24 32 2 2 2
640 48 40 2 2 2
1040 69 65 2 2 2
1296 6 81 2 2 2
1440 24 45 4 2 2
2048 12 128 2 2 2
2560 | 207 80 4 2 2
3456 192 108 4 2 2
4864 24 76 8 2 2
6528 48 102 8 2 2
7680 48 64 15 2 2
9984 24 78 16 2 2
10240 | 72 80 16 2 2
46080 | 24 72 80 2 4
73728 | 24 128 72 2 4
139264 | 24 128 136 2 4
319488 | 288 128 156 4 4
344064 | 12 128 168 4 4

dual-rail voltage scheme [38] or testing multiple SRAM monitor simultaneously.
Target SRAM for Vgnin estimation is all the SRAM blocks in a tested chip. In
other words, Vjgmqn 1s the lowest voltage that all SRAM blocks in the chip can oper-
ate without bitcell failures. We used OpenSPARC T1 processor [39] as a tested chip.
However, we included new SRAM blocks so that the total SRAM size is close to
100Mb. Columns-per-WL (CPW), rows-per-BL (RPB), arrays-per-row (APR), and re-
dundancy (RDN) in Table 2.3 are the number of columns connected to a word line in
a bitcell sub-array, the number of rows connected to a bit line in a bitcell sub-array,
the number of bitcell sub-arrays placed in a row in SRAM floorplan, and the number

of redundancy to correct failed bitcells, respectively. These parameters are carefully
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Figure 2.5: The changes of the number of bitcells with failure in the monitored test

SRAM as the applied voltage Vg (Vg1 > Vg > -+ > Vyaas) goes down.

selected with the consideration of the memory structure of OpenSPARC T1 processor
and the industry partner’s memory design. In our work, we refer target SRAM to all

SRAM blocks in Table 2.3, which are assumed to be placed in a chip.

223 Vi to Vddmm Inference

To derive Vddmm from Vy,; in silicon production phase, V4i1-Vaamin correlation table
is required. The correlation table is built-up in the design infra development phase. The

building-up steps are shown in Fig. 2.3(a).

Finding V;,;; of SRAM Monitor

We find V4 of SRAM monitor by Monte Carlo Hspice simulation while varying the
global corners. Besides the Vy,; values, we take the number of bitcells with failures
on each of the Vi, values to determine Vddmz‘n more accurately.

Note that V},; refers to the maximum voltage on which the number of bitcells
with failures exceeds a pre-determined threshold. The threshold value is determined

by analyzing the failure trend on the monitored test SRAM i.e., the global corners

’The consideration of parameters will be discussed in Sec. 2.2.3
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by the physical parameter variation. For example, Fig. 2.5 shows the changes of the
number of bitcells with failures in the test SRAM for the applied voltage changes for
each of 20 global corners on the SRAM. For some global corners, there is no increase
on the number of bitcells with failure in a sub-range of the applied voltage. This is
because such failures are caused by the extreme local random variation — random vari-
ation that is biased to the tail of distribution. For example in Fig. 1.2, extreme local
random variation may cause some failures in die B at Vy;, but the failures are not
dominant to global variation. Marking V4 as V4 enables global corner of die B to
be inferred, which is the same as that of die C, causing pessimistic Vg,,.;» calculation.
Thus, the threshold of the failure count that includes at least one failure contributed by
global variation will be a little more than that by the local random variation. Since it is
observed the maximum number of bitcells with failure by local random variation is 4
in our experiments, we can set the threshold to 5.

Viai has a tight correlation with global variation under the assumption that the
local random variations with different global variation are all identical, as explained in
Fig. 1.2. Furthermore, we retain the number of bitcells with failure on Vy,;; for every
instance of global variation tested in design time to utilize it for an accurate calculation

of Vddmm later whereas in the silicon production phase, we measure Vi, only.

Calculating failure sigma of SRAM monitor

We compute failure sigma of SRAM monitor through a probability analysis. Tenta-
tively, we relax the assumption that the local random variation for every die is identi-
cal when deriving failure sigma for a test SRAM instance. Failure sigma is the largest
local random variation expected to exist in the monitored SRAM with the highest prob-
ability. Failure sigma of each SRAM instance can be calculated as follows, using the
number of bitcells failed on its Vq:

k—1

P=1-%" (JZV) cedf ()N (1= edf (1)) 2.1)

1=0
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SRAMsize [KB] | £ | 90% 99% 99.9%
5| 383 374 3.67
16 6 | 380 3.71 3.65
7| 377 3.69 3.63
5| 400 391 3.85
32 6 | 396 3.88 3.83
71 394 386 3.81
(a) (b)

Figure 2.6: (a) Probability distribution function near to, (b) failure sigma for N-bit
SRAM monitored, k, and probability F;.

where N is the number of bitcells in the monitored SRAM, k is the number of bit-
cells with failure observed on V4, and cdf (+) is the cumulative distribution function
of local random variation. Eq.(2.1) computes the probability that the k" worst local
random variation exists in the region zo(z > t) in the N-bit SRAM when k bitcells
are failed in read or write, as indicated in Fig. 2.6(a). For NV and k, we determine ¢
with 99.9% probability and use it as the value of failure sigma. An illustrating data is
shown in Fig. 2.6(b) where for example, if 6 failures are observed on Vy,;; in a 16KB

SRAM, there exists local random variation bigger than 3.650 with 99.9% probability.

Calculating required sigma of target SRAM

Required sigma refers to the amount of local random variation that the target SRAM
should be tolerant in read and write operation to satisfy target yield (e.g., 99.9%).
Required sigma of target SRAM can be obtained by estimating the size of local random

variation by iteratively computing Eqs.(2.2)~(2.5) until the yield becomes 99.9%:
Poprr =2+ (1 —cdf(M)) (2.2)

Pcor, =1 — (1 — Poppr)Nrow (2.3)
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where M represents the maximum local random variation that the target SRAM can
operate normally, Pogrr, Pcor and Py are failure probabilities of a bitcell, col-
umn and SRAM block, Nrow, Ncoy, are the numbers of rows, columns in SRAM
block which are calculated from the parameters in Table 2.3, and N is redundancy
of SRAM block which is the same as RDN in Table 2.3. Since the yield computed by
Eq.(2.5) corresponds to a single SRAM block, and target SRAM includes all SRAM
blocks in Table 2.3, the final yield should be computed by multiplying the yields of
all SRAM blocks. To meet 99.9% yield constraint for the SRAM blocks in Table 2.3,

SRAM bitcell should be tolerant to 5.04¢0 local random variation.

Calculating V4., of target SRAM

This step builds up Vy4ii-Viagmin correlation table that will be used for extracting
Vidmin at the production phase. We accelerate the building-up process by applying
a modified ADM/WRM flow shown in Fig. 2.7.

Note that ADM (Access disturb margin) and WRM (Write margin) flow [31, 32]
are widely used in industry due to its low computational complexity and the capa-
bility of direct estimation to yield [40]. ADM and WRM are the largest local random
variation of Vy, that a bitcell can operate normally. The main purpose of using the con-
ventional ADM/WRM flow is to evaluate the stability of bitcell against local random

variation in the course of designing a bitcell while assuming a global worst corner.
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Figure 2.7: Our modified ADM/WRM flow for generating V4, values, in which V,
skew offset is reflected on the ADM/WRM flow.

However, our interest in this work is to find a global corner of target SRAM by ex-
amining the data measured by SRAM monitor. Consequently, we attach additional
processes to shift the simulation corner in ADM/WRM flow, so that it runs under the
process variation, which is expected to be the same as that in the test SRAM.

The conventional ADM/WRM flow consists of 3 parts, which are the three boxes
on the left side in Fig. 2.7 [32]: (1) analyzing the sensitivity of V};, skew on bitcell oper-
ation, (2) generating Vy, unit perturbation vector for bitcell transistors (Uy,, ) based on
the analysis, and (3) monitoring failure in actual read and write operation on a bitcell

with Vy;, skew variation:
AV, = Uy, X 0(Vi) X (ADM | WRM) (2.6)

where o (V) is standard deviation of Vy, of the bitcell transistors, and the last term
is ADM or WRM value under test. Note that the largest value of the last term with no
read or write failure will be the final value of ADM or WRM .

Our modified ADM/WRM flow is shown on the right side in Fig. 2.7. First, we
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Vfail 0.56 | 0.58 | 0.60 | 0.62 | 0.64

read/write
safe Vddmin

Figure 2.8: An illustration of V4i;-Vigmin correlation table.

Vadmin 0.68 0.70 0.72 0.74 0.76

calculate V;;, skew offset, which will become an initial V;;, skew of bitcell transistors:
Vihoffset = (ADM | WRM — failure sigma) x Uy, 2.7

Note that bitcell voltage is fixed to V4 on which the failure sigma of SRAM monitor
was extracted. While considering the V;;, skew offset vector, we find the lowest voltage,
Viadmin, With no read and write failure. The V};, skew of bitcell transistors is computed
by:

AVip = Vinoffset + Uy, x 0(Vin) x (required sigma) (2.8)

where Uy, is extracted every time the supply voltage changes. The V};, skew offset is
fixed to the value obtained during the process of finding V4 by SRAM monitor. This
is because the impact of the process variation on the operation of transistors varies
depending on the supply voltage.

From the collected data of Vigpin, we build a Vigi-Vigmin correlation table as
shown in Fig. 2.8. In silicon production phase, we select the voltage, i.e., Vddmin from
the Vyqi-Vidmin correlation table that corresponds the Vy,;; value measured by the

SRAM monitor.
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Figure 2.9: Example of an SRAM block structure and waveform of word line pulse
affected by IR drop. Word line pulse is generated from control module, and propagated
to selected word lines according to address bits. The pulse delivers to the cells one by

one, from the first cell (red) to the last (blue).
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2.3 SRAM On-chip Monitoring Methodology: Peripheral Cir-

cuit IR Drop and Variation

2.3.1 Consideration of IR Drop

Fig. 2.9 shows an example of SRAM block structure. Word line pulse is generated from
control module, and propagated to selected word lines through row decoder according
to address bits. The word line pulse is buffered by word line driver before passing word
line, and turns on access transistors of bitcells connected to word line one by one, from
the first cell to the last cell (maximum 128" in our experiments). As process advances,
per-unit-length resistance of metal is increasing because of thinner metal width. For
example, per-unit-length resistance of 7nm process increases about 9 times to that of
28nm process[41]. This leads to a significant IR drop in word line pulse, which causes
functionality issue in bitcells which are far apart from the word line driver [42].
Waveform of IR drop affected word line pulse is shown on the right side in Fig. 2.9.
Red waveform is the word line pulse arrived at a bitcell closest to word line driver, and
blue waveform is the pulse arrived at a bitcell farthest from word line driver. The word
line pulse length of the first cell is 999ps. However, the length is changed to 920ps at
the last cell (128" cell) because of IR drop. Because bitcell margin becomes smaller
as bitcell locates farther away from the word line driver, required sigma should be
adjusted higher than the original value. We performed spice simulation for a word
line with the consideration of IR drop and calculated margin of each bitcell. Then, we
calculated local variation that a bitcell should withstand to meet yield constraint under

IR drop by Egs.(2.9)~(2.11).
Phprr =2 (1 — cdf(M")) (2.9)

Pé’OL =1- (1 - Pé‘ELL)NROW (2.10)
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Yield = Z Z Hu(j’T)

k=0 TeSy jes
(2.11)

where ©T) = o PéOL’ et
Plops otherwise
M? and P(ij 1,7, are margin and failure probability of ith bitcell from word line driver,
Péo 1, 1s failure probability of 4% column, and S, denotes all subsets of & elements
from S ={1,2,3,..., Ncor}-

If IR drop is considered, the required sigma corresponds to M', which is the
amount of local random variation that the first bitcell should be tolerant to satisfy the
yield constraint. The required sigma considering IR drop is 5.060 in our experiments,
which is a little bit higher than the original value, which is 5.04¢. The new required

sigma will replace the existing value in Eq.(2.8). Finally, V4, Will be changed since

AVyp, in Eq.(2.8) increases.

2.3.2 Consideration of Peripheral Circuit Variation

Process variation affects not only SRAM bitcell operation but also operation of periph-
eral circuit. Word line pulse, sense amplifier enable signal, precharge signal, and other
control signals of SRAM are generated in peripheral circuit. Among those control sig-
nals, word line pulse is the signal directly related to the operation of SRAM bitcell
since read and write operations proceed while the word line pulse stays in ‘high’ state.
In other words, word line pulse length affects SRAM bitcell’s read and write stability.
If the word line pulse length changes, the bitcell margin changes. For example, write
margin of bitcell for word line pulse length of 0.92ns increases by 0.040 as the word
line pulse length increases by 10% whereas it decreases by 0.030 as the word line
pulse length decreases by 10%.

Process variations on peripheral circuit and IR drop are independent each other,

but their impacts on operation of SRAM bitcell are correlated. Consequently, they

30



5.25 - . e spice simulation results
’ quadratic interpolation
B ]

©
— 5.20 1
©
E i L L
o
wv
8 5.15 1
—_
= | .
o
Q o

5.10 A 4

L]
b L
® 2
5.05 T T T T T T T
0.4 0.5 0.6 0.7 0.8 0.9 1.0

word line pulse length [ns]
Figure 2.10: Required sigma increases as word line pulse length decreases.

should be considered together since both cause word line pulse length to be shorter,
resulting in degradation of bitcell margin. We calculated the required sigma from
Eqs.(2.9)~(2.11) while varying the word line pulse length in spice simulation. The
new required sigma values according to word line pulse length are shown in Fig. 2.10.
Required sigma increases as word line pulse length decreases, because the decrease
in bitcell margin caused by IR drop becomes bigger as the word line pulse length
decreases.

Fig. 2.11 shows die count histogram according to the 30 local worst word line
pulse length for Vfail groups. Blue bars represent all dies in the groups, and orange
bars represent dies with write failure. As shown in the figure, write failure does not
show high correlation with word line pulse length because transistors in peripheral
circuit and bitcells are affected by different global variations.

We modify the Vddmm mapping in Vyaii-Vaamin correlation table to consider IR

drop and peripheral circuit variation. The issue of non-consistent trend can be resolved
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32 e



by modifying Viidmin mapping because our proposed methodology decides Viddmin Sta-
tistically. To change the Vddmm, we simulated word line pulse in each die and replaced
required sigma in Eq.(2.8) with the value from the interpolated curve in Fig. 2.10.
Then, Vddmm is recalculated statistically considering the newly derived Vg, of the

dies.

2.3.3  Viimin Prediction including Access Failure Prohibition

Methodology presented in Sec. 2.2~ 2.3.2 estimates read and write Vgg,,:,,. However,
there is an additional issue of potential access failure if SRAM is designed for high
performance on NTV regime. SRAM targeted to high performance will have a much
small timing margin to achieve high speed read and write. Therefore, applying Vidmin
in V4i1-Vadamin correlation table may cause access failure in which access time ex-
ceeds maximum tolerable time due to process variation. To resolve the issue of access
failure, we need to increase Vddmin of dies that are in danger of access failure.

Fig. 2.12 shows die count histogram according to 3¢ local worst word line pulse
length for V,;; groups. Blue bars represent all dies in the groups, and orange bars rep-
resent dies with access failure. As shown in the figure, dies with short word line pulse
length are more vulnerable to access failure, and access failure shows high correlation
with word line pulse length (Lyy ;). Based on the observation in Fig. 2.12, we reinforce
our methodology to correct access failure by adjusting Vidmin of dies whose estimated
word line pulse length is shorter than pre-defined threshold value.

To retain the information of Ly, threshold value and adjusted Vddmin» we con-
struct Ly -Vadmin correlation table as well as Vq-Vigmin correlation table in de-
sign infra development phase. Then, Vddmm that prohibits read, write, and access fail-
ures can be selected directly from the tables in silicon production phase, as shown in
Fig. 2.13.

Note that access failure does not occur in industry partner’s 28nm SRAM design

since it is optimized for 1.0V (super-threshold) operation and designed with sufficient
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Figure 2.14: Ring oscillator for word line pulse length monitoring. Transistors on the
path generating word line pulse from control module are extracted to build reduced

control module.

timing margin. Assuming SRAMs aggressively optimized for high performance on
NTYV regime, we reduced the word line pulse length by 40% to simulate access failure

in 0.6V. We confirmed, through industry partner, that this is valid assumption.

Calculating word line pulse length

We added a ring oscillator to SRAM monitor to estimate the word line pulse length
of SRAM blocks on different dies. We extracted transistors on the path that generates
word line pulse from control module to form a reduced control module as shown in
Fig. 2.14. Then, we cascaded the reduced control modules to create a ring oscillator.
Because the control module is triggered by clock signal and word line pulse includes
both rising and falling edges, inserting a inverter between reduced control modules
and connecting output of inverter to clock pin of reduced control module in next stage

enable the circuit to oscillate.
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To build word line pulse length estimation model, we firstly performed spice sim-
ulation on 100 dies while varying the global variation. From the simulation, we mea-
sured the frequency of word line pulse ring oscillator, fro, and the word line pulse
length generated from control module, Ly, 1. Then, we used quadratic interpolation to
draw relation between fro and Lyy . The spice simulation and interpolation results
are shown in Fig. 2.15(a).

Then, we measured fro and Ly, from additional 1000 dies and estimated 3o lo-
cal worst Lyy 1, from fro using the interpolation figured out in Fig. 2.15(a). Fig. 2.15(b)
shows the estimation results when global variation alone is considered. The x and y
axes are target Ly, and estimated Lyy 1, respectively. Estimation results show 0.97%
of maximum error rate. Fig. 2.15(c) shows the estimation results when local varia-
tion in ring oscillator is considered. Since noise caused by local variation is injected
to measurement, estimation results are degraded to 9.39%. Therefore, we introduced
additional margin to guarantee pessimistic estimation for 99.9% yield. We calculated
the change in bitcell margin according to the change in word line pulse length, and

decided the margin to -30ps. The final Ly, estimation follows Eq.(2.12)

LWL,3U = f(fRO) + g(fRO) + Lma’rgin (212)

where f(+) is quadratic interpolation function in Fig. 2.15(a), g(+) is mapping function
between nominal Ly, and 30 local worst Ly 1, and Lyy,qrgin is the margin to guaran-
tee pessimism. g(-) can be derived in a similar process of deriving f(-). We observed
nominal and 30 local worst Lyyr, in SS, TT, FF corners and built mapping function
g(+). Note that g(-) depends on the estimation target. For example, if estimation target
is 20 local worst Ly, rather than 30, g(-) should be derived again according to the

estimation target.

Calculating fine tuned V,,,;,, of target SRAM

Lyvw1,-Viaamin correlation table contains information of Lyy 7, threshold and Vg4, ad-

justment value. Vddmm of dies with estimated Ly, shorter than Ly, threshold is
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adjusted to prohibit access failure.

In logic delay, 30 local worst delay is commonly considered for timing closure.
However, for SRAM, it is too pessimistic to consider 3¢ local variation both for pe-
ripheral circuit and for bitcell since local variation in peripheral circuit and bitcell
are independent to each other. Thus, we calculated bitcell margin while considering 0
(nominal), 1, 2, and 3¢ local worst variation in peripheral circuit. Then, total yield is
computed considering the probability of each occurrence.

Algorithm 1 describes how to calculate read, write, and access Vddmin- The al-
gorithm first builds a set of all possible I, v pairs in which each is a combination of
elements of Lyy 7, 7x and Vi, and the size of [ and v is the number of V4, groups in
T,1g(line 1). Then, 0~30 local variation induced word line pulse length of each die is
estimated from the fro of SRAM monitor (line 2). Notation k in the algorithm means
it retains information of 0~3¢ local variation induced values. For example, Ly o
denotes 0~3c local worst word line pulse length of all dies. Next, all the I, v pairs
in C are explored to find feasible pairs that meet 99.9% yield (lines 4~14). During
iteration, Vddmm of dies are adjusted based on the estimated Ly 1, Ly, threshold(l.),
and Vddmm adjustment step (v.) (line 5). We compared the estimated values with real
values of 30 local worst word line pulse length to identify dies whose Vddmm will be
adjusted. Then, access margin is calculated with the adjusted Vddmm(line 6). The ac-
cess margin is calculated by modifying ADM flow, measuring access time rather than
the current of access transistors. Yield of dies in each of ko peripheral variation groups
are calculated by replacing M with My, in Egs.(2.2)~(2.5) (line 7). Then, total yield
considering the probability of ko local variation in peripheral circuit is computed as
follows (line 8):

Py
Yield =[] Vio- k

ke (2.13)
P > ick Fio

cdf (k), if k=0

cdf (k) — cdf (k — 1), otherwise
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Algorithm 1: read/write/access Vidmin calculation

1

2

3

4

10

11

12

13

14

15

input : Vyqi-Viamin correlation table: Thq
Vi of each dies: Vg -list
fro of each dies: fro_list
Lw 1, thresholds: Lwr.ra = {l1,l2, ..., lm }
Viddmin adjustment steps: Vitep = {v1,v2,...,on}
output: New V}qi1-Viamin correlation table: Thew
C <« every (I, v) of size Nv,,,,_groups
Lwi ko < calculate_Lyw i, ko (fro list)
S {}
while lexplored_all(C) do
// le, ve: selected I, v in current iteration
Vaa < assign_Vaa(Tora, Viai-list, Lw i 30, lc, Ve)
My, < calculate_access-margin(Vyq)
Yio < calculate_yield( My )
Y « calculate_total yield(Yi, )
if Y > 0.999 then
| S« SU (e, ve)
else
‘ C + C — child_set(l¢,v.)

end

end
lmin, Umin < select_min_power(S)

Thew < build_up_table(Tyiq, limin, Vmin)
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where K = {0, 1,2, 3}. Exploring every pair of [ and v in C' is time consuming be-
cause there are 410 pairs for M=4, N=4 for 5 Viair groups. This exhaustive exploring
space is reduced by branch and cut method (line 12). I, v pairs that are not expected
to satisfy 99.9% yield are excluded from the search space beforehand. For example,
suppose the yield constraint is not satisfied for a certain l. and v.. Then, it is clear
that I, v pairs whose elements are smaller than or equal to l., v, pair will not satisfy
yield constraint. This is because smaller elements mean the Ly r, threshold or Vddmm
adjustment step becomes smaller, which results in reducing the number of dies whose
Vddmz’n will be adjusted or reducing the Vddmm adjustment step size. Both of them
decrease the yield. As a result, I, v pairs worse than I, v, pair in terms of yield can
be excluded from C, reducing the size of search space. Among the feasible pairs, the
Lyy 1, threshold and corresponding Vddmm adjustment step with minimum power con-
sumption is selected (line 15). Finally, the new Vy;1-Vaaman correlation table merged
with Ly 1-Vgman correlation table is built up (line 16).

We explored the Ly, threshold from 0.20ns to 0.35ns with 0.05ns step interval,
and Vddmm adjustment step from 20mV to 80mV with 20mV step interval. The final
Vtait-Vddmin correlation table merged with Lyy -V, correlation table that built up

from the algorithm is shown in Fig. 2.16.

2.4 Experimental Results

To validate our proposed approach, we used industry partner’s 28nm PDK and one
of their bitcell designs. We used Synopsys Hspice to do spice simulation in our flow,
and FineSim to calculate power consumption in industry partner’s memory block. For
SRAM monitor and target SRAM, we used 16KB SRAM and modified SRAM blocks
in OpenSPARC T1, respectively and analyzed 1000 dies to gather Vygmn data, in
which the SRAM monitor was tested by varying the supply voltage from 0.56V to
0.64V with a step size of 20mV.
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24.1 Vddmm Considering Read and Write Failures

Since the read operation on bitcells was stable at NTV regime, the read Vy,; was
not detected. This is due to the design of bitcells that is inherently less vulnerable
for the read operation in low voltage than for the write operation. Thus, we collected
a set of experimental results regarding the write operation. (Note that our proposed
Viiamin prediction flows for testing read stability as well as for testing write stability
are identical except the extraction of ADM and WRM, which means a read stable
Viaamin Will be collected if there is a bitcell unstable at NTV regime.)

Fig. 2.17 shows the results of Vddmm calculation for 1000 dies, arranged accord-
ing to the V4, values(blue solid lines) computed at design phase by varying the global
corners in Hspice simulation. The orange dotted lines indicate the Vg,,;,, values, cor-
responding to the V4, values and global corners. The red lines represent the Vddmm
values taken from the Vy4i-Vigman correlation table. The Vddmm ensures 99.9% of
SRAM non-failure probability for dies with V,;; values in the production phase. For
example, for dies with 0.56V of Vy,;;, 0.68V can be applied to the dies for 99.9%
SRAM non-failure probability. On the other hand, the gray dotted line and black hor-
izontal line represent the V4,4, values computed by the conventional flow based on
[31, 32], and its Vddmin (=0.74V) satisfying 99.9% of SRAM non-failure probability.
Conventional flow from [31, 32] is widely used in industry while designing a bit-
cell to estimate the stability of bitcell and decide its operating voltage. Since worst
case should be considered without our methodology, 0.74V of Vddmin should be ap-
plied uniformly to SRAM blocks in all dies. Note that 0.74V of Vddmm with 0.60V
peripheral voltage already reduced leakage power, read energy, and write energy by
70.0%, 50.17%, and 50.47% in average with performance degradation(x5.62 slower)
compared to applying nominal voltage(1.0V).

Purple lines represent the Viidmin When considering IR drop and peripheral circuit
variation. Vddmm of dies with 0.56V of Vy,;; is adjusted 20mV higher to meet 99.9%
SRAM non-failure probability.
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Table 2.4: Dies and

Vddmm distributions by V4

ViaulV] #Dies Vadmin' Vidmin®
0.56 439 0.68 0.70
0.58 219 0.70 0.70
0.60 169 0.72 0.72
0.62 114 0.74 0.74
0.64 59 0.76 0.76

" IR drop and peripheral variation are not considered.

2 IR drop and peripheral variation are considered.

Table 2.5: Savings on leakage power,

read energy, and write energy of SRAM bitcell

array over those by the conventional flow [31, 32] for read/write operation.

Vddmin

Apower/energy

read/write

leakage power | -10.45%

read energy -4.99%

write energy -5.45%
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The dies and Vddmin distribution based on V}4; values are summarized in Ta-
ble 2.4. Power consumption compared to 0.74V of Vddmm is summarized in Table 2.5.
Leakage power, dynamic read energy, and dynamic write energy of bitcell array are

reduced by 10.45%, 4.99%, and 5.45%, respectively.

24.2 Vddmm Considering Read/Write and Access Failures

Vtait-Vddmin correlation table merged with Lyy 1,-Vggmr correlation table is summa-
rized in Table 2.6. Vygmin of target SRAMs whose estimated word line pulse length
shorter than the threshold value are adjusted. We explored the yield and power con-
sumption while varying Ly, threshold from 0.20ns to 0.35ns with step interval of
0.05ns, and Vddmin adjustment step from 20mV to 80mV with step interval of 20mV,
respectively as explained in Sec. 2.3.3. Then, Vitdmin adjustment result showing the
minimum power consumption while satisfying yield constraint is selected. As a result,
Vddmin is adjusted 60mV to 80mV higher than read/write Vddmin- For example, Vddmin
of target SRAM whose V4 is 0.60V and word line pulse length is shorter than 0.20ns
is adjusted to 0.80V. For dies whose V},;; is 0.64V, there is no Vddmm adjustment be-
cause no access failure observed on that group. Note that some of Vddmin values which
have bigger Ly, values than Ly, threshold in Table 2.6 are different from those in
Table 2.4. This is because word line pulse length is reduced by 40% to simulate access
failure in 0.6V, as mentioned in Sec. 2.3.3. Unified Vddmm for all dies is increased to
0.76V to prohibit access failure. Power and energy consumption of bitcell array com-
pared to 0.76V of Vddmm are summarized in Table 2.7. Leakage power, dynamic read,

and write energy are reduced by 13.90%, 6.63%, and 6.60%, respectively.

2.4.3 Observation for Practical Use

Here, we discuss two potential issues of proposed methodology on practical use and
their resolution ideas. First, our methodology takes rather long computation time (a

few weeks) to build up the final V4i;-Vigmin correlation table due to run lots of Monte
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Table 2.6: Dies and Vddmm distributions by V. and Ly,

Viair [V] | Ly threshold [ns] | #Dies Vddmm
>0.25 406 0.70
0.56
<0.25 33 0.78
>0.25 207 0.72
0.58
<0.25 12 0.78
>0.20 166 0.74
0.60
<0.20 3 0.80
>0.20 112 0.74
0.62
<0.20 2 0.80
0.64 - 59 0.76

Table 2.7: Savings on leakage power, read energy, and write energy of SRAM bitcell

array over those by the conventional flow [31, 32] for read/write/access operation.

Viadmin Apower/energy

leakage power | -13.90%

read/write/access | read energy -6.63%

write energy -6.60%
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Carlo simulation of SRAM monitor and an algorithm that collects data from all the an-
alyzed dies. However, it will not be an issue because the whole process runs once
at design infra development phase. Second, there would exist measurement overhead
at silicon production phase because measuring Vy,;; of an SRAM monitor requires
sweeping the supply voltage of bitcell array. However, the overhead of V,;; measure-
ment can be reduced by using dual-rail voltage scheme [38] or measuring multiple

SRAM monitors on different dies simultaneously.
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Chapter 3

Allocation of Always-On State Retention Storage for

Power Gated Circuits - Steady State Driven Approach

3.1 Motivations and Analysis

3.1.1 Impact of Self-loop on Power Gating

Figs. 3.1(a) and (b) show a section of Verilog code which commonly appears in RTL
description of design behavior and the corresponding synthesized structure, respec-
tively. Flip-flops in Fig. 3.1(b) contain combinational mux-feedback loops. In our pre-
sentation, we call such flip-flops self-loop FFs and the rest ordinary FFs.

Observation 1: How much do the self-loop FFs negatively influence reducing state
retention storage, thereby leakage power, in power gating? Note that we should re-
place every self-loop FF with a distinct retention flip-flop with at least one bit storage
for state retention since we have no idea whether the flip-flop state, when waking up,
comes from the self-loop or the driving flip-flops other than itself (e.g., the red signal
flow in Fig. 3.1(b)). In addition, even if we know where the state comes from, it is
impossible to restore the state without retention storage when the state comes from
the self-loop. For example, Fig. 3.2(b) and Fig. 3.2(c) show the retention storage al-

location in the presence and absence of self-loop on flip-flop f2 in a small flip-flop
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Figure 3.2: (a) Flip-flop dependency graph of circuit containing three FFs with one
self-loop FF. (b) Minimal allocation of retention storage for (a). (c) Minimal allocation

of retention storage for (a), assuming the self-loop FF as a FF with no self-loop.

dependency graph in Fig. 3.2(a), respectively. It is reported that even though multi-bit
retention storage can be aggressively utilized to maximally reduce the state retention
storage, the saving amount is not expected to be more than 3.15% due to the presence
of self-loop FFs in circuits [25].

Observation 2: How much do the self-loop FFs positively help clock gating save
dynamic power? While the self-loop FFs adversely affect the minimization of state re-
tention storage, it is very useful in clock gating since it requires nearly no clock gating
overhead. For example, Fig. 3.1(c) shows the clock gated circuit directly transformed
from that in Fig. 3.1(b), from which we can see that the gated logic completely re-
moves the multiplexers while allocating just one ICG (integrated clock gating) block.
This style of clock gating is called idle logic driven clock gating. Designers in industry
make use of this style of clock gating to save dynamic power as much as possible by
intentionally writing code like that shown in Fig. 3.1(a). To add up more power saving,
the data toggling based clock gating is also used as shown in Fig. 3.1(d) by allocating
the XOR gates to check if the flip-flop states are unchanged or not.!

Observation 3: How many self-loop flip-flops do the circuits contain? Table 3.1 sum-

'In Sec. 3.2.3, we show a way of sharing those XORs in clock gating with our state monitoring logic

in power gating.
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marizes the number of self-loop FFs in the circuits synthesized from IWLS2005 bench-
mark [43] and OpenCores [44] code. It is shown that the self-loop FFs occupy 56%~99%
(82.71% on average) among all flip-flops in circuits. Based on observations 1 and 2,
prior works have been in a dilemma in minimizing retention storage in power gating
due to the abundance of self-loop FFs. This work breaks this inherent bottleneck in
power gating and never takes away the benefit reaped from clock gating at the same

time.

Table 3.1: The number of self-loop FFs in circuits from IWLS2005 benchmarks and

OpenCores.
Designs # of FFs | # of self-loop FFs | % of self-loop FFs
SPI 229 195 85.15%
AES_CORE 530 296 55.85%
WB_CONMAX 770 610 79.22%
MEM_CTRL 1563 1319 84.39%
AC97_CTRL 2199 1705 77.54%
WB_DMA 3109 2878 92.57%
PCI 3220 2829 87.86%
VGA_LCD 17050 16892 99.07%
Avg. - - 82.71%

3.1.2 Circuit Behavior Before Sleeping

The signal flow path to @; at clock time ¢ on a self-loop FF in Fig. 3.3(a) is one of the
two signal flows, depending on E'N value at ¢:

o flow I: Qs—1 - MUX — FF

o flow 2: INy - MUX — FF
Consequently, if it is certain that the value of I Ny at cycle time ¢ and the value of (Q;_1

at time ¢ — 1 are identical, we can disregard the role of mux-feedback loop in Fig. 3.3.
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Figure 3.3: Two signal flow paths to @), at cycle time ¢ in the self-loop FFs, which are

implemented with (a) mux-feedback loop and (b) idle logic driven clock gating.
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We formally state this condition:
Self-loop removal condition: The self-loop signal flow (i.e., flow 1) at cycle time t in

a self-loop FF (e.g., Fig. 3.3) can be safely disregarded if it satisfies
IN; = Q1. 3.1

Thus, the more the number of self-loop FFs is satisfying the condition of Eg.3.1 at
a certain cycle time ¢ in a circuit, the higher the reduction of state retention storage
is in power gating the circuit. The circuit simulation results in Fig. 3.4 support the
feasibility of significantly reducing the amount of state retention storage in association
with the self-loop FFs. From the gate level simulation, we observed the states of self-
loop FFs at the moment the circuits are expected to be power gated. Precisely, Fig. 3.4
shows the changes of the portion of self-loop FFs in steady state (i.e., meeting Eq.3.1)
as circuits gracefully go down to sleep mode while maintaining the steady primary
inputs to the circuits for up to 30 clock cycles, for one of the repeated power gating
simulations. It shows that over 60% among self-loop FFs in all circuits are in stable
state during the grace period when the circuits are about to make a transition to sleep

mode.

3.1.3 Wakeup Latency vs. Retention Storage

It is clear that a long wakeup delay enables to provide an increased opportunity of
reducing total size of retention storage at the expense of circuit performance. However,
the saving of total retention storage size and total number of retention FFs start to
saturate when the wakeup latency [ exceeds 2 or 32, as shown in Fig. 3.5. (We ran the
allocation method in [24] to all benchmark circuits, assuming every self-loop FF as an

ordinary one with no self-loop, and averaged the saving numbers.)

2Our experiments set the wakeup latency | = 2 as well as 3
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Figure 3.5: The normalized saving of total retention storage size and total number of
retention FFs for wakeup latency [ set to 1, 2, 3, 4, and 5, which shows that [ =2 or 3

suffices.
3.2 Steady State Driven Retention Storage Allocation

Our proposed steady state driven retention storage allocation, which is also summa-
rized in Fig. 3.6, is composed of three steps:

(Step 1) Extracting self-loop FF's that are highly likely to be in steady state during the
grace time period for circuit moving to sleep mode.

(Step 2) Applying the conventional non-uniform MBRFF allocation with [ =2 or 3
to the circuit produced by removing the self-loop from the FFs obtained in Step 1
to minimize the leakage power dissipation caused by the always-on state retention
storage.

(Step 3) Designing and optimizing the state monitoring logic for the self-loop flip-flops
that do not need retention storage according to the result of Step 2, fully utilizing the

existing logic that supports clock gating to lighten the monitoring logic.
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Figure 3.6: Classification and deployment of retention bits on flip-flops in the three

steps of our strategy of retention storage allocation with [ = 3.

3.2.1 Extracting Steady State Self-loop FFs

For an input circuit C, let F;; and F; ¢ be the sets of all flip-flops in C and all self-loop
FFs in C, respectively. Then, we perform a gate-level simulation on C while maintain-
ing stable primary inputs and compute the data toggling probability, prob( f;), of every

flip-flip f; in Fyerp, from which we extract a set, F.. Steady

, of self-loop FFs satisfying
prob(-) < ~ where 7 is a user defined parameter.Thus, this step partitions F;; into
Fordinary (= Fail - Fself)s ]_-55}1 % and f;‘;}eady (= Fself - szle}ldy) as shown in Step

1 of Fig. 3.6.

Determination of -y value: In our gate level simulation, we assume that the circuit
needs a few clock cycles (e.g. 15 cycles in Fig. 3.4) before entering sleep mode after
when a pre-defined sequence of input vectors is applied. Thus, we keep the last input
vector steady for the clock cycles, and check, for each self-loop flip-flop, if it satis-

fies the self-loop removal condition in Eq./. We perform this simulation 168~17,776
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Table 3.3: Changes of prob; as -y changes.

v

Designs
0 0.01 0.02 0.03 0.04 0.05

SPI 0.0000 0.0034 0.0034 0.0034 0.0034 0.0034
AES_CORE 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
WB_CONMAX || 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
MEM_CTRL 0.0000 0.0136 0.0369 0.1796 0.1921 0.3012
AC97_CTRL 0.0000 0.0060 0.0298 0.0655 0.0655 0.0655
WB_DMA 0.0000 0.0223 0.0491 0.0513 0.0765 0.1251
PCI_BRIDGE32 || 0.0000 0.0133 0.0213 0.0372 0.3590 0.5266
VGA_LCD 0.0000 0.0395 0.0570 0.0789 0.1447 0.2500

Avg. 0.0000 0.0122 0.0247 0.0520 0.1051 0.1590

times, depending on the size of the given test vectors for each benchmark circuit and
compute, for each self-loop flip-flop, the proportion of how many times it satisfies
Eq.1, indicating its steady probability over the entire sleep mode simulation. Then, we
compute its data toggling probability prob(-) in Sec. 3.2.1, which is called 1—steady
probability, from which we produce .szlejfdy by collecting every self-loop flip-flop that
meets prob(-) <.

Table 3.2 shows the changes of the number of steady self-loop flip-flops and the
portion among all self-loop flip-flops as the v value changes. In addition, Table 3.3
shows the failure probability prob; of entering sleep state for each benchmark circuit.?

steady

By observing the changing trend of the values of | F_ 7 | and proby in Table 3.2 and
Table 3.3, we set v to 0.02.

*Impact of failure probability prob; on energy saving will be discussed in Sec. 3.2.4.
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3.2.2 Allocating State Retention Storage

Allocating state retention storage should consider that every self-loop flip-flop should
be replaced with a distinct retention FF with at least one bit storage, which is in
fact the major source of preventing the exploitation of MBRFFs from saving the total
storage size.

Our allocation strategy is simple namely treating all self-loop FFs in Fgieqqy 0b-
tained in Step 1 as if they were the same as the flip-flops with no self-loop (i.e., parti-
tioning Fy; into F' ordinary (= Fordinary U ]-";tle; Wy and F' o 5 (= f;i}eady) as shown

in Step 2 of Fig. 3.6, and performing the following two steps:

2.1 Generating a set S of flip-flop dependency subgraphs by decomposing the orig-
inal circuit graph, so that every self-loop FF f; € }';f;eady in the decomposed
maximal subgraphs should have no driving flip-flops (i.e., no predecessors) since

we cannot say that its state will be surely recovered by the help of its driven flip-

flop(s).

2.2 Applying any conventional retention storage allocation algorithm to all sub-
graphs in S independently while ensuring at least one-bit allocation for every

self-loop FF f; € f_‘:e?]tceadyA

3.2.3 Designing and Optimizing Steady State Monitoring Logic

From the allocation result in Step 2, the flip-flops in ]:Sszle}l % can be classified into two

groups: (1) FFs with retention storage, (2) FFs with no retention storage, as shown by
the blue arrows from Step 1 to Step 3 in Fig. 3.6, in which supporting of group 2 is
possible only when all flip-flops in group 2 should satisfy the self-loop removal condi-

tion (i.e., Eq.3.1), as described in Sec. 3.1.2. We design a logic circuitry monitoring the

“We applied the algorithm in [24] as our retention storage allocation in experiments though any of the

conventional algorithms is applicable.
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condition of the flip-flops in group 2 (labeled f; in Step 3 of Fig. 3.6). The flip-flops in
]-";f;mdy and Fo,ginary do not require monitoring logic, as they have retention storage
and have no self-loop, respectively.

(D State monitoring logic for flip-flops in .7-";;6}1 . Our state monitoring logic in gating
power is shown in the blue box in Fig. 3.7, containing XOR gates, one for each in
.7-"5;6}1 % with no retention storage and ORing them to produce the active-low steady
signal pg_en.’

While constructing the OR-tree, additional flip-flops can be inserted to delay state
monitoring signal for correct operation with 3-bit retention FFs. For example, state
monitoring signal generated from fanout flip-flops of 3-bit retention FF should be de-
layed by 1 cycle to trigger pg_en at the same clock cycle with the signal generated
from fanout flip-flops of 2-bit retention FF.

When the circuit is idle, power gating controller ((2)) initiates state saving by en-
abling shift&save_3, shift&save_2 followed by shift&save_I in the subsequent clock
cycle, where the shift&save N and restore_N are control signals for N-bit retention
FF. The state monitoring result pg_en is detected at the [*" clock cycle in powerdown
mode. Conversely, signals restore_3, restore_2 and restore_I are enabled one by one
sequentially when signal wakeup is issued to the controller.

@ State transition diagram for power gating controller: An example of timing diagram
for state monitoring and state saving is shown in Fig. 3.8. The time interval marked
in yellow indicates that the monitoring circuitry detects some of states in szle}ldy with
no retention storage are not steady at cycle time ¢,,, letting the circuit still stay in ac-
tive mode. On the other hand, the time interval marked in blue indicates that the states
are all steady at ¢,,43, letting the states be saved by shift&save_3, shift&save_2 and
shift&save_I, so that the circuit safely goes to sleep mode. Fig. 3.9 shows the state

transition diagram for controlling the save/restore operation shown in Fig. 3.8 accord-

SImpact on circuit performance caused by constructing state monitoring logic will be discussed in

Sec.3.4.3
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ing to the input signals idle, wakeup, and pg_en, from which we can see that only when
the circuit is in idle and pg_en is enabled at I*"* clock cycle during powerdown mode,
the circuit switches to sleep mode. In the Fig. 3.9, shift&save signals are indicated as
on/off depending on whether it is toggled or not, and the restore signals are indicated
as H/L depending on whether it is retained high or low during the clock cycle.

@ Sharing clock gating resource for state monitoring: Idle logic driven clock gat-
ing (e.g., Fig. 3.1(c)) and data toggling driven clock gating (e.g., Fig. 3.1(d)) are two
popular clock gating methods used in industry. As target designs increasingly demand
fast clock speeds, it is essential to deploy clock gating to reduce the dynamic power. To
boost up the power saving, the data toggling driven clock gating is additionally applied
to the flip-flop by allocating XOR gate, as shown in @) of Fig. 3.7. Consequently, we
can share the expensive XOR gate by the toggling based clock gating with our steady

state aware power gating.

3.2.4 Analysis of the Impact of Steady State Monitoring Time on the
Standby Power

Since our power gating approach is based on the steady state monitoring, a circuit
enters sleep mode only when all the monitored self-loop FFs are ensured to be in steady
state at the moment they contribute to pg_en signal. Thus, the circuit will postpone the
transition to sleep mode for a short time until it receives the monitoring signal of all
steady states, which shortens the time period in sleep mode accordingly. We formally
analyze how much the standby power consumption is affected by the reduced sleep

time.

P,, P : (Given) the active and standby power dissipation.
t, : (Given) the time period the circuit is in executing task.
ts : (Given) the time period the circuit can be in sleep.

p : (Given) the ratio of ¢, to t,.
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Figure 3.10: The changes of total energy consumption as the values of prob; and
p vary. Energy consumption is normalized to that of [24]. Our simulation in Step 1
corresponds to energy curve between blue and purple curves, since we selected a set

of self-loop FFs for every benchmark circuit so that the probs value became nearly 0.

proby : (Given) the failure probability of all steady states of the self-loop flop-flops

with no retention storage.

tq : (Given) the time interval between two successive monitoring attempts due to

the failure of all steady states (i.e., = A X t,) where we set A = 0.1.

tioss : the delayed time period before entering sleep mode due to the failure(s) of all

steady states.

Then, the delay penalty #;,5s can be computed by

M-1
tioss = Z (proby)™ x m -tq x (1 — proby) +prob§‘c4 M -ty 3.2)

m=1
where M = |[ts/tq]. The first term denotes successful sleep mode entering after m

consecutive failures, and the second term denotes failure to enter sleep mode at all.
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Then we compute the total energy consumption Fyy;:
Etot - (ta + tloss) X Pa + (ts - tloss) X Ps- (33)

Fig. 3.10 shows the energy curves as the values of prob; and p vary while the wakeup
latency [ is set to 3. P,, P values are from Table 3.7 in Sec. 3.4, and results of re-
tention storage refinement which will be discussed in Sec. 3.3 is also included. In our
experiments, we match the extraction of self-loop FFs in Step 1 for every circuit with
the energy curve between blue and purple curves by constraining the proby value to
be almost 0, as shown in the Table 3.3. Then, by varying the p value (i.e., the ratio of
sleep time to active time), we analyze the changes of active and standby power from

Eq.3.3.

3.3 Retention Storage Refinement Utilizing Steadiness

Proposed method in Sec. 3.2 reduce the total size of retention storage by disregarding
self-loop of flip-flops that satisty self-loop removal condition. Retention storage can

be reduced further if consecutive identical data are stored when the circuit goes down

o) BRI OO BT B, 5S

3-bit 2-bit

(a) Before refinement on f; (b) After refinement on f;

to sleep mode.

Figure 3.11: Retention storage in f; can be reduced from (a) 3-bit to (b) 2-bit if reten-

tion storage refinement condition is satisfied.

For example, the wakeup latency [/ in Fig. 3.11(a) is 3, and f; is replaced with

a 3-bit retention FF. As f5 is a steady self-loop FF with state monitoring logic, it is
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guaranteed that fo was steady at the moment when data of f; is stored in the reten-
tion storage of f; because state monitoring logic has already monitored whether fs is
steady or not. In other words, state of f5 is retained for at least 2 cycles, which implies
that the states between fo and fy are identical. As a result, the first 2 bits of retention
storage in f stores the same data as it can be seen in Fig. 3.11(a). Then it is possible to
reduce the retention storage in f; to 2 bits, as shown in Fig 3.11(b), while guaranteeing
the correct operation by saving states for 2 cycles and restoring states for 3 cycles.

Consequently, retention storage of MBRFF can be reduced by 1 bit if consecutively
saved states are guaranteed to be identical. We formally state this condition:
Retention storage refinement condition: Retention storage of MBRFF (e.g., f1 in
Fig. 3.11) can be reduced by 1 bit if all the last flip-flops in fanout cone are guaranteed
to be steady every time the circuit enters sleep mode.

By extracting flip-flops that satisfy retention storage refinement condition, total
size of retention storage, as well as the standby power consumption, is reduced further

while not changing the total number of retention FFs.

3.3.1 Extracting Flip-flops for Retention Storage Refinement

Retention storage refinement is performed after the Step 2 of retention storage allo-
cation (Sec. 3.2.1). The detailed process of refining retention storage is described in
Algorithm 2.

The algorithm first extracts the list of flip-flops that have multi-bit retention storage
(line 1). For each of the retention FFs in RF'F list, line 2 to 16 try to reduce the
retention storage. In line 3, the algorithm extracts all the fanout paths and then checks
if retention storage refinement condition is satisfied for the retention FF (line 4). If the
condition is satisfied, flip-flops at the last of each of fanout paths are then referred to
candidate for state monitoring (line 7~Iline 14). Line 9 checks if the last FF (IF'F’)
has already allocated retention storage. Then, fanin path of [ F'F is collected (line 12)

and monitor is inserted to flip-flops in the fanin path if needed (line 13), which will be
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Algorithm 2: Retention storage refinement algorithm

Input: Circuit C' with retention storage allocation

Result: Circuit C” after retention storage refinement

1 RFF list + get MBRFF's(C)

2 for REFF € RFF list do

3 fo_path_list < search_fo_path(from : RF'F, maz_depth :
ret_storage(RFF) — 1)

4 if / is_steady(fo_path_list) then

5 continue

6 end

7 for p € fo_path_list do

8 IFF < last FF of p
9 if is_allocated_retention(IFF) then
10 continue
1 end
12 fi_path_list < search_fi_path(to : L[FF, maz_depth :
latency — 1)
13 insert_monitor( fi_path_list)
14 end

15 reduce_storage(RFF)

16 end
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discussed in Sec. 3.3.2. Finally, retention storage of RF'I" is reduced by 1 bit (line 15).

3.3.2 Designing State Monitoring Logic and Control Signals

Additional state monitoring logic may be required for the retention storage refinement.
However, The amount is negligible since it mostly reuses the state monitoring logic

implemented for initial retention storage allocation.

] [
c ol [E}—(®] = |3

( 3 |—
3-bit 2-bit

(a) Reduce from 3-bit to 2-bit

Ry

Ery

(b) Reduce from 2-bit to 1-bit

(]
<]

— - -

2-bit i1-

=2

it

Figure 3.12: State monitoring logic insertion scheme for (a) 3-bit to 2-bit reduction
and (b) 2-bit to 1-bit reduction. State monitoring logic is newly inserted only when

there is no pre-existing state monitoring logic in the fanin path of last flip-flop (f3 in

(a), f2 in (b)).

Depending on the existence of self-loop in the fanout flip-flops of MBRFF, there
are 4 possible cases for retention storage refinement when [ = 3, and 2 possible cases
when [ = 2. Among the 6 possible cases, we only show 2 cases that requires addi-
tional state monitoring logic insertion in Fig. 3.12. Assume that every self-loop FFs
are steady, and the data is fed sequentially from the retention FF f; to the following f5
and f3, which are either self-loop or ordinary FF. In the below description, reduce or
reduction means reduction in retention storage.

(D Reduce from 3-bit to 2-bit: When a 3-bit retention FF is reduced to a 2-bit retention
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FF, there are four cases depending on whether f; or fs is self-loop FF. However, as
shown in Fig. 3.12(a), additional state monitoring logic is required only when both of
f2 and f3 are ordinary flip-flops, because the pre-existing state monitoring logic can be
used if either f; or f5 is a self-loop FF. Among the f; and f3, inserting state monitoring
logic to f> rather than f3 reduces the necessity of additional state monitoring logic for
the case that retention storage of f5 is reduced again to 1-bit.

@ Reduce from 2-bit to 1-bit: State monitoring logic should be inserted to fo for
retention storage refinement on fi, as shown in Fig. 3.12(b). Since state monitoring
logic already exists if f5 is self-loop FF, additional state monitoring logic is required
only when f5 is ordinary flip-flop.

Reduced retention flip-flops experience mismatches between the number of bits
and the restore cycles. For example, in the 3-bit to 2-bit case, flip-flop should restore
data for 3 cycles within 2-bit retention storage. This problem is resolved by changing
connection of control signals so that save and restore operations are done in different
number of cycles, as follows:

Control signal correction: Reduced retention flip-flop whose retention storage is re-
duced from N-bit to N’-bit should be controlled by save &restore signal of N’-bit reten-
tion flip-flop (shift&save_N’) and restore signal of N-bit retention flip-flop (restore_N).

For example, if 3-bit retention FF is reduced to 2-bit retention FF (Fig. 3.11), the
flip-flop should be controlled by save &restore_2 signal, saving states for only 2 cycles.
Note that save&restore_2 signal saves only last 2 bits among 3 bits of data stored by
save&restore_3. States are restored for 3 cycles by restore_3 signal during wakeup
mode, while same state is restored twice at the first 2 cycles because states in retention
storage will be shifted by save&restore_2 signal. Fig. 3.13 shows the timing diagram
of control signals and corresponding states of flip-flops for Fig. 3.11. States of fi, fo,
and f3 at third clock cycle in powerdown mode are saved in 2-bit retention storage of
f1, and restored at the last clock cycle in wakeup mode.

Fig. 3.14 shows the flow of our design methodology to allocate retention storage
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Figure 3.13: Timing diagram of control signals and states of each flip-flops after reten-

tion storage refinement in Fig. 3.11.
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eration methodology.
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and generate state monitoring circuit. Given gate-level netlist C and test vector for
power gating simulation, steady FFs are identified from gate-level simulation. Then,
proposed retention storage allocation method is applied to C, which consists of steady-
state driven retention storage allocation (Sec. 3.2) and retention storage refinement
(Sec. 3.3). Since proposed method affects the circuit performance by inserting addi-
tional state monitoring logic, the final layout is assigned to post-layout netlist C” only
if timing is met. If not, the flow prohibits the state monitoring circuit generation on

timing critical paths (i.e. allocate retention storage) followed by the another iteration.

3.4 Experimental Results

We implemented our method in Python using python-igraph package [45] for graph
analysis and Gurobi Optimizer [46] for ILP based heuristic algorithm. We also im-
plemented two recent state-of-the-art MBRFF allocation algorithms in [24, 25] and
tested them on circuits from IWLS2005 benchmarks [43] and OpenCores [44] to com-
pare their performance in terms of the number of flip-flops with retention storage, total
retention bits, and active/standby power® with ours. Benchmark circuits are synthe-
sized and implemented using Synopsys Design Compiler and IC compiler with Syn-
opsys 32/28nm generic library. Gate level simulation is performed by using Cadence
Xcelium and power consumption is measured by using Synopsys PrimePower while
all the circuits are operating at 100MHz in active mode without causing any timing
violation. We set the wakeup latency constraint [ to 2 and 3 in our experiments as vali-
dated by our observation, from which we extracted the steady self-loop FFs by setting

parameter 7y to 0.02.

SActive power refers to the sum of dynamic and leakage power in active mode consumed by the
circuits including the save/restore control logic while standby power refers to the leakage power in sleep

mode.
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(a) [24] (No optimization on self-loop FFs) (b) [25] (Partial optimization on self-loop
FFs)

(c) Ours (Full optimized on self-loop FFs) (d) Ours (Full optimized on self-loop FFs with

retention storage refinement)
Figure 3.15: Layouts for MEM_CTRL. The colored rectangles represent flip-flops: flip-
flops with no retention storage (white), flip-flops with 1-bit retention storage (yellow),

and flip-flops with 2-bit retention storage (red).

gl
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3.4.1 Comparison of State Retention Storage

Table 3.4 shows a comparison of total bits of retention storage (#Rbits) and total num-
ber of retention flip-flops (#RFFs) used by [24] (No optimization on self-loop FFs),
[25] (Partial optimization on self-loop FFs), and ours (Full optimization on self-
loop FFs). In the table, Full-Opt1 and Full-Opt2 indicate the proposed method with-
out and with the retention storage refinement, respectively. Column for the number
of retention FFs for Full-Opt2 is omitted because it is identical to that of Full-Opt1.
To compare the size of retention storage with respect to the total number of bits, we
set the baseline in the comparison to that of SBRFF allocation constraining wakeup
latency | = 1. Note that Partial-Opt is not applicable when [ = 3 since the method is
constrained to | = 2.

The low reduction by the conventional allocation methods ([24, 25]) in comparison
with ours clearly indicates that for the conventional methods, the self-loop FFs are
indeed a big obstacle in saving the state retention bits. For example, for circuits SPI,
MEM_CTRL, WB_DMA, and VGA_LCD in which over 80% of FFs have mux-feedback
self-loops, the retention bit saving gap between ours and the conventional methods is
prominent (i.e., 3x~40x more saving).

Note that for AC97_CTRL, #Rbits and #RFFs of our method are larger than those
of Partial-Opt, causing more power consumption. This is because the ratio of steady
self-loop FFs to all self-loop FFs in AC97_CTRL is relatively lower than other circuits,
as shown in Table 3.2, which is not a favorable condition for our method to be effective.

Fig. 3.15 shows the layouts of MEM_CTRL produced by [24], [25], and ours with
I = 2. It is identified that the number of retention FFs is reduced in Fig. 3.15(c)
compared to Figs. 3.15(a) and (b), and the number of 2-bit retention FFs is reduced in
Fig. 3.15(d) due to the retention storage refinement.

Table 3.5, 3.6 and Fig. 3.16 show the detailed cell area comparison of each logic
component for [ = 2 and [ = 3. FF, Ctrl, and Comb represent the normal FF or reten-

tion FF, always-on control logic, and combinational logic including state monitoring

75



- (BILS) - - (BTLY) - (%1 - - - “Bay
(9%TL°€) 8799 :quo) (%96°1) £0859 :quo) (%99°1-) 95019 :quo) TTILY :quo)
(%0L°€D) 60891 11D (%61'T1) 1L9€8T (%8L°TT) OT0LT 11D (BEL'TT) SLISST (%€6°T-) SLOTT 11D (%¥'0-) T8YYTE 0£02Z 111D 860€T€ adTVOA
(%¥S°€1) $€TTOT 44 (%6Y°€1) 19€20T A4 (9%6T°0) 6£TEET A 906¢€¢€T dd
(%LS°01-) OPELT :quo) (9%19'8-) TEOLI :quo) (%1+'C-) e8P :quo) 8961 :quop
(%€T°01) §SSE 11D (%E1°T) 09129 (%EL°L) LSIE 1D (%60°0-) LISE9 (%10°7) £88€ 11D (%EF'1) 1099 €96¢€ 11D 115€9 T€ADANNETIOd
(%¥6°S) T9CI¥ A4 (9%STT) 8L8TY A4 (%99°7) 869TY 44 98¢y
(9%SL'8-) 688S€ :quo) (%L9'8-) $98S€ :quo) (9%T6'1-) 9€TE :quo) 200€¢€ :quop
(%61'ST) $E0E 1D (%L9S) 610SL (%78°12) ¥81€ 11D (%T8°7) S8TLL (%19°8-) 9THP 11D (%61°07) L166L TLOY (1mD 8TS6L VINa-am
(%86'%1) 9609¢ dd (%£6°6) LETSE A4 (%ETD) TE61Y dd YSYTy ‘dd
(9%S€7T-) 96101 :quo) (%¥9'1-) STI01 :quo) (%¥L°0-) €526 quo) 7966 -quo)
(%T8'1) TE9T (11D (%6%°0) 0SETY (%LS1) 6£9T 11D (%£0°0-) TLSTY (%L1°€) 96ST 11D (%8070 ¥L91 1897 (11D 86STY TILD™L6DV
(9%T€1) TTS6T 44 (%9€°0) 6086T ‘44 (%10°€) S106T 44 9166C dd
(%69°67) 00021 :quo) (%01°6-) 66¥11 :quo) (%68'1-) $§901 :quo) 17601 :quo)
(%6F°SE) THTT JD (9%TL01) T810€ (%¥S°SE) 1421 11D (%98°01) £€10€ (9%87°9) $081 11D (%ETT) 68€€E ST61 (1D S08€€ TILOWHIW
(%01°61) 6£691 *dd (%¥6'91) €6€L1T A (%870 €90 A4 0t60C dd
(9%6+'0) 10TFS :quo) (%6¥°0) 10TFS :quo) (%¥1°0-) 866%S :quo) 98666 :quop
(%91°0) ¥€6 {11 (%€0°€) 8L6V9 (%91°0) ¥£6 11D (%£0°€) 8L6V9 (BLLTT) SPIT 1D (%¥°0-) T0ELY 6€6 111D 010L9 XVINOD M
(9%91°9) ¥786 *dd (%91°9) ¥786 *dd (9%60°07) 66401 44 68701 *dd
(%68°07) £LY1T :quo) (%68°0-) €L¥1T :quo) (%TTT) ¥ILIT :quo) €8CIT :quop
(%68°82) 6T 11D (%9T°€) S0€8T (%68°87) 676 11D (%9T°¢) S0£8T (%6T°€T) 1LS 11D (%S9°'1) 9LL8T PrL D 65T6T AY0D7SAV
(%¥8°T1) £0€9 *dd (%¥8°T1) €0€9 A4 (%T8°01) 6719 44 °eeL g
(€9'L1) bLTE 1quoD (L6 L1-) STE :quioD (09'0) 008T :qui0) £8L¢ 1quio)
(%85°56) 111 310 (%1T8) 1895 (%86'55) 011 11D (%719) 0185 (610°S1) €12 10 (956'0) §765 162 10 0619 1ds
(9%¥T'LT) 96TT *dd (%t¥'€0) 91¥T 4 (%01°L) TE6T A 9CI¢
(,wr) eary paferoq (,wr) eary 0D (,wrf) eary pajreloq (,wr) eary 9D (,wurf) vary pajreloq (,wr) eary [0 (,wurf) ary pajreloq (,wrl) eary [[0)
14 14 [4 14 (4 14 (4 [4 suSisa(q

(smQ) gido-Iin4

(smQ) pBdo-in4

[szlido-fensed

[¥2] 1dO-ON

"7 S1 7 Aouare] dnayepn (S44 dooj-j|@s uo uoneziwndo [jn4) sino pue {(s44 doo|-}j8s uo uoneziwido
[ered) [sz] ‘(s44 dooj-jjes uo uoneziwido oN) [#¢] ur (quI0D)II50] [0NU0d Uo-sKeMTe SUIPN[OXd PUE OIS0] SULIOIUOU A)e)s

Surpnpour 2130] [RUOIIRUIqUIOD puk ([J}D)130] [oNnu0d uo-skempe (44)sdog-dig Aq pardnoso eare [[90 jo uosuedwo)) G ¢ Jqel,

76



H
i -—
==

- (9%699) - - (¥s°6) - - - - - Say f
4 ¥H
(9%08°L) €5559 :quo) (%EL'8) 16879 :quo) - quop L60TL -quo) =il | I_
o119 17891 10D (U8UEDOSSYET | (94p000) pprorzmp  (HSEED) 866€8T - ; 6L2T 1D Osiize AITVOA e
(9%SS°€1) T91T0T *dd (%LY'ET) TYETOT A4 - dd 198€€T Ad .J..n,...
(%66°67) 9LELT :quo) (%¥€°67) ELTLI :quo) - quop 86LST :quio)
(%TL'6) THSE (11D (9%8€°7) TS819 (%07°6) £95€ 1D (9%0€°07) 97S€9 Bitie) - €76€ 1D 65€€9 €ADAINE10d
(%61°9) €601 :dd (%E1°D) 01LTH A4 - dd LEYEY AT
(%0L°T1-) $T69€ :quo) (9%91°€1-) LOYLE :quo) - quop 960¢€€ -quoD
(9%90°Th) PSET 11D (98€°6) €L61L (9L0°6) 9LYT 11D (%09°%) S165L -0 - $90F 1D YLS6L V@ gM
(%66'T0) £69T€ (%ET'ST) TEO9E el -dd YSYTY Wd
(%81°0-) $9101 :quo) (%L¥'0) 00101 :quo) - quop LY101 :quo)
(%£8°0) L09T 11D (%91°1) 180T (%79°T) 98ST 11D (9%£8°0) TCTTy -y - 629 11D 9LSTY TYLO™L6DV
(%S9°1) 60€6T dd (%68'0) 9€S6T *dd - dd 00862 ‘dd
(%€9'8-) 690¢1 :quo) (%€€°67) TOLTT :quo) - [quop OITIT :quod
(%L1°9€) $0T1 11D (%H0°11) €910€ (%60°9€) SOZT 11D (%L8°01) TTTOE - - 9881 (1D LO6EE TILD"WHN Ny
~
(%ET61) 16891 dd (9%0T'L1) STELT A4 -dd 1160C 44
(9%98°1) 11+¥S :quo) (%98°1D) 11H¥S :quo) - [quop £PPSS :quo)
(%Ty'ST) OLL (11D (%P1'%) 01159 (%TH'ST) OLL :11D (%¥1'9) 0119 - - P16 1D 9.899 XVANOOD™ M
(%88'%1) 6268 dd (%88%1) 6268 44 -dd 68701 *dd
(%SL'T-) 9161T :quo) (%L9°07) EL¥1T :quo) - quop 0€€1T -quo)
(%6+°87) 8ES 11D (9%06°'1) LSLST (%1L°67) 6T 1D (9%¥1'€) S0E8T - - €SL M) ¥1€6T HY0D7sdV
(%¥8°C1) €0€9 A4 (%¥8°C1) €0€9 A4 -4 ceeL dd
(%T9°€1-) €91€ :quo) (9%96°61-) 8TTE :quo) - quop €8LT :quo)y
(%8SS9) 111 110 (%91°01) 1965 (%EY°65) TOT 110 (607°L) 1€LS D . 1S 1D 0619 1s
(%€S°LT) L8TT dd (9%88°€0) TOPT A4 -4 9G1¢ g
Awsiv ©AIY po[rern Awsiv vV [[PD Amsiv BATY po[reIng ANES AV [[2D Awgiv vaIY pa[reraq Amsiv vIIY [[RD ANES BITY PRI Awsiv vV [[2D
. sudiso

(s1Q) Zido-IIn4

(s1mQ) 1do-1n4

[szl1do-fensed

[¥2l 1dO-oN

‘¢ = 1 Aoudre] dnasyem YIm “G'¢ 9[qRL Sk QWS :9°¢ J[qeL,



‘¢ =1 (~©) pue g = 7 (p)~(€) YIm u3ISap OB J0J POYIAUI OB Ul BAIE [[30 JO uosLedwod pa[re1dd 91 ¢ 9In3L

[‘qwod mes D e 44 mem|

adT VoA (Y) 7€A0ardg1od (3) VINa~-dM (J) TILD™ 6DV (9)

ado-lind 13do-IInd4 1do-oN 00 2do-lin4 13do-Iin4 1do-oN 00 ado-lind 13dO-IInd 1do-oN 00 ado-ling 13do-IIn4 1do-oN 00
ra) 0 ra) 20

0 Z voZ 0 Z 70 Z

3 3 3 3

n > N> n > >

90 H 90 3 90 H 90 H

E QO Q Q

80 80 80 80 o0
~
0T 0T 0T 0T
TILO WAN (P) XVIANOD M (9) 2900759V (q) 1dS (®)

ado-ling 13do-Iind4 1do-on 00 ado-ind  T3do-lin4  3do-leded  3do-oN 00 ado-ind  T3do-Ind  3do-leided  3do-oN 00 zdo-ind  T3do-Ind  3do-jlened  3do-oN 00
) o0 ra) 20

0 Z voZ 0 Z voZ

g g g g

3 3 3 3

90% 90% 90% 90%

g 1 g i
80 8’0 80 80
0T 0T 0T 0T




logic and excluding the always-on control logic, respectively. After retention storage
refinement, cell area of all the designs are decreased due to smaller number of large
retention FFs followed by less always-on control logic overhead. As a result, total cell

area is decreased by 5.71% for [ = 2 and 6.69% for [ = 3.

3.4.2 Comparison of Power Consumption

Table 3.7 shows the comparison of the active power which is the sum of dynamic
and leakage power in active mode and the standby power which is the leakage power
consumed by the high-Vth always-on retention storage in sleep mode for the power
gated circuits produced by [24] (No-Opt), [25] (Partial-Opt), and ours (Full-Opt1,
Full-Opt2). Unlike the comparison of the retention storage in Table 3.4, active and
standby power are compared with that of No-Opt for fair comparison with respect
to wakeup latency constraint /. In summary, our steady state monitoring approach is
able to reduce the active and standby power by 10.84% and 19.41% when [ = 2, and
12.16% and 22.34% when [ = 3, respectively. In addition, we measured the standby
power consumed by each of logic element groups and showed in Fig. 3.17. In the
figures, RFF (blue), Ctrl (orange), and Power Management (green) are standby power
consumed by retention FFs, always-on control logic, and power management cells
such as isolation cells and power switch cells. As a result of the proposed method, the
size of retention storage is reduced, thereby reducing the standby power consumed by
the retention FFs and always-on control logic.

Since the power gated design whose retention storage is allocated by proposed
method has the possibility of failing to enter sleep mode, power reduction in Table 3.7
cannot be applied directly. Instead, we analyzed the impact of failure probability proby
on total energy consumption in Sec. 3.2.4. With the consideration of proby for each
benchmark circuit with v = 0.02 shown in Table 3.3, our method reduced F;, by

more than 10% as shown in Fig. 3.10.
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3.4.3 Impact on Circuit Performance

Our retention storage allocation method requires insertion of state monitoring logic,
which induce non-negligible path delay for pg_en signal generation. However, it should
be noted that path delay does not matter since the pg_en signal is not used in active
mode, and for most of power gating controllers, the supply voltage gradually goes
down, causing clock speed to be slow enough to afford the delay increase [47]. The
delay caused by monitoring logic is proportional to [og n where n is the number of
required XOR gates as shown in Fig. 3.18, in which total of 596 XORed signals are
ORed through only 8 levels of logic. The corresponding pg_en signals do not cause

any timing violation in the circuit operating in 100MHz.

Table 3.8: f,,,4. comparison of No-Opt [24] and Full-Opt2

No-Opt Full-Opt2 (Ours)

Designs
fmaz MHz) | frmar (MHz)  # iteration
SPI 297.67 348.30 1
AES_CORE 265.29 254.73 1
WB_CONMAX 232.73 238.14 2
MEM_CTRL 231.15 266.67 1
AC97_CTRL 476.28 497.09 1
WB_DMA 164.63 176.55 1
PCI_BRIDGE32 244.39 272.34 2
VGA_LCD 212.01 276.01 4

Table 3.8 shows maximum frequency of each design along with the number of iter-
ation in Fig. 3.14 while ignoring the delay of pg_en signal in active mode. Through the
iteration, we approved the final layout when the performance loss due to state monitor-
ing is less than 5%. As shown in the table, for most designs our method reveals better
performance over the conventional method within a few iterations. However, it is hard
to clearly find out the reason why the performance of a particular circuit is improved

or degraded because they are optimized during logic synthesis and P&R by tool with
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different retention storage allocation and state monitoring logic. One obvious fact is
that the delay of a flip-flop with retention storage is a little longer than that of a flip-flop
with no retention storage whereas the state monitoring logic causes increase in the path
delay. In this light, our method reduces the number of retention flip-flops by 27.30%
(for I = 2 in Table 3.4), which is good for timing, but it uses state monitoring logic,
which is bad for timing. For AES_CORE, we can roughly say that timing degradation
by state monitoring logic may outweigh timing improvement by reducing the flip-flop

count with retention storage.

# XORed
signales delay [ns]
S7 | O(beforeXOR) | 0.66
S2 2 1.24
CLK | S1\ Sz Sz S71 Sg\ |pg_en
Ss 51 3.78
S, 167 5.36
Sg 593 5.98
b T G T T T Tt T i T Tl |pgen 596 6.35

Figure 3.18: Spice simulation generating pg_en signal through state monitoring logic

for circuit MEM_CTRL.

3.4.4 Support for Immediate Power Gating

Power gated design whose retention storage are allocated by proposed method can
enter sleep mode only when all the self-loop FFs being monitored are guaranteed to
be steady. Therefore, it cannot cope with situations where immediate power gating is
required, such as when the chip temperature has reached its thermal limit. In order
to avoid rejection of entering sleep mode due to power gating failure probability and
enter sleep mode immediately, it should be possible to enter sleep mode regardless of
the monitoring result.

To support immediate power gating, we additionally allocated 1-bit retention stor-

age to all the self-loop FFs that no retention storage is allocated previously, and con-
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Figure 3.19: Power connection to flip-flops whose retention storage are allocated by

proposed method supporting immediate power gating.

Table 3.9: Power state table of powers in Fig. 3.19

Power mode | VVDD1 VVDD2 VDD
ACTIVE ON ON ON
SLEEPI OFF ON ON
SLEEP2 OFF OFF ON
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nected control signals. The resultant power connection and its power state table are
shown in Fig. 3.19 and Table 3.9, where all the combinational cells and ordinary FFs
are powered by VVDDI and newly allocated 1-bit retention storage is powered by
VVDD?2. Labels of each flip-flop in Fig. 3.19 correspond to that of each flip-flop in
Fig. 3.6. ACTIVE and SLEEP2 mode in Table 3.9 are same as active and sleep mode
discussed in Sec. 3.4.2. When immediate power gating is required (SLEEP1), only
VVDD?2 and VVDD are turned on to retain all the states of retention storage, regard-
less of self-loop removal condition. Note that control signals of newly allocated 1-bit
retention storage cannot be shared with that of previously allocated 1-bit retention stor-
age because the newly allocated 1-bit retention storage does not save and restore states

when the circuit enters into SLEEP2 and wakeup.

Table 3.10: Total number of flip-flops deploying state retention storage (#RFFs) and

total bits of retention storage (#Rbits) used by ours supporting immediate power gat-

ing
Full-Opt2 + iPG(ours)
Designs =2 =3
#Rbits #RFFs #Rbits #RFFs

SPI 229 (0.00%) 229 (0.00%) 229 ( 0.00%) 229 (0.00%)
AES_CORE 521 (1.70%) 521 (1.70%) 521 (1.70%) 521 (1.70%)
WB_CONMAX 770 (0.00%) 770 (0.00%) 642 (16.62%) 642 (16.62%)
MEM_CTRL 1455 (6.91%) 1443 (7.68%) 1448 (7.36%) 1435 (8.19%)
AC97_CTRL 2152 (2.14%) 2142 (2.59%) 2123 (3.46%) 2121 (3.55%)
WB_DMA 3054 (1.77%) 3054 (1.77%) 3003 (3.41%) 3003 (3.41%)
PCI_BRIDGE32 3105 (3.57%) 3105 (3.57%) 3071 (4.63%) 3071 (4.63%)
VGA_LCD 17049 (0.01%) 17006 (0.26%) | 17039 (0.06%) 16994 ( 0.33%)
Avg. - (2.01%) - (2.20%) - (4.65%) - (4.80%)

of retention flip-flops (#RFFs) used by proposed method with additional 1-bit reten-
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tion storage allocation for immediate power gating. The baseline in the comparison is
SBREFF allocation in Table 3.4. Due to the allocation of additional 1-bit retention stor-
age for immediate power gating, the average saving of #Rbits and #RFFs are decreased
to level a slightly higher than that of No-Opt.

Table 3.11 shows the active and standby power consumption in each of the power
modes in Table 3.9, used by proposed method with additional 1-bit retention storage
allocation for immediate power gating. The power saving is compared with that of
No-Opt [24]. Due to the increased number of retention storage, additional always-on
control logic for them, and additional power switch cells to control VVDD?2, average
power saving is decreased, even consuming more power in ACTIVE and SLEEP1
mode. Standby power consumed by each cell type in SLEEP1 and SEEP2 modes are
shown in Fig. 3.20.

1.00
o
g 0.80
Q.
>
)
2
8 0.60
(%]
-]
(]
= 0.40
©
£
o
Z 0.20

0.00

ILP Full-Opt2  Full-Opt2 +iPG, Full-Opt2 +iPG,
SLEEP1 SLEEP2
W Switch cells ®FF Always-on ctrl. etc.

Figure 3.20: Detailed comparison of normalized standby power consumed by each cell

type in each of power modes when wakeup latency [ is 3.

Similar to Sec. 3.2.4, we formally analyze how much the additional 1-bit retention
storage for immediate power gating affects to the total energy consumption. Fig. 3.21
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Figure 3.21: The changes of total energy consumption as the values of r; and p vary,

while v is fixed to 0.02. Energy consumption is normalized to that of [24].

shows the change of total energy consumption while varying r; and p with fixed v(=
0.02), where 77 is ratio of the number of immediate power gating to total number of
power gating. Although there is still energy saving depending on the p and ry values,
because of overhead induced by additional logic supporting immediate power gating,

p bigger than 10 and r; smaller than 0.05 are required for more than 5% energy saving.
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Chapter 4

Conclusions

4.1 Chapter 2

In Chapter 2, we proposed a comprehensive on-chip monitoring methodology for ac-
curately estimating SRAM V4,,,;» on each die that does not cause SRAM read, write
failures. In addition, for the high-speed SRAM operating on NTV regime, prevention
of potential SRAM access failure was considered. Precisely, we proposed an SRAM
monitor, from which we measured a maximum voltage, V4, that causes functional
failure on that SRAM monitor. Then, we proposed a novel methodology of inferring
SRAM Vygmin on each die from the measured V4 of SRAM monitor on the same
die. IR drop and process variation of peripheral circuit as well as process variation on
bitcell transistors were considered to mimic the real SRAM operation. Through exper-
iments with industrial SRAM block design, we confirmed our proposed methodology
could save leakage power by 10.45%, read energy by 4.99%, and write energy by
5.45% when an SRAM bitcell array of 16KB is used as an SRAM monitor to estimate
Viadmin of SRAM blocks of total size of 12.58MB in a chip.

&9



4.2 Chapter 3

In chapter 3, we proposed a new power gating methodology to break the critical (in-
herently unavoidable) bottleneck in minimizing total size for state retention storage
by safely treating a large portion of the self-loop FFs as if they were the same as the
flip-flops with no self-loop. Specifically, we developed a novel mechanism of state
monitoring on a partial set of self-loop FFs, by which their state retention storage was
never needed, enabling a significant saving on the total size of the always-on state re-
tention storage for power gating. In addition, we developed a novel retention storage
refinement method that permanently reduce the size of retention storage of retention
FFs utilizing state monitoring. Through experiments with benchmark circuits, it was
shown that our proposed method was able to reduce total number of retention bits and
standby power by 27.12% and 19.41% respectively when at most 2-bit retention FF is
used, and 31.73% and 22.34% respectively when at most 3-bit retention FF is used, in

comparison with state-of-the-art conventional method.
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