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Abstract
Exploring the User Preference of Auditory Icons as In-

Vehicle Signals Under Autonomous Driving Contexts

Adriance Wilfred
Department of Industrial Engineering
The Graduate School

Seoul National University

The rise of autonomous technology that has been incorporated into vehicles allows
the autonomous vehicles to shifted its functionality as an interactive system where providing
interaction and feedback between the user and system is essential. In addition, auditory user
interface has been used in vehicle technology to reduce cognitive workload and provide
information to the drivers. However, autonomous vehicle is still regarded as a new
technology domain, and it is necessary to investigate what type of in-vehicle signals
feedback that should be designed to the passenger depending on the context-of-use and
scenarios involved. In this thesis, the three main research aims are; (1) to present a design
proposal for in-vehicle signals feedback for autonomous vehicles based on passenger’s
perspective, (2) to explore the passenger’s sound preference for in-vehicle signals feedback
used in autonomous vehicle, and (3) to suggest a fully derived scenario when designing an
in-vehicle signals feedback used in autonomous vehicles based on user-centered design
process. To achieve the research aim, this thesis focuses on investigating whether the design
of in-vehicle signal types such as earcon and auditory icon, and temporal pattern of
information signal types would affect the passenger’s preferences by measuring its

perceivability, intuitiveness and consistency or appropriateness as an in-vehicle signal.
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This thesis includes two experiments; a pilot test and a large scale online sound
evaluation study. Prior to the sound set evaluation, a pilot test was conducted on a total of
13 participants with an average age of 27.23(+£7.53) to investigate whether the auditory
sound sample that was created for sound evaluation has the congruity that matches with the
intended information (confirmatory, error, detection, in progress, alert and warning), and to
further develop the scenario for passengers in autonomous vehicles context. There were two
measures used for the pilot test, which is perceivability and intuitiveness to determine if the
designed sound sample with temporal pattern matches with the intended information as this
paper suggested. The pilot test was conducted in an acoustic chamber, and participants were
asked to give their evaluation in a 7-points Likert scale for perceivability and intuitiveness
of the sound samples, and conducted survey of multiple choices to select the appropriate
scenarios for each sound. The data obtained for perceivability and intuitiveness were
analyzed using analysis of variance (ANOVA) and Bonferroni correction post-hoc test for
multiple comparisons. Result of the pilot test shown that all sound samples are perceivable
intuitively designed with the intended information, except for in progress type signal. Hence,
in progress type signals will need to be re-created for this study. Also, out of the 27 scenarios
that was developed prior to the pilot study, this study narrowed down 15 essential scenarios
which in-vehicle signal feedbacks are imperative to autonomous vehicles based on

passenger’s context.

The sound set evaluation was conducted online with a total of 125 participants with
an average age of 37.15(%11.4) to investigate which type of sounds (a mixture of earcons
and auditory icons, or a set of earcon/auditory icon consecutively) they prefer by measuring
consistency/appropriateness measure in 7-points Likert scale. In progress sounds were re-
created in ascending, descending, variated and simple tone parameters, and were evaluated
by its satisfaction measures. The data obtained for consistency/appropriateness were
analyzed using pairwise -test comparison for each sound sets. The in-progress sounds were

analyzed using four-way analysis of variance (ANOVA). Lastly, all of the participants’

v



opinions were collected for qualitative analysis by performing text network analysis for
visualization. Results from the independent samples #-tests for each scenario shown that
users or listeners prefer a consistent ‘family’ of sounds, rather than a mixture of earcons and
auditory icons in a scenario. The result from the in-progress sounds also shows that a
descending-simple tone melody sounds has high satisfaction level. In the discussion, this
study discussed whether the research aim is fulfilled based on the results obtained and added
implications for the sound design. In summary and conclusion, this study also discussed the

limitation of this study and the future direction

Keywords: Auditory user interface, Auditory design, Autonomous vehicles, Human-
vehicle interaction, User-centered design

Student Number: 2020-28244
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Chapter 1

Introduction

1.1 Research Background

Autonomous technology has brought substantial impact in our daily lives ranging
from robotics, appliances and even in vehicles. The emergence of autonomous technology
in vehicles over the past recent years has received attention from the public, and researchers
have been discussing the domain widely in several different aspects of research. Prior to the
incorporation of autonomous technology in vehicles, National Highway Traffic Safety
Association (NHTSA) reported that an estimated of 31,720 accidental deaths for the first 9
months of 2021, and showed an increase of 12% compared to the previous year record,
despite stay-at-home measures implemented on March 2021 (National Center for Statistics
and Analysis, 2021). About 90% of many accident cases were caused due to human error
during driving (Trucks, 2013; Bengler et al., 2014). Thus, many researchers would consider
automation would resolve such human error issues related to traffic accidents. Many had
expected that autonomous vehicles would ensure to bring positive impacts such as reducing
car accidents, energy consumption, pollution, congestion, and increasing transportation

accessibility (Bagloee et al., 2016).

To further understand what 'autonomous vehicle' means, we would have to explore
the definition of the term 'autonomous'. Luck et al., (2003) suggested that 'autonomy' was
defined as "an agent's ability to generate on its own goals" (Luck et al., 2003), which was
different than 'automation' term where Groover (2007) stated that 'automation' is "a physical
technology that reduces or minimizes the need of human process intervention" (Groover,
2007). However, Bradshaw et al., (2013) added on their perspective on 'autonomous' and

defined it as self-sufficiency, where an entity is capable to take care of itself (Bradshaw et



al., 2013; Payre et al., 2021). Kaber (2018) proposed a conceptualized framework set model
for 'autonomous' should consist of self-governing, viable and independent (Kaber, 2018).
Overall, 'autonomous vehicles' can be defined as self-driving vehicles that fulfills its main
transportation capabilities similarly to traditional vehicles (Li et al., 2016; Gordon &
Lidberg, 2015; Eskandarian, 2012). Ilkova & Ilka (2017) added on by stating that
'autonomous vehicle' is "a vehicle that can guide itself without human conduction" (Ilkova

& Ilka, 2017).

Environment
Mission/Role

Policies
& Plans

Figure 1. Set theory concept of automated and autonomous agents (Kaber, 2018)

Despite the many definitions of 'autonomous vehicles' suggested and proposed by
many researchers, NHTSA and Society of Automotive Engineers (SAE) provided a more
specific definition of autonomous vehicles based on its context through levels of automation.
The National Highway Traffic Safety Administration (NHTSA) classified levels of
vehicular autonomation into five levels, from Level 0 to Level 4 (NHTSA, 2013). On the
other hand, SAE International redefines the level of automation taxonomy into six levels
from Level 0 to Level 5 in standard J3016™, which distinguishes the high autonomation
(Level 4) and full autonomation (Level 5) depending on driving scenarios (SAE, 2014). The
SAE International standard J3016™ was later adopted by the NHTSA and U.S. Department



of Transportation (USDOT) in September 2016 (NHTSA, 2017; Ahmed et al., 2022; Ilkova

& Ilka, 2017).
Execution of Fallback System
N Monitoring "
SAE _ Steering and N Performance | Capability
level | Name S Beihe Acceleration/ | (OTO™9 | of Dynamic | (Driving
Deceleration Driving Task Modes)
Human driver monitors the driving environment

the full-time performance by the human driver of all
aspects of the dynamic driving task, even when enhanced Human driver
by waming or intervention systems

the driving mode-specific execution by a driver assistance
system of either steering or acceleration/deceleration using
information about the driving environment and with the
expectation that the human driver perform all remaining
aspects of the dynamic driving task

Human driver
and system

the driving mode-specific execution by one or more driver
assistance systems of both steering and acceleration/
deceleration using information about the driving
environment and with the expectation that the human
driver perform all remaining aspects of the dynamic driving
task

Automated driving system (“system™) monitors the driving environment _ _

the driving mode-specific performance by an automated

driving system of all aspects of the dynamic driving task

with the expectation that the human driver will respond

appropriately to a request to intervene

the driving mode-specific performance by an automated

driving system of all aspects of the dynamic driving task,

even if a human driver does not respond appropriately to a Lo
request to intervene

the full-time performance by an sutomated dniving system
of all aspects of the dynamic driving task under all roadway
and environmental conditions that can be managed by a
human dniver

System

Table 1. Taxonomy and definition for terms related to driving automation systems for on-

road motor vehicles (SAE International J3016™, 2014)

Level O Levell Level 2 Level 3 Level 4 Level 5
DRIVER FEETOFF HANDS OFF  EYES OFF MIND OFF PASSENGER

Partially Highly Fully

Automated Automated Automated Autonomous

No Assistance Assisted

Human Transfer of responsibility Machine

Figure 2. Levels of automation proposed by SAE International 2014



Based on the levels of automation proposed by SAE, most of the modern cars and
vehicles have already incorporated low-level of autonomous (Level 1) technology such as
Advanced Driver Assistance Systems (ADAS) and Adaptive Cruise Control (ACC) that aid
drivers to drive more safely (Insurance Institute for Highway Safety (ITHS), 2020; Rukoni¢
et al., 2021), but driver must be ready to resume takeover tasks and control when necessary.
Camara et al., (2021) further explains the terms of each levels of automation by SAE. The
Level 2 of the autonomous is considered as “hands-off”, where the automated system takes
full control of the steering, and the driver must be ready to resume full control when needed.
Level 2 technology can be regarded similarly to Lane Keeping Assistant (LKA) technology.
Level 3 of the autonomous is “eyes-off”, where drivers can safely turn their attention away
from the driving tasks, however drivers would still need to intervene with immediate
response such as emergency braking. Level 4 is “mind-off” where driver’s attention is not
required for safety except certain circumstances. Aside the limited circumstances, the
vehicle is able to safely take over control from human. And lastly, as Figure 2 suggests, the
Level 5 term is “passenger”’, where not a single human intervention is required at all

(Camara et al., 2021).

Future autonomous vehicles are expected to incorporate integrated intelligent
technologies in the vehicle, and as the level of automation increases, it will result the drivers
to shift their role as passengers (Sabi¢ et al., 2021; SAE 2014). The integrated technologies
adapted in the vehicle will also allow the current human-vehicle interaction (HVI) to have
similar interaction as the human-robot interaction (Murali et al., 2021), where the vehicle
would automatically perform driving tasks such as changing lanes while allowing the
drivers to enjoy movies leisurely during mid-driving. However, in a fully autonomous
vehicle system where the driver’s role has shifted as a passenger, these interactions would
require feedback from the intelligent system itself to allow users or drivers to obtain
information during the autonomous tasks. Furthermore, as the visual and attention of the
driver (or in higher level of autonomation context, a ‘passenger’) were used for other

activities instead of driving, the auditory aspect is the only medium to convey information



of the system’s progress to the passenger.

In traditional vehicles, most information that is conveyed to the drivers are in the
form of auditory cues such as earcons and auditory icons, rather than text-to-speech type
feedbacks (Nees et al., 2016). This leads to the issue that users may be easily misunderstood
or misheard the auditory cues if sound designers failed to understand the significant factors
when creating sound feedbacks for the autonomous vehicles. Hence, this prompts for a

necessity to design for a more intuitive auditory feedback for autonomous vehicles.

Furthermore, numerous researchers and designers would resolve to evaluate
auditory cues and sounds in products or systems using usability ratings such as System
Usability Scale (SUS) (Brooke, J., 1996) or User Experience Questionnaire (UEQ) (Schrepp,
M, 2015), however, the current scales provide only general usability of the product or system
and there was no specific user experience evaluation related to auditory sounds, especially
for non-speech type sounds (Tomlinson et al., 2018), which is widely used in vehicles. There
were many heated discussions regarding the concerns of auditory-related research in terms
of usability (B. F. G. Katz and G. Marentakis, 2016), and some claimed that the applications
of auditory user experience are unrealistic (Goudarzi, 2016). As a result, the impracticality
mentioned previously can be tackled by shifting the research focus towards approaching
user-centric design especially in new domains (Barrass, 2012; Cornejo et al., 2018).
However, there were several studies took affective engineering (or Kansei engineering)
approach on the study of auditory user experience in vehicles (Kim et al, 2018; Park et al.,
2019; Moon et al., 2019). Despite all the auditory related research on user experience
aforementioned in this research’s background, there were still lack of in-depth research on

covering the auditory user experience in autonomous vehicles.



1.2  Research Objective

The main objectives of this study are as following: (1) Present a design proposal for
in-vehicle’s signals feedback for passenger-oriented autonomous vehicle, (2) explore the
passenger’s sound preference for in-vehicle’s feedback used in autonomous vehicle, and (3)
suggest a fully derived scenario when designing in-vehicle’s signal feedback in future

autonomous vehicles based on user-centered design process.

1.3  Organization of the Thesis

The thesis is composed of 5 chapters. The first chapter introduces the background
and objective of this research. The second chapter provides a summary of findings from
previous studies related to the in-vehicle signal types (earcons and auditory icons, auditory
information types, and acoustic parameters), auditory user interface (AUI) used in vehicles,
and the development of scenario based on the autonomous vehicles passenger’s context-of-
use. The third chapter contains the details of the pilot study and sound evaluation that was
conducted to achieve the aim of this thesis. This chapter includes the aim of pilot study,
procedures, methodology and result which leads to the necessity of sound evaluation.
Similarly, in the same chapter, it includes sound evaluation’s procedure, methodology and
results. The fourth chapter presents discussions of the results of the experiment. Finally, the
fifth chapter includes concluding remarks, limitation of the study and possible future

research directions of this thesis.



Chapter 2

Literature Review

2.1 Auditory Types

2.1.1 Earcon and Auditory Icon

Earcons and auditory icons have been used widely in many fields of researches
ranging from mobile phones, home appliances and vehicles which relates to the performance,
situational awareness and user's efficiency when navigating menus or interfaces (Garzonis
et al., 2009; Walker et al., 2013; Roginska, A., 2013; Larsson et al., 2009). To simply put,
earcons are basic, structured, abstract and simple non-speech melody consisting a few
musical notes (Walker et al., 2006; Hoggan et al., 2009; Oswald, D., 2012), whereas auditory
icons are an alternative to earcon which the non-musical sounds conveys a resemblance
thing they represent in our everyday life (Gaver, W., 1994). A well-known example of an
auditory icon is the crumbling sound of paper trash when we perform deleting tasks on our
computer or smartphones. Hoggan et al. (2009) added that auditory icons are semantically
linked to the natural, everyday sounds they represent, and the meaning should be easy to
understand and remember, similar to pictorial approach (Hoggan et al., 2009). In previous
research, users perceive errors quickly and intuitively when an earcon is applied during
performing their task (Brewster & Crease, 1999). Brewster (1999) created a menu-based
graphical interface, and provided three selection where one of the selections is a wrong
choice. Participants who clicked the wrong choice will be notified their error and as a result,
participants tend to correct their wrong choices when earcon feedback is given. There were
also many studies that compares the types of auditory cue (earcon and auditory icon)

effectiveness in vehicles (Bonebright et al., 2007; Bussemakers et al., 2007, Sabi¢ et al.,



2021). Sabi¢ investigated how well drivers respond to the types of auditory warnings while
performing a stimulated driving task under various noise conditions (Sabié et al., 2021).
Therefore, this study considered and selected the design guideline in composing for earcon
and auditory icon as stated for standardization of our study with the other researches on

auditory displays.

2.1.2 Auditory Information Types

One of the most important aspects of auditory feedback is the ability to convey intended
information to the listener. As discussed in 2.1.1, earcons and auditory icons are non-verbal
auditory cue that is often used as a means of feedback for operations or conditions of mobile
phones, home appliances and even vehicles. However, the auditory feedback that is
conveyed need to have information congruency in order for the users to intuitively perceive
the feedback’s meaning (Hoggan et al., 2009). Early studies approached information
mapping used simple rhythmic sounds. Patterson (1999) conducted early research to
investigate the evidence that rhythm, tempo, and speed of auditory signals induce significant
effect on the perceived urgency of the warning alarm (Edworthy et al., 1995; Patterson,
1999). Paloméki further solidifies the evidence by using sound samples that has different
variation in tempo, number of beats and rate of predictability to associate these rhythms to
adjectives (Paloméki, 2006). The approach indicated that auditory rhythm can encode
information to the listener. Walker also added on that appropriate mappings, polarities and
scaling for auditory information display is necessary (Walker, 2002). Despite many
researches on tempo pattern and rhythm that relates to information mapping, Hoggan et al.,
suggested a more accurate study related to the congruency of information as an auditory
feedback. Hoggan et al. explored the auditory parameters such as tempo and rhythm to be
mapped with four information types; confirmations, errors, progress updates and warnings
(Hoggan et al., 2009). Based on Hoggan's findings, this study took similar approach of the
four information types that were suggested and incorporated it in an autonomous driving

passenger’s context for design and evaluation.



40
35

30 !

25

20 :

15

10 1 | 2-Beat Rhythm
0 M 4-Beat Rhythm

¥ 6-Beat Rhythm

Average Number Votes per
Participant
wv

Information Type
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(Hoggan et al., 2009)

In designing a more accurate information type mapping that has the congruity with the
acoustic parameter, especially tempo pattern and rhythm, the International Standard ISO-
24500 (Ergonomics — Accessible design — Auditory signals for consumer products) provides
a complete standardized guideline for auditory signals of products to ensure the listener to
be able to hear the signals and understand the objective and meaning of signaling
(International Organization for Standardization, 2010). The International Standard ISO-
24500-2010 defines auditory signal as “sound emitted from a product for the purpose of
conveying information to help the user to use the product correctly” (International
Organization for Standardization, 2010). Furthermore, auditory signals convey information
in an abstract manner than spoken instructions, thus, temporal patterns (hereinafter will have
its meaning as ‘tempo and rhythm”) should be designed as such to allow users to understand
without having the need of further instruction (International Organization for

Standardization, 2010).



Hence, this study incorporates both Hoggan et al.’s findings and taking the ISO-24500-

2010 as a reference to suggest a better design of information types of auditory signals which

will be used in autonomous vehicles by using temporal patterns. This study proposes a better

representation of temporal pattern and will be used for the sound evaluation and research.

The in-depth details of information type, its pattern and explanation are shown in Table 2

below.

Table 2. The information type and temporal pattern for auditory signals suggested.

Information type Information pattern Explanation
(ON/OFF)
ON An audible tone indicating that the
Confirmatory operation entered by the user has been
performed correctly.

ON An audible tone that indicates that the

Error operation entered by the user has not
been performed correctly.

ON1 ON2 An audible tone that informs the user

Detection that the system has detected a particular

OFF

behavior of the user, a biometric signal,
or an object of interest to the user.

In Progress

ON1 ON1

OFF1

ON1

OFF1

OFF1

ON1

An audible tone that informs the user
that the system is working on a
particular task (for the purpose of
preventing user interference)

Alert

ON1 ON2

S Y

OFF1

OFF2

ON1 ON2

OFF1

An audible tone that requires attention
from the user to be notified.

Warning

ON1 ON2 ON1 ON2

_JUUUL

OFF

OFF

An audible tone that requires the user’s
immediate intervention by the system.
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Figure 4. The beat notation for sound signal information type

2.1.3 Acoustic Parameters

Previous literature had composed earcons and auditory icons according to a set of
parameters such as pitch, frequency, duration, tempo and tone (Orzessek & Falkner, 2006;
Hoggan et al.,, 2009; Foley et al., 2020). In Geldard’s research on the minimum
distinguishable duration for in-vehicle signals feedback is that it should not be shorter than
0.1 seconds or longer than 2 seconds (Geldard, 1960). Walker (2006) added on that through
his research on the improvement of navigation performance in auditory display menus. The
guideline that was proposed in his research when composing both earcons and auditory
icons should have the duration of the cue that last on average 1.26 seconds, which is in a
range of 0.31 seconds until to 1.67 seconds (Walker et al., 2006). In investigating auditory
acoustic parameters in terms of tempo, Yu et al. took an approach to sonification design in
their research by maintaining a similar tempo for all auditory cue variations (Yu et al., 2015).
Furthermore, in a study of investigating user preference for vehicle warning sounds among

gender and age groups conducted by An et al., sound pitch that ranges between 400 Hz to

500 Hz (in a range of C and Bb on the 5th octave) shown significant positive results

compared to 1000 Hz and above (An et al., 2020).
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2.2 Auditory User Interface (AUI)

2.2.1 Auditory User Interface (AUI) in Autonomous Vehicles

Auditory user interface (AUI), or auditory display has always been important in our
daily lives. From our smartphones, home IoT and in-vehicles, auditory interfaces have been
fulfilling its role in alerting and notifying users. Auditory user interface has been widely
used in vehicles for drivers to reduce secondary task mental workload during driving
(Seagull et al., 2001) before autonomous technology was incorporated in vehicles. Over the
past years, auditory interfaces played significant part in vehicles by giving feedback and
convey additional information to drivers intuitively without imposing cognitive workload
(Baldwin & Struckman-Johnson, 2002; Forlizzi & Battarbee, 2004). As the rise of
autonomous technology being incorporated into vehicles, there were several existing works
related to the usage of in-vehicle signals or auditory cues as user interface to provide
information or alarm the drivers about situations on the road (Merat et al., 2009; Merat et
al., 2014). The types of in-vehicle signals or auditory cues often incorporated in vehicles are
basic tones and chimes (Nees & Walker, 2011). However, the auditory user interface used
in autonomous vehicles, for instance, Google’s self-driving cars integrated chime sound to
let human driver take over the task manually (Bilger, 2013), and basic tone was used in most
semi-autonomous vehicles which requires the driver’s attention to perform manual take over

the driving task during hazardous situations (Huang & Pitts, 2022).

2.2.2 Auditory User Experience Measurement

Understanding user experience factors has becoming essential in research and in
development process of a certain product or service. The interaction between users and a
product or service are complex, dynamic and yet, subjective (Schneider et al., 2018). Also,
investigating user experience will provide methods to understand user’s behavior, needs and

emotions during these product interactions (Jodi & Katja, 2004; Hassenzahl & Tractinsky,
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2006). Due to this, it is important to investigate the user experience overall (including
auditory user experience) to determine whether the users will continue or stop using the

product or service (Kahneman et al., 1999).

Hassenzahl et. al., modelized a theoretical model which differentiates user’s
attraction towards a user interface by two distinctive qualities: (1) pragmatic quality, and (2)
hedonic quality (Hassenzahl et al., 2003; Hassenzahl & Tractinsky, 2006). Both qualities
are subjective aspects of a user interface that were used to measure user experience. In later
literature, Schrepp defines ‘pragmatic quality’ as traditional usability aspects, such as
efficiency, effectiveness, and learnability, which focuses on task related design aspects.
Whereas, ‘hedonic quality’ is defined as quality aspects, such as originality and beauty,

which are not directly related to the tasks the user wants to accomplish (Schrepp, 2015).

From these two qualities, this study will mainly investigate the perceivability
(pragmatic quality), intuitiveness (pragmatic quality), and consistency/appropriateness
(hedonic quality) of the in-vehicle signals feedback which will be used in future autonomous
vehicles based on passenger’s perspective. The ‘perceivability’ will measure the degree to
which a user can accurately extract information from a given auditory stimuli (Smith &
Walker, 2002). Garzonis et al., defines ‘intuitiveness’ as the immediacy of recognition of
notifications and their relation to the service (Garzonis et al., 2009). However, to align with
this study’s context, this study measures ‘intuitiveness’ as the degree to which a user can
immediately recognize the intended information from a given auditory stimuli. Green stated
that the goal of psychoacoustics is to understand the relation between auditory stimulus and
observer’s reaction or response (Green, 1964), hence brought to the need of mapping
between the sound stimuli with intended information conveyed to the listener. To show that
the auditory stimuli is acceptable or preferred, the ‘consistency or appropriateness’ measures
were added in this study. The ‘consistency’ or ‘appropriateness’ in this study will measure
the degree on how the congruency or consistent the auditory stimuli as a series set of sounds

without inducing the feeling of awkwardness to the user (Marshall et al., 2007).

13



2.3 Ideation for Scenario Development for Autonomous Vehicles

2.3.1 Context-of-use of Autonomous Vehicles

In order to develop the auditory feedback design that is specifically for passenger-
oriented autonomous vehicles, this study incorporates user-centered design (UCD) process
which were widely used in the design of products or interactive system where the user is the
main focus. In this study, user-centered design process benchmarking will be taken from the
International Standard ISO-9241-210 (Ergonomics of human-system interaction — Part 210:
Human-centered design for interactive systems) as reference. The International Standard
ISO-9241-210 defines the term usability as “the extent to which a product can be used by
specified users to achieve specific goals with effectiveness, efficiency and satisfaction in a
specific context of use” (International Organization for Standardization, 2019). The
aforementioned definition of the term, usability, are highly dependent on context-of-use,
which covers users (in this study, passengers), tasks, equipment and environment
(International Organization for Standardization, 2019; Alonso-Rios et al., 2010).
Additionally, the advantage of incorporating user-centered design in this study is to improve
the passengers’ auditory user experience, reducing discomfort and stress, and also,
prompting the usability for passengers to comprehend the meaning of the auditory feedbacks.
According to ISO-9241-210, there is a need to understand and specify the context-of-use of

the system in order to plan for the user-centered design process.

There are three phases which will represent the context-of-use for autonomous
vehicle passenger; (i) pre-usage, (ii) usage, and (iii) post-usage. The ‘pre-usage’ phase
includes the ingress and pre-driving activity, ‘usage’ phase will include mid-driving
activities, and ‘post-usage’ will include egress and post-driving activities. The context-of-

use for this study will be represented in a timeline of these activities, and each roles and
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tasks from the user (passenger) and the interactive system (autonomous vehicle) will be
represented according to the Figure 4 below. In this study, the target user group will be
‘passengers’, and the target interactive system would be ‘auditory feedback of the
autonomous vehicles’. The target group and interactive system will be assigned its role/goal

and tasks of which the entities perform.

Pre-Usage Usage Post-Usage
Pre-Driving Mid-Driving Post-Driving
Ingress Activity Egress Activity

-0-0-0-00O

Timeline

e Role - Passenger Passenger - Passenger
. o D ing/closi Using interface forp
User Task Door opening/closing DCS‘HR\_‘\OII_ input Using IVIS/Infotainment oor openfngu closing ost-driving task
Ingress Navigation Egress
Goal Preparing for Receiving input Providing contents via Allowing passenger t Providing contents via
% passenger to enter information infotainment o egress safely infotainment
Auto- Task Confirmation Vehicle status Receiving information Good-bye Sound Receiving information
feedback output Providing output from input from input
eedback Providing output feedback Providing output feedback

Figure 5. The role and tasks for user and the system

2.3.2 Scenario Development

Scenario in terms of usability and design refers to a description of a set of users, a
work context and a set of tasks that users perform (Nardi, 1992). Furthermore, Nardi added
that the purpose of a scenario is to provide explicit concrete vision of how some human
activity could be supported by technology, in this study’s focus, passengers and autonomous
vehicle system (Nardi, 1992). Scenario development, or scenario-based design (SBD) were

also widely used in human-computer interaction field where it acts as a tool in various stages
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of system development from problem define to solution envision, also helping stake holders
to contribute to the analysis, design and evaluation of the systems (Robins et al., 2010).
Scenarios can be in a form of textual narratives, video mock ups, storyboards of annotated
panels or physical situations that contrive to support certain user activities (Carroll, 1997;
Robins et al., 2010). Hence, in this study, a timeline form of scenario will be presented as
the approach for this scenario development. From the context-of-use in 2.1, the goal and
task of the autonomous vehicles is extended based on the necessity for auditory feedback to
be given to the passenger, and the three phases of the timeline is further extended to five

phases; (i) ingress, (ii) pre-driving, (iii) mid-driving, (iv) egress, and (v) post-driving.

I 1

Ingress
! ()
1 N
1 Ju\z
I 1

Scenario 01 Scenario 02 Scenario 03 Scenario 04 Scenario 05 Scenario 06 Scenario 07

]

Detecting number of Preparing nser Progressing user Complete nser authentication  Failed for user Opening and closing of Giiving auditory feedback

passengers authentication authentication authentication vehicle door during ingress when the door has
successfully apened or
closed

Figure 6. Scenarios for (i) ingress phase
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Scenario 10 Scenario 11

Input destination, navigation, etc.

Notification for seat belt

Seat adjustments during pre- Complete seat adjustments
driving during pre-driving

Figure 7. Scenarios for (ii) pre-driving phase

Scenario 16 Scenario 17

Scenario 12 Scenario 13
{ ‘ - [ B 1
W0 e @ e &)
< & & - )
B e &) (L e
S .y (70 om M
& 3 220
[ ) -] (- 30
Head movement, eye gaze, Verifying passenger’s stress, Scat adjustments during Complete seat adjustments Internal screen adjustment Complete internal screen
mid-driving. during mid-driving during mid-driving adjustment during mid-
driving

motion sickness,

voice input direction
drowsiness, efc.

Figure 8. Scenarios for (iii) mid-driving phase
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Scenario 18 Scenario 19 Scenario 20 Scenario 21 Scenario 22

[N

Notification for personal Seat adjustment during Completed seat adjustment Opening and closing of Giving auditory feedback

belongings egress during egress vehicle door during egress when the door has
successfully opened or
closed during egress

Figure 9. Scenarios for (iv) egress phase

Post-driving

Scenario 23 Scenario 24 Scenario 25 Scenario 26 Scenario 27

—

External screen adjustment Seat adjustments during Detection for external

‘Warning when detected an Alert when children were away
during post-driving post-driving

movements external hazard situations from safe zone
(wild animals, etc.)

Figure 10. Scenarios for (v) post-driving phase
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Chapter 3

Sound Experiment and Evaluation

3.1 Pilot Test

3.1.1 Overview and aim for pilot test

In Chapter 2, a review of the literature showed that there are different types of
auditory types, information types and several acoustic parameters which relates to this study.
However, there is a need to investigate whether the auditory sample created for the sound
evaluation has the congruity that matches with the intended information based on the
temporal pattern, and also to further develop the scenario of riding an autonomous vehicle
based on passenger’s context-of-use. Hence, in this study, this pilot test aims to investigate
the intuitiveness and perceivability of each auditory sample created according to the

developed scenario.

3.1.2 Participants

A total of 13 participants (6 males, 7 females) with an average age of 27.23(£7.53)
participated in the pilot test. A majority of the participants about 53.9% (7 participants) had
experienced being a passenger in any form of transportation means for about 6~15 times per
week, whereas the remaining had at least ridden any transportation once in a month. The
participants were screened through hearing test using the DB-23000 Audiometer.
Participants were asked to raise their hand according to a randomized sheet of frequency
500Hz, 1000Hz, 2000H and 4000Hz at a threshold of 5dB. All participants had no

abnormalities from the hearing test, and reported that they had no hearing disabilities.
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3.1.3 Stimuli

Thirty-six sound samples (18 earcons, and 18 auditory icons) created using the
Adobe Audition software by varying different information types and acoustic parameters
were used for the pilot test. Each sound sample lasted approximately between 0.1 seconds
to 2.5 seconds. The sound sample stimuli acoustic parameters are created as follows. All
sound samples’ loudness was remained constant at 10dB to avoid misconceptions during

the evaluation.

Figure 11. One of the sound sample stimuli created using Adobe Audition software

20



Table 3. The sound sample stimuli for earcons

ON OFF .
Sound Code Pitch time time Duration Sound Pattern Spectrggraph of
Type (s) Stimuli
(s) (s)
ON
Earcon Al 250Hz 0.1 - 0.1
ﬁ
ON
Earcon B1 500Hz 0.1 - 0.1
ON
Earcon Cl 1000HZz 0.1 - 0.1
ON
Earcon A2 250Hz 0.5 - 0.5
ﬁ
Earcon B2 500Hz 0.5 - 0.5 .
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Earcon C2 1000HZz 0.5 - 0.5
ON1 ON2
Earcon A3 250Hz 0.05 0.05 0.15
OFF
ON1 ON2
Earcon B3 500Hz 0.05 0.05 0.15
OFF
ON1 ON2
Earcon C3 1000Hz 0.05 0.05 0.15
Earcon A4 250Hz 0.5 0.2 2.6
Earcon B4 500Hz 0.5 0.2 2.6
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Earcon C4 1000Hz 0.5 0.2 2.6
Earcon | AS 250Hz 0.1 00055 ’ 2.5
Earcon | BS 500Hz 0.1 00055 ’ 2.5
Earcon G5 1000Hz 0.1 00055 ’ 2.5
Earcon | A6 | 250Hz | 0.1 | 0.1 0.7
Earcon | B6 | 500Hz | 0.1 | 0.1 0.7
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ON1 ON2 ON1 ON2

Earcon Cé6 1000HZz 0.1 0.1 0.7 Uut
Table 4. The sound sample stimuli for auditory icons
Pitch ON | OFF .
STound Code (Fund. time | time Duzesl‘;lon Sound Pattern Sp ecst?riﬁ?h of
ype Frequency) (s) (s)
500
Auditory ~800Hz N
Icon DI (Fund. 0.1 ) 0.1 ﬂ
Frequency)
2500
Auditory ~2800Hz N
Icon El (Fund. 0.1 ) 0.1 l
Frequency)
600 :
Auditory ~1000Hz
Icon Fl (Fund. 0.1 ) 0.1 ¥
Frequency) 4
400
Auditory ~500Hz
Icon D2 (Fund. 0.5 ) 05
Frequency)
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5200
Auditory ~5500Hz 05 _ 05
E2 :
Icon (Fund.
Frequency)
400
Auditory ~600Hz 0.5 - 0.5
F2 :
Icon (Fund.
Frequency)
800 ON1T ON2
Audiony | b3 | 0o | 00s | 005 | 0 UL
c .
Frequency)
2800 ON1T ON2
Auditory | g “Fund. | 005 | 005 | 015
c .
Frequency)
100 ON1 ON2
At;dit:l)ry 3 N(zF‘l)l(I’IZIZ 0.05 | 005 | 0.15 —,_L—FH—
co .
Frequency)
1000
Auditory ~1300Hz 05 | 02 2.6
D4 : :
Icon (Fund.
Frequency)
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' 300
Auditory E4 ~400Hz
Teon (Fund. 0.5 0.2 2.6
Frequency)
' 800
Auditory Fa4 ~900Hz
Teon (Fund. 0.5 0.2 2.6
Frequency)
. 1800
Aligz)tr(l)ry D2 ~?1?00(Ii-lz 01 0.05, 25
und. ’ 0.5 '
Frequency)
3200
Auditory ~3500H
B2 z 0.05
Icon (Fund 0.1 ’ 25
. 0.5
Frequency)
i 1400
%ngry o ~(11;500(Ii-12 01 0.05, 25
und. ’ 0.5 '
Frequency)
. 1000
Auditory D6 ~1200Hz
leon (Fund. 0.1 0.1 0.7
Frequency) T
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Audlto 1500N1800HZ ON1 ON2 ON1 ON2
Iconry E6 (Fund. 0.1 | 0.1 0.7
Frequency) .
. 3500N4000HZ ON1 ON2 ON1 ON2
A‘;‘ci:)tr‘l’ry F6 (Fund. 0.1 | o1 0.7
Frequency) .

3.1.4 Measurement

A 7-point Likert scale were used for this pilot test to measure the participants
perceivability to hear the sounds and whether each intended information is intuitive to the
participants. Similar measurement methods were used in sound evaluation assessment and
auditory-related researches (Amann & Anderson, 2014; Chi et al., 2017; Lazaro et al., 2022).
The evaluated measures for intuitiveness of the sound samples in this pilot test will
determine if the sound samples created matches with the intended information. The scenario
evaluation is a multiple-choice questionnaire where it requires participants to select the

appropriate scenario for each of the sound sample given.

3.1.5 Experiment Procedure

The pilot test is divided into three parts; (i) pre-evaluation, (ii) main evaluation, and
(iii) post-evaluation. Prior to the pilot test, explanation was given to all participants
regarding the overall study aim for the pilot test and they were asked for their consent to
participate in the pilot test. After obtaining their consent, all participants were asked to
complete a set of short demographic survey form and fill in their basic information. The

pilot test procedure was explained in details. All participants were ensured that they
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understood the pilot test procedure and questionnaire meanings. The participants were also
screened through hearing test using the DB-23000 Audiometer by asking them to raise one
of their hand if they were able to hear a set of randomized auditory signal set with a

frequency of 500Hz, 1000Hz, 2000Hz and 4000Hz at 5dB loudness.

The main pilot test evaluation was conducted in the experiment room located in
Seoul National University Engineering building 39 in a closed acoustic chamber for sound
evaluation. Previous studies have confirmed that sound evaluation or jury testing
experiment should be conducted in a closed room where there is no sound interference
during evaluation or experiment (Otto et al., 2001; Brizon & Medeiros, 2012). During the
main pilot test evaluation, the participants listened to each sound sample and were instructed
immediately to evaluate its perceivability and intuitiveness. Participants were also instructed
to choose the appropriate scenario from the multiple choice for each sound sample heard.
All of the sound samples were in random order to eliminate order effects during the
evaluation. The main pilot evaluation was divided into two sections with a 10 minutes break

to avoid fatigue effects.

After the main pilot test evaluation, the participants were asked to write their
opinions regarding the sound stimuli’s intended information and the necessity of sound
among the choices of scenarios. Lastly, participants were asked about their overall

evaluation of the pilot test. Overall pilot test took approximately 120 minutes.

3.1.6 Data Analysis Approach

The data obtained from the dependent variables, which are perceivability and
intuitiveness of the sound were analyzed using one-way analysis of variance (ANOVA) for
each of the sound information types (confirmatory, error, detection, in progress, alert and
warning) and set the significance level at p-value of 0.05. Post-hoc test was also conducted

for multiple comparisons using Bonferroni correction at @ = 0.05 to reduce the instance of
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a false positive. Meanwhile, for the multiple-choice questionnaire, the data were analyzed
using frequency analysis in order to figure out the cumulative frequency of the appropriate

scenario for each sound sample chosen by the participants.

3.1.7 Results

The result of the analyses is presented based on the tables and graph below. In this
pilot test, the result of perceivability of the intended sound information type will be
presented first, then followed by the intuitiveness of each sound information types. The
results will include descriptive statistic tables, ANOVA summary tables and graphs for
perceivability and intuitiveness for each sound information types. Also, results for the
frequency analysis for appropriate scenario under the multiple-choice questionnaire will be
presented according to the scenario phases (from ingress to egress) in a table and histogram

graphs.

Perceivability

The perceivability of the sound samples result data for pilot test is presented in
Table 5, 6 and 7 below. Based on the data in Table 5, the perceivability mean value for
confirmatory auditory signals which has a value of 3.513+(0.166) is the lowest and followed
by detection signal with 3.551+(0.149), error signal with 4.769+(0.163), in progress signal
with 4.8724(0.185), alert signal with 4.974+(0.171) and the highest perceivability mean
value is warning signal with 5.308+(0.153).
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Table 5. Descriptive statistics for Perceivability

95% Confidence Interval for Mean

Mean Std. Error Lower Bound Upper Bound
Confirmatory 3.513 0.166 3.182 3.843
Error 4.769 0.163 4.444 5.094
Detection 3.551 0.149 3.255 3.848
In Progress 4.872 0.185 4.504 5.239
Alert 4.974 0.171 4.634 5.315
Warning 5.308 0.153 5.003 5.612

Table 6 and 7 shows a summary of one-way ANOVA with Bonferroni’s Post Hoc
Test for perceivability. From Table 6, the result shows that there were significant differences
p < 0.001 between each groups of sound information. Post-hoc analysis with Bonferroni
correction indicated that among the sound information types, confirmatory signal and
detection signal has no significance among each type. Similarly, error signal, in progress
signal, alert signal and warning signal also has no significance (however, error signal and

warning signal has slightly significant difference, p < 0.05).

Table 6. ANOVA summary for Perceivability

Sum of Squares df  Mean Square F p-value
Between groups 9468.002 1 9468.002 2708.515 0.00
Within group 269.165 77 3.496
Total 9737.167
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Table 7. One-way ANOVA (Bonferroni’s Post-hoc Test) for Perceivability

Mean Difference Std. Error p-value

Confirmatory Error -1.256%** 0.234 0.00
Detection -0.038 0.252 1.00

In Progress -1.359%* 0.257 0.00

Alert -1.462%* 0.245 0.00

Warning -1.795%* 0.225 0.00

Error Confirmatory 1.256** 0.234 0.00
Detection 1.218** 0.231 0.00

In Progress -0.103 0.195 1.00

Alert -0.205 0.203 1.00

Warning -0.538* 0.176 0.05

Detection Confirmatory 0.038 0.252 1.00
Error -1.218** 0.231 0.00

In Progress -1.321** 0.242 0.00

Alert -1.423%%* 0.221 0.00

Warning -1.756** 0.226 0.00

In Progress Confirmatory 1.359** 0.257 0.00
Error 0.103 0.195 1.00

Detection 1.32]** 0.242 0.00

Alert -0.103 0.179 1.00

Warning -0.436 0.185 0.31

Alert Confirmatory 1.462%* 0.245 0.00
Error 0.205 0.203 1.00

Detection 1.423** 0.221 0.00

In Progress 0.103 0.179 1.00

Warning -0.333 0.164 0.68

Warning Confirmatory 1.795%* 0.225 0.00
Error 0.538* 0.176 0.05

Detection 1.756%* 0.226 0.00

In Progress 0.436 0.185 0.31

Alert 0.333 0.164 0.68

* p<0.05, ** p<0.001
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Figure 12. Graph for Perceivability

Intuitiveness (Confirmatory type signal)

The intuitiveness of the confirmatory type signal is measured by asking the
participants to evaluate in a 7-point Likert scale based on how intuitive they think that the
sound samples they heard would convey its message or information as a ‘confirmatory
signal’. Thus, the intuitiveness of the intended sounds as confirmatory type is presented in

the tables below.

The intuitiveness of the sound samples as a confirmatory type signal result data for
pilot test is presented in Table 8, 9 and 10 below. Based on the data in Table 8, the
intuitiveness (confirmatory) mean value for the intended confirmatory signals has the
highest value of 4.244+(0.215) which is the highest as expected. This means that the
listeners perceived the confirmatory type signals hold the intuitive meaning of ‘confirmatory’
as this study intended. Meanwhile, in-progress type signals has the lowest mean value of
2.346%(0.157) which means that the in-progress type signal does not give any information

about ‘confirmation’ in the context.
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Table 8. Descriptive statistics for Intuitiveness (as ‘Confirmatory’ type signal)

95% Confidence Interval for Mean

Mean Std. Error Lower Bound Upper Bound
Confirmatory 4.244 0.215 3.815 4.672
Error 3.167 0.193 2.781 3.552
Detection 3.808 0.197 3416 4.199
In Progress 2.346 0.157 2.034 2.658
Alert 2.590 0.157 2.276 2.903
Warning 2.744 0.179 2.387 3.100

Table 8 and 9 shows a summary of one-way ANOVA with Bonferroni’s Post Hoc
Test for intuitiveness (as ‘confirmatory’ type). From Table 8, the overall result shows that
there were significant differences p < 0.001 between the intuitiveness of confirmatory type
signal among each other groups of sound information. Post-hoc analysis with Bonferroni
correction, on the other hand, indicated that only the intended confirmatory type signal has
significant difference compared to error, in progress, alert and warning at the significance
level of p < 0.05 and p < 0.001, except for detection type signal. This can be inferred that
both confirmatory and detection type signal has similar information pattern type which
unable the listener to distinguish the conveyed information. Thus, from this result, it is
secure to assume that the current sound temporal pattern (tempo and beat) with

ON(0.1s)/OFF(0s) time that is intended can be used as a ‘confirmatory’ type signal.

Table 9. ANOVA summary for Intuitiveness (as ‘Confirmatory’ type signal)

Sum of Squares df Mean Square F p-value
Between groups 4642.470 1 4642.470  1076.080 0.00
Within group 332.197 77 4314
Total 4974.667
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Table 10. One-way ANOVA (Bonferroni’s Post-hoc Test) for Intuitiveness
(as ‘Confirmatory’ type signal)

Mean
Dependent variable Difference Std. Error  p-value
(Intuitiveness) How Confirmatory Error 1.077* 0.293 0.01
intuitive do you think Detection 0.436 0.300 1.00
this sound would be In Progress 1.897** 0.261 0.00
as a "confirmatory Alert 1.654%* 0.266 0.00
signal"? Warning 1.500%* 0.282 0.00

*p<0.05, ** p<0.001
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Figure 13. Graph of Intuitiveness (as ‘Confirmatory’ type signal)

Intuitiveness (Error type signal)

Similar with the above-mentioned intuitiveness measure, the intuitiveness of error
type signal is measured by asking the participants to evaluate in a 7-point Likert scale based
on how intuitive they think that the sound samples they heard would convey its message or
information as an ‘error signal’. Thus, the intuitiveness of the intended sounds as error type

is presented in the tables below.
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The intuitiveness of the sound samples as a confirmatory type signal result data for
pilot test is presented in Table 11, 12 and 13 below. Based on the data in Table 11, the
intuitiveness mean value for the intended error signal has the value of 3.7444(0.199).
Though the intended error type signal has similar mean value with in-progress,
3.590+(0.222) and alert, 3.859+(0.183), it is confirmed that confirmatory type signal has the
lowest intuitive mean value for error type, 2.859+(0.170) compared to the intended error

type signal.

Table 11. Descriptive statistics for Intuitiveness (as ‘Error’ type signal)

95% Confidence Interval for Mean

Mean Std. Error Lower Bound Upper Bound
Confirmatory 2.859 0.170 2.521 3.197
Error 3.744 0.199 3.348 4.139
Detection 3.231 0.206 2.821 3.640
In Progress 3.590 0.222 3.147 4.032
Alert 3.859 0.183 3.494 4.224
Warning 4.077 0.187 3.705 4.449

Table 12 and 13 shows a summary of one-way ANOVA with Bonferroni’s Post
Hoc Test for intuitiveness (as ‘error’ type). From Table 12, it shows that there were
significant differences p < 0.001 between the intuitiveness of error type signal among each
other groups of sound information. Also, from the post-hoc analysis with Bonferroni
correction, it was found that only confirmatory type signal has significance effect with error
type signal at p < 0.05. Other information types, such as detection, in-progress, alert and
warning show no significance which indicated that there is a need for listener to have
attention to the sound whether it is in an error situation or progress notification. Also, as
long as the intended error type signal has significance difference from confirmatory type
signal, the intended temporal pattern (tempo and beat) with ON(0.5s)/OFF(0s) time can be

used as a ‘confirmatory’ type signal for the main evaluation.
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Table 12. ANOVA summary for Intuitiveness (as ‘Error’ type signal)

Sum of Squares df Mean Square F p-value
Between groups 5930.675 1 5930.675 1060.382 0.00
Within group 430.658 77 5.593
Total 6361.333

Table 13. One-way ANOVA (Bonferroni’s Post-hoc Test) for Intuitiveness
(as “Error’ type signal)

Mean
Dependent variable Difference Std. Error p-value
(Intuitiveness) Error Confirmatory 0.885* 0.293 0.05
How intuitive do Detection 0.513 0.224 0.37
you think this sound In Progress 0.154 0.265 1.00
would be as an Alert -0.115 0.231 1.00
"error signal"? Warning -0.333 0.254 1.00

*p<0.05, ** p<0.001
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Figure 14. Graph of Intuitiveness (as ‘Error’ type signal)
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Intuitiveness (Detection type signal)

The intuitiveness of detection type signal is measured by asking the participants to
evaluate in a 7-point Likert scale based on how intuitive they think that the sound samples
they heard would convey its message or information as a ‘detection signal’. Thus, the
intuitiveness of the intended sounds as detection type is presented in Table 14, 15 and 16

below.

Based on the data in Table 14, the intuitiveness mean value for the intended
detection type signal has the value of 3.885+(0.211). Although the intuitiveness mean value
for the intended detection type signal is not the highest, it can be seen that alert type signal

recorded the highest mean value among other types of sound information at 4.564+(0.166).

Table 14. Descriptive statistics for Intuitiveness (as ‘Detection’ type signal)

95% Confidence Interval for Mean

Mean Std. Error Lower Bound Upper Bound
Confirmatory 3.359 0.191 2.978 3.740
Error 3.410 0.223 2.966 3.854
Detection 3.885 0.211 3.464 4.305
In Progress 3.731 0.245 3.244 4.218
Alert 4.564 0.166 4.234 4.894
Warning 3.936 0.215 3.509 4.363

Table 15 and 16 shows a summary of one-way ANOVA with Bonferroni’s Post
Hoc Test for intuitiveness (as ‘detection’ type). From Table 15, in overall, there are
significant differences between sound type groups. Post-hoc Bonferroni correct shows that
the intended detection type has distinguish significance with alert type signal at p < 0.05.
Meanwhile, other sound types, such as confirmatory, error, in-progress and warning does
not show any significance. Based on the post-hoc analysis also, the detection type signal

and warning type signal both has similar temporal pattern (tempo and beat) of ON1=0ON2,
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with OFF1, thus, allowing the listeners to perceived both detection type signal and warning
signal as the same. In addition, the detection and confirmatory also shows no significance
difference among both types due to the fact that both sound types are applicable in a certain
scenario such as ‘detecting passenger before entering the vehicle’ and ‘confirming the

passenger’s presence before entering the vehicle’.

Table 15. ANOVA summary for Intuitiveness (as ‘Detection’ type signal)

Sum of Squares df Mean Square F p-value
Between groups 6808.173 1 6808.173  807.343 0.00
Within group 649.327 77 8.433
Total 7457.500

Table 16. One-way ANOVA (Bonferroni’s Post-hoc Test) for Intuitiveness
(as ‘Detection’ type signal)

Mean
Dependent variable Difference Std. Error p-value
(Intuitiveness) How  Detection Confirmatory 0.526 0.294 1.00
intuitive do you Error 0.474 0.201 0.32
think this sound In Progress 0.154 0.272 1.00
would be as a Alert -0.679* 0.216 0.04
"detection signal"? Warning -0.051 0.221 1.00

*p<0.05, ** p<0.001
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Figure 15. Graph of Intuitiveness (as ‘Detection’ type signal)

Intuitiveness (In Progress type signal)

The intuitiveness of in-progress type signal is measured by asking the participants
to evaluate in a 7-point Likert scale based on how intuitive they think that the sound samples
they heard would convey its message or information as an ‘in-progress signal’. Thus, the
intuitiveness of the intended sounds as in-progress type is presented in Table 17, 18 and 19

below.

Based on the data in Table 17, the intuitiveness mean value for the intended in-
progress type signal has the value of 3.256+(0.201). Although confirmatory type signal has
the lowest intuitive mean value for the intended in-progress signal with 2.949+(0.192), the
other information type, such as error 3.103%(0.212), detection 3.744+(0.193), alert
3.615%(0.191), and warning 3.013+(0.194) has similar mean value with the intended in-

progress sound.
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Table 17. Descriptive statistics for Intuitiveness (as ‘In Progress’ type signal)

95% Confidence Interval for Mean

Mean Std. Error Lower Bound Upper Bound
Confirmatory 2.949 0.192 2.566 3.331
Error 3.103 0.212 2.679 3.526
Detection 3.744 0.193 3.360 4.127
In Progress 3.256 0.201 2.856 3.657
Alert 3.615 0.191 3.236 3.995
Warning 3.013 0.194 2.627 3.398

Table 18 and 19 shows a summary of one-way ANOVA with Bonferroni’s Post
Hoc Test for intuitiveness (as ‘in-progress’ type). From Table 18, in overall, there are
significant differences between sound type groups. However, based from the post-hoc
Bonferroni correct, the result indicated each group of sound information types has no
significance at all with the intended in-progress type signal at p < 0.05 or p < 0.001. This
can be inferred that the in-progress type signal can be confused with either confirmatory,
error, detection, alert or warning as the information or message regarding the system’s status
of ‘in-progress’ does not conveyed effectively to the listeners or users. Hence, from this data
obtained in pilot test, the intended ‘in-progress’ information type of signal should be re-

defined or re-designed to match its congruity purpose accordingly.

Table 18. ANOVA summary for Intuitiveness (as ‘In Progress’ type signal)

Sum of Squares df Mean Square F p-value
Between groups 5034.669 1 5034.669  945.925 0.00
Within group 409.831 77 5.322
Total 5444.500
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Table 19. One-way ANOVA (Bonferroni’s Post-hoc Test) for Intuitiveness
(as ‘In Progress’ type signal)

Mean
Dependent variable Difference Std. Error p-value
(Intuitiveness) In Progress ~ Confirmatory 0.308 0.297 1.00
How intuitive do Error 0.154 0.248 1.00
you think this sound Detection -0.487 0.228 0.53
would be as an "in- Alert -0.359 0.251 1.00
progress signal"? Warning 0.244 0.277 1.00

* p<0.05, ** p<0.001
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Figure 16. Graph of Intuitiveness (as ‘In Progress’ type signal)

Intuitiveness (Alert type signal)

The intuitiveness of alert type signal is measured by asking the participants to
evaluate in a 7-point Likert scale based on how intuitive they think that the sound samples
they heard would convey its message or information as an ‘alert signal’. Thus, the

intuitiveness of the intended sounds as alert type is presented in Table 20, 21 and 22 below.
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Based on the data in Table 20, the intuitiveness mean value for the intended alert
type signal has the value of 4.282+(0.206) which has the highest mean value among other
information types, followed by warning type signal with the mean value of 4.1794(0.195).
Both alert and warning types have similar intended information but with different levels of
perceived urgency. On the other hand, confirmatory type signal has the lowest mean value

of 2.436+(0.158) among all other information types.

Table 20. Descriptive statistics for Intuitiveness (as ‘Alert’ type signal)

95% Confidence Interval for Mean

Mean Std. Error Lower Bound Upper Bound
Confirmatory 2.436 0.158 2.122 2.750
Error 3.077 0.196 2.686 3.468
Detection 2.731 0.178 2.377 3.084
In Progress 4.026 0.228 3.572 4.479
Alert 4282 0.206 3.871 4.693
Warning 4.179 0.195 3.792 4.567

Table 21 and 22 shows a summary of one-way ANOVA with Bonferroni’s Post Hoc
Test for intuitiveness (as ‘alert’ type). From Table 21, the result shows that there were
significant differences p < 0.001 between each groups of sound information. Post-hoc
analysis with Bonferroni correction indicated that among the sound information types,
confirmatory, error and detection type signals have great significant value at p < 0.001
compared to alert type. However, the in-progress and warning type of signal shows no
significance with the intended signal type as the intended information that is conveyed
through in-progress and warning is undistinguishable from the listener’s perspective. Hence,
it is also true that both alert and warning types of signal are designed to prompt the listener’s
attention for intervention. Alert type signal also can be viewed as a ‘soft warning’, and there

are no significant difference between warning type signal.
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Table 21. ANOVA summary for Intuitiveness (as ‘Alert’ type signal)

Sum of Squares df Mean Square F p-value
Between groups 5586.942 1 5586.942  888.420 0.00
Within group 484.224 77 6.289
Total 6071.167

Table 22. One-way ANOVA (Bonferroni’s Post-hoc Test) for Intuitiveness
(as “Alert’ type signal)

Mean
Dependent variable Difference Std. Error p-value
(Intuitiveness) Alert Confirmatory 1.846** 0.255 0.00
How intuitive do Error 1.205** 0.244 0.00
you think this Detection 1.551%* 0.223 0.00
sound would be as In Progress 0.256 0.263 1.00
an "alert signal"? Warning 0.103 0.264 1.00

*p<0.05, ** p<0.001
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Figure 17. Graph of Intuitiveness (as ‘Alert’ type signal)
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Intuitiveness (Warning type signal)

The intuitiveness of warning type signal is measured by asking the participants to
evaluate in a 7-point Likert scale based on how intuitive they think that the sound samples
they heard would convey its message or information as a ‘warning signal’. Thus, the
intuitiveness of the intended sounds as warning type is presented in Table 23, 24 and 25

below.

Based on the data in Table 23, the intuitiveness mean value of warning type signal
is 2.949+(0.210) which is lower than the highest mean value of in-progress 3.167+(0.255).
Meanwhile, alert type has similar mean value compared to warning type at 2.846+(0.226),
whereas, confirmatory, error and detection has the lower mean value of 1.141+(0.044),

1.705+(0.124) and 1.423%(0.109) respectively.

Table 23. Descriptive statistics for Intuitiveness (as ‘Warning’ type signal)

95% Confidence Interval for Mean

Mean Std. Error Lower Bound Upper Bound
Confirmatory 1.141 0.044 1.054 1.228
Error 1.705 0.124 1.458 1.952
Detection 1.423 0.109 1.207 1.640
In Progress 3.167 0.255 2.659 3.675
Alert 2.846 0.226 2.397 3.296
Warning 2.949 0.210 2.530 3.368

Table 24 and 25 shows a summary of one-way ANOVA with Bonferroni’s Post Hoc
Test for intuitiveness (as ‘warning’ type). Table 24 shows that the overall information types
of signal between groups has significance at p < 0.001. From Table 25, results of the post-
hoc analysis with Bonferroni correction revealed that the confirmatory, error and detection
types of signals were significantly lower than the in-progress and alert types of signals at p

<0.001. Except for in-progress information type signal, the warning type and alert type both
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has no significant differences which aligns to the intended sound information congruity that
these both signals should have the ability to convey alert notifications or warning situations

to the listener when intervention is needed in autonomous vehicle.

Table 24. ANOVA summary for Intuitiveness (as ‘Warning’ type signal)

Sum of Squares df Mean Square F p-value

Between groups 2275.692 1 2275.692  598.101 0.00
Within group 292.974 77 3.805
Total 2568.667

Table 25. One-way ANOVA (Bonferroni’s Post-hoc Test) for Intuitiveness
(as “Warning’ type signal)

Mean
Dependent variable Difference Std. Error p-value
(Intuitiveness) Warning Confirmatory 1.808** 0.213 0.00
How intuitive do Error 1.244%* 0.223 0.00
you think this Detection 1.526** 0.238 0.00
sound would be as In Progress -0.218 0.319 1.00
a "warning signal"? Alert 0.103 0.277 1.00

*p<0.05, ** p<0.001
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Figure 18. Graph of Intuitiveness (as ‘Warning’ type signal)
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Appropriateness between intended auditory information types and scenarios
To evaluate which scenarios would be the best fit for the intended auditory
information type signals, this study incorporates multiple-choice questionnaires for the
participants to select all the appropriate scenarios for the respective information type signals
(confirmatory, error, detection, in-progress, alert and warning). Prior to this pilot test, a
timeline of passenger-oriented context of riding an autonomous vehicle has been developed.
Through this pilot test evaluation, this study will add appropriate scenarios or remove any

unnecessary scenarios which will be used for the main sound set evaluation.

In Chapter 2, the developed scenarios consist of five phases; (i) ingress phase, (ii)
pre-driving phase, (iii) mid-driving phase, (iv) egress phase, and (iv) post-driving phase.
The result for this pilot test will include these phases in an orderly manner and the result of

frequency analysis will be represented in tables and histograms.

Table 26 shows the overall result for the frequency analysis based on the multiple-
choice questionnaire that the participants answered for the pilot test. For the (i) ingress phase,
a total of 138 frequency counts where the participants accumulatively consider the scenario
if ‘detecting number of passengers’ is appropriate for the in-vehicle signals feedback,
followed by the second highest total of frequency count of 113, which is the ‘failed for user
authentication’ scenario. For the (ii) pre-driving phase, ‘notification for seat belt’ scenario
records the highest total frequency (120 counts) followed by seat adjustments during pre-
driving (101 counts). In (iii) mid-driving phase, a total frequency of 92 counts accumulated
for ‘head movement, eye gaze and voice input direction’ scenario, and then followed by
‘verifying passenger’s stress, motion sickness, drowsiness, etc.” scenario with 84 counts.
For (iv) egress phase, the highest total frequency is recorded for ‘notification for personal
belongings’ scenario with 140 counts, and followed ‘seat adjustments during egress’ with
71 counts. Finally, for (v) post-driving phase, ‘detection for external movements (such as
wild animals, etc.)’ records at 151 counts, and ‘external screen adjustment during post-

driving’ with 103 counts.

46



L 1 I 1 1 z 1 QUOZ 9JES WOL AeME 010M UAIP[IYD UM HI[Y *LT
[§9 61 01 81 z 9 0 (030 ‘s[ewUE P[ImM) SUONENIIS PIEZEY [BUIXD UL PAJOAIP UAYM SUItIE A\ 97
Is1 0¢ [43 6T |4 0T 61 SJUSUIDAOU [BUIXD 10} UOND912(] "ST
99 S 4 0 0z St T Suraup-jsod Sutnp syuaunsnfpe 1eag vz aseuq Bunp
€01 91 ¥T L1 61 il €1 SwALp-sod Suunp juounsnfpe usaI0s [EWIAKY €7 1504 (A)
L 0 z 0 T z 1 ssa130 Juunp paso]d 10 pouado AJ[nyssa0ons SeY I00p Y} USYM Neqpad) A1ojpne SUWIAI) ‘77
LE 0 9 9 S L 01 ssa130 uunp s100p 9[o1yaA Jo Jursold pue SwuadQ ‘17
89 S T 0 1 6 94 ssa130 Suunp syueunsnlpe jeas pajejduwo) 0z
1L vl 1 €1 €1 8 4 §sa132 Fupinp syuawnsnfpe 183g ‘61 aseud
ovl 8¢ €€ o€ €1 1 S s3uBU0[aq [eU0sIod 10 UOEIINON ‘8T ssardy (ar)
€1 4 I 1 T 4 € SUIALP-pI FULIND JuAWSNPE UI2I0S [BUI U PAJO[dwIo]) L
S1 € ¢ 1 ¢ z € SuwALp-pru SuLnp jusunsnlpe usdIos [eUINU] 9]
94 S 1 0 at 8 L1 SurALp-piu Sutnp syuauisnfpe jeas o[dwo) g
s 9 61 11 € 1 4 SurAup-piu Sukmp syuan snfpe 1eag p
+8 L1 14 ST At 71 S *010 “SSQUISMOIP ‘SSAWIIS UONjowW ‘ssans srofuassed JurJuop ¢ aseuq Fuaup
6 81 31 8 € I Pl uondanp ndur 90104 ‘aze3 949 ‘JuawaAow pesy ‘7| -pIA (1)
s 1 0 L 6 9 6T *010 ‘uoneSiaeu ‘uoneunsap ynduy ‘T1
0zl 9T Lz 0€ 2l 91 L J[9q 189S 10J UOHEOITION "0T
@ . ¢ 0 61 o1 1z Suraup-a1d Suunp syuaunsnfpe jeas ajerdwo) "60 oseuq Fuaup
101 1z «© 81 b1 1 < Suraup-a1d Suunp syuaunsnipe 1eag "0 -a1g ()
9 0 1 I 4 0 k4 Paso]d 10 pauado AJ[nyssa2ons sey J00p Y} UdYM Jorqpad) A1oypne SuIA) ‘L0
St 0 I S € T ¥ ssa1gur Suunp s100p 9[o1ydA Jo Sursod pue FuruadQ 90
€l (43 14! 9C 01 €T 8 UOIEINUdYINE JISN 10J PI[IL] ‘50
8¢ 0 I 0 [l 14 1 uorednuaYyIne 19sn 939 dwo)) “H
IL €l ST 81 9 9 € uoneonuayne 1sn Jurssargoid ‘¢
0¢ 4 [4 [ 01 14 11 uoneonuadyIne 1dsn 10j Fuuedald ‘7o

aseyqd
8¢l 154 +Z 4 9 ST ST s1o3uassed Jo Joquinu Suro21aq ‘[0 ssarsuy (1)

Surure g\ WY ssarfoig up  uonoaRq Jowrg Aroyewyuo))

(Kouanbay [e101)3

sod£ ], uonyeuuroyuy

sodA) uonewLIofur papudjur pue oLreudds Jo ssaudjerrdordde oty 10f siskjeue Aouonbaig ‘9z qqel,

47



01. Detecting number of passengers

30
25
20
15
10
5
0 & $ s & ) >
8 ) &
és"s \‘5\\ Q’ég d f &5
SR S &
& M
03. Progressing user authentication
30
20
10
: , i =
N & ) & & &
& X N
v <z*°Q & v ¢ §
N 9 §
()Q
05. Failed for user authentication
40
30
20
10 I
0 > & &> & I
o & QS & &
S & ¥ X N
& Q‘ﬁ ¢ v S é“\m
S &
07. Giving auditory feedback when the door
has successfully opened or closed
S & & b ) S
é&\ i \é}\ ° b Y§' $§ ‘()ée
& &F < &
& M

02. Preparing for user authentication

12
8
4
. I
& & $ & & &
& & & ¥ & 8
& §F £ 8
S
00
04. Complete user authentication
12
8
4
0 |
§ S S W &
S & & ¥ & &
& ;\f & QQ,"
S $
06. Opening and closing of vehicles doors
. during ingress
4
3
2
1 [
0 S $o
2 R
@% & & < Q\'é
\'\‘q oé\ &
C
08. Seat adjustment during pre-driving
40
30
20
10 I
0 |
o & & &
N Ni & NS S
& & S & &
® &“f & Q=§‘ < \s‘\
$ oo‘\

48



09. Complete seat adjustments during pre-driving
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26. Warning when detected an external
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40 20

15

& & N 3 > s
& S & S & & & & Q;@ &
® $‘§ & & < & & o7 ® &
< & & Q < S @‘
& & § L
C [

- - - P -

Figure 19. Histograms of frequency analysis for appropriateness between intended

auditory information types and 27 scenarios

Based on the results of the frequency analysis, repetitive scenarios during pre-
driving, mid-driving and post-driving such as ‘seat adjustments’, and ‘complete seat
adjustments’ should be evaluated once rather than dividing these into pre-, mid-, and post-
phases. Also, for the main sound set evaluation, ‘internal and external screen adjustments’
scenario will be removed, as it is not confirmed that future technology of the autonomous
vehicle will incorporate such screen movements technologies. The top three scenarios
(repetitive scenarios exempted) with the highest frequency value will be selected for the

main sound set evaluation.
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3.2 Sound Set Evaluation

3.2.1 Overview of sound set evaluation

Subsequent to the pilot test conducted in 3.1, this sound set evaluation will be the
main study of this paper. Based on the data obtained from the pilot test, all sound sample
stimuli indicated that there was significant difference among information type groups
through the intuitiveness measure, except for ‘in-progress’ type sound. Also, it is confirmed
that the in-vehicle signal with the temporal pattern that was hypothesized did match with
the sound’s intended information. Hence, in this sound set evaluation, ‘in-progress’ type
sounds will be re-created and re-evaluated according to the appropriate scenario. Among all
27 scenarios that was evaluated in the pilot test, 15 scenarios were selected for this main
evaluation. In addition, the condition for the scenario selection was based on the highest
total value of frequency count, and repetitive scenarios, such as ‘seats adjustments during
pre-driving’ and ‘seat adjustments during mid-driving’ is combined as one scenario.
Furthermore, this main sound set evaluation aims to determine the appropriateness or
consistency of the sound as a set of family of earcons and auditory icons based on a more
specified version of scenarios. To fulfill the purpose of this study, the scenarios were divided
into 10 scenarios regardless the timeline for passenger’s context, but rather a specified

version of scenario that is needed for appropriateness or consistency evaluation.

3.2.2 Participants

A total of 125 participants (58 males accounted for 46%, 67 females accounted for
54%) with an average age of 37.15(%11.4) participated in the main sound set evaluation.
About 42 (33%) of the participants aged in their 20s, 30 (24%) aged in their 30s, 27 (22%)
are at the age of their 40s, and 26 (21%) are aged above 50s. The participants on this study
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was recruited via an online survey platform service, and were requested to perform this
sound set evaluation by using earphones or headsets to remove environmental effects that
would affect their evaluation. Also, prior to the evaluation, participants were screened to

have no issue with hearing disabilities through a screening question before participating.

3.2.3 Stimuli

The stimuli which will be used for this main sound set evaluation is similar with the
created 36 sound samples, however, only a partial selection of the sound sample stimuli will
be used according to the number of highest numbers of frequency, and highest total
frequency for a sound type (earcon or auditory icon) based on the pilot test’s result. Also,
the sound sample stimuli which will be selected will also depending on the specified
scenario. Based on Figure 20, the three highest value of total frequency scenarios will be

the selection criterion for this main evaluation. Thus, from 27 scenarios, 15 were selected.

X(Total frequency)

Scenario 1 01. Detecting number of passengers

(D Ingress o] Detecting number of passengers 138 03. Progressing user authentication
Phase 02. Preparing for user authentication 30 04. Complete user authentication

03. Progressing user authentication 71

04. Complete user authentication 28 Scenario 2 01. Detecting number of passengers

05. Failed for user authentication 113 03. Progressing user authentication

06. Opening and closing of vehicle doors during ingress 15 05. Failed for user authentication

07. Giving auditory feedback when the door has successfully opened or closed 6
(i) Pre- 08. Seat adjustments during pre-driving 1017 Scenario 3 08. Seat adjustments
driving Phase ; .

09. Complete seat adjustments during pre-driving 65 09. Complete seat adjustments

10. Notification for seat belt 120

11. Input destination, navigation, etc. 52 Scenario 4 12. Head movement, eye gaze, voice in
(iif) Mid- 12. Head movement, eye gaze, voice input direction 92
driving Phase 13. Verifying passenger's stress, motion sickness, drowsiness, etc. 84 Scenario 5 13. Verifying passenger's stress, motion

14. Seat adjustments during mid-driving 54

15. Complete seat adjustments during mid-driving 45 Scenario 6 11. Input destination, navigation, etc.

16. Interal screen adjustment during mid-driving

17. Completed internal screen adjustment during mid-driving

28. Feedback for confirmation of input

(iv) Egress 18 Notification for personal belongings 40 5 Scenario 7 18. Notification for personal belongings
Phase 19. Seat adjustments during egress 71
20. Completed seat adjustments during egress 55 Scenario 8 21. Opening and closing of vehicle doo1
D e R p— 37/ 22. Giving auditory feedback when the
22. Giving auditory feedback when the door has successfully opened or closed during egress 7
(v) Post- 23. External screen adjustment during post-driving 103 Scenario 9 25. Detection for external movements
driving Phase 24. Seat adjustments during post-driving 66 26. Warning when detected an external
25. Detection for external movements 151
26. Waming when detected an extemnal hazard situations (wild animals, etc.) 55 Scenario 10 25. Detection for external movements

27. Alert when children were away from safe zone

27. Alert when children were away fron

Figure 20. The selection criteria for the specified scenario for main sound set evaluation
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Based on Table 27 and 28, the criterion for two evaluate sound set are based on the
number of highest total frequency per scenario, and the highest number of total frequencies
accumulated for the overall sound type (earcon or auditory icon). For instance, in the first
scenario ‘01. Detecting number of passengers’, sound sample with a code, C6 records as the
highest total frequency for the scenario, F4 sound sample code as the highest total frequency
for ‘03. Progressing user authentication’, and D3 sound sample code as the highest total
frequency for ‘04. Complete user authentication’. Thus, sound sample code C6, F4 and D3
will be selected as the first ‘sound set 1’ for this evaluation. Meanwhile, to select the ‘sound
set 2’ for pairwise comparison, ‘sound set 2’ will be selected based on the highest total
accumulated frequency among all the other sound sample types (earcons and auditory icons),
which in this case, will be the B-type sound sample. Hence, ‘sound set 2° sounds selection
will be B2, BS and B3 which are the highest number of counts in the scenario among all
other B-type sounds. For each scenario, the sound selection will be undergone such criteria

for sound set evaluation.

The sound sample for ‘in-progress’ was created using Adobe Audition software
with the ascending and descending melody for each simple tone and variated tone. Hence,

there were 4 sound sample stimuli which will be used for ‘in-progress’ sound evaluation.

s ® _

[

P

Ascending melody Descending melody

Figure 21. The musical notation for ascending melody and descending melody

56



Simple tone Variated tone

Figure 22. The sound frequency spectrograph for simple tone and variated tone.

3.2.4 Measurement

The measurement which will be used in this sound set evaluation is a 7-point Likert
scale to measure the consistency of the sound as a set of family. Participants will give their
evaluation based on the questionnaire of “Does this sound set has consistency to each other
appropriately without feeling awkward?” for each sound set 1 and sound set 2. The intention
of this measurement is to investigate whether consistency or appropriateness of a set of in-
vehicle signals auditory feedback is important to increase the auditory user experience. Also,
in the same scenario evaluation, participants were asked to choose which of the sound set
they prefer. Thus, this sound set evaluation attempts to investigate whether passengers in an
autonomous vehicle prefers a sound set of only earcons, only auditory icons, or a mixture

of earcons and auditory icons.
For ‘in-progress’ sound evaluation, participants were asked to evaluate based on

their level of satisfaction in a 7-point Likert scale for an overall scenario that involves an

autonomous vehicle to convey information of ‘in-progress’ to the passenger or listener.
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3.2.5 Experiment Procedure

This main sound set evaluation is divided into three parts; (i) pre-evaluation and
screening, (ii) main evaluation, and (iii) post-evaluation. This paper considers the sound set
evaluation be done via online for several reasons. Due to the coronavirus-19 pandemic, a
large-scale sound evaluation and assessment had to be performed online according to the
government standard measures of social distance. Also, previous studies have confirmed
that online sound evaluation or assessment allows participant to be more independent and
having a more sense of control (Shafiro et al., 2020). The online sound set evaluation was
conducted in a similar manner with jury testing method, as it is commonly conducted when
evaluating auditory related experience with regards to human perception (Rossi et al., 2005).
Participants that were recruited via an online survey platform and were requested to read
the research aim and instructions prior to the evaluation session. Participants were ensured
that they understood the instructions well and received their consent before participating in
the evaluation. After obtaining their consent, all participants were asked to complete a set
of short demographic survey form and fill in their basic information. The evaluation
procedure was explained in details. The participants online were also encouraged and
advised that the use of earphones or headsets are necessary to perform their evaluation to
avoid noise interferences from the background. All participants were also screened prior to

the evaluation by using a simple question whether they are experiencing hearing disabilities.

The main evaluation was also conducted online by playing a set of sounds (sound
set 1 and sound set 2) for each scenario (scenario 1 to scenario 10). After listening to both
sound sets, participants were instructed to immediately evaluate each sound set’s
consistency according to 7-points Likert scale. For each scenario section, participants were
asked to choose their preferred sound set, and were asked to write down their opinions for
qualitative data exploration. Participants were also asked to evaluate their level of

satisfaction and write their opinion for the ‘in-progress’ sound sample stimuli.
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Lastly, for the post-evaluation, participants were instructed to write their overall
opinion about the whole sound set evaluation. Overall sound set evaluation took

approximately 60 minutes.

3.2.6 Data Analysis Approach

For sound set evaluation based on scenarios, the data obtained from the dependent
variable, which is consistency/ appropriateness of the sound were analyzed using pairwise
t-test comparison for each of the sound sets (sound set 1 and sound set 2) at the significance
level p-value of 0.05. Meanwhile, for the ‘in-progress’ sound evaluation, the data were
analyzed using four-way analysis of variance (ANOVA) for each of the in-progress sound
parameters (ascending-simple tone, descending-simple tone, ascending-variated tone,

descending-variated tone) and set the significance level at p-value of 0.05.

For qualitative data analysis, a Text Network Analysis is performed using UCINET
to investigate the associated clustered word related to each sound set, and visualization per
each scenario. The qualitative data was pre-processed using AutoMap by performing text
preparation and text cleaning. After the text preparation and text cleaning, the qualitative
texts were then visualized its network via NetDraw in UCINET by assigning appropriate

nodes and centrality.

3.2.7 Results

The result of the analyses is presented based on the tables and graph below. In this
main sound set evaluation, the result of the consistency of the sound set from scenario 1 to
scenario 10 will be presented first, then followed by the result of satisfaction of ‘in-progress’
sound. The results will include descriptive statistic tables, independent sample #-test
summary tables and graphs for the dependent variable, consistency. Meanwhile, the result

of the analysis for the ‘in-progress’ will include descriptive statistic table, four-way ANOVA
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summary table, and graphs to indicate satisfaction mean score among parameters.

Scenario 1

The consistency or appropriateness of the sound set 1 and 2 data is presented in
Table 29, and 30 below. An independent-sample #-test was conducted to compare the
consistency or appropriateness for sound set 1 and sound set 2. Based on Table 30, there
were significance differences (#(df) = 248, p < 0.001) in consistency/appropriateness scores
for sound set 1 (M =3.376, SD =0.150) and sound set 2 (M = 5.416, SD = 0.108). Based on
the result, it can be inferred that the sound set 2 is more appropriate as a set of sound, and
has consistency to each auditory feedback sound within the set. Also, about 71% (89 of the
participants) selected sound set 2 as more appropriate and preferable than sound set 1 (14%,

18 of the participants) for scenario 1.

Table 29. Descriptive statistics for sound set in Scenario 1

N Mean Std. Error
Sound set 1 125 3.376 0.150
Sound set 2 125 5.416 0.108

Table 30. Independent samples #-test for Scenario 1

Levene's Test for Equality T-Test for equality means
p-value Mean Std. Error
F -val t f
prvate d (2-tail)  Diff. Diff,
DV  Sound set 1 25.334 0.00 -11.04+= 248 0.00 -2.04 0.185
Sound set 2 -11.04+= 226.07 0.00 -2.04 0.185

DV = Dependent variable, * p < 0.05, ** p <0.001
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Consistency or Appropriateness for Scenario 1

Mean value

201
o
150 203

216 249
o

Sound set 1 Sound set 2

Figure 23. Graph of Consistency or Appropriateness for Scenario 1

Scenario 2

The consistency or appropriateness of the sound set 1 and 2 data for scenario 2 is
presented in Table 31 and 32 below. Based on Table 32, there were significance differences
(#(df) = 248, p < 0.001) in consistency/appropriateness scores for sound set 1 (M = 3.144,
SD = 0.147) and sound set 2 (M = 5.352, SD = 0.110). Similar to scenario 1, sound set 2 is
more appropriate as a set of sound, and consistent to each auditory feedback sound within
the set. Also, about 71% (89 of the participants) selected sound set 2 as more appropriate
and preferable than sound set 1 (13%, 16 of the participants).

Table 31. Descriptive statistics for sound set in Scenario 2

N Mean Std. Error
Sound set 1 125 3.144 0.147
Sound set 2 125 5.352 0.110
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Table 32. Independent samples #-test for Scenario 2

Levene's Test for Equality T-Test for equality means
p-value Mean Std. Error
-val f
F p-vatue ! d (2-ail)  Diff Diff.
DV  Sound set 1 18.063 0.00 -12.06*« 248 0.00 -2.21 0.183
Sound set 2 -12.06++ 229.67 0.00 -2.21 0.183

DV = Dependent variable, * p <0.05, ** p <0.001

Consistency or Appropriateness for Scenario 2

Mean value

175177
)
161 201

134 191
o

Sound set 1 Sound set 2

Figure 24. Graph of Consistency or Appropriateness for Scenario 2

Scenario 3

The consistency or appropriateness of the sound set 1 and 2 data for scenario 3 is
presented in Table 33 and 34 below. Based on Table 34, there were significance differences
(«(df) = 248, p < 0.001) in consistency/appropriateness scores for sound set 1 (M = 4.200,
SD = 0.143) and sound set 2 (M = 5.256, SD = 0.117). This can be interpreted as that sound
set 2 is more appropriate as a set of sound, and consistent to each auditory feedback sound

within the set. Also, about 55% (69 of the participants) selected sound set 2 as more
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appropriate and preferable than sound set 1 (23%, 29 of the participants).

Table 33. Descriptive statistics for sound set in Scenario 3

N Mean Std. Error
Sound set 1 125 4.200 0.143
Sound set 2 125 5.256 0.117

Table 34. Independent samples #-test for Scenario 3

Levene's Test for Equality T-Test for equality means
p-value Mean Std. Error
F -val f
p-vatue ! d (2-ail)  Diff Diff.
DV  Sound set 1 13.043 0.00  -5.70%* 248 0.00 -1.06 0.185
Sound set 2 -5.70% 238.83 0.00 -1.06 0.185

DV = Dependent variable, * p <0.05, ** p <0.001

Consistency or Appropriateness for Scenario 3

@

Mean value
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188 201
137

~

Sound set 1 Sound set 2

Figure 25. Graph of Consistency or Appropriateness for Scenario 3
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Scenario 4

The consistency or appropriateness of the sound set 1 and 2 data for scenario 4 is
presented in Table 35 and 36 below. Based on Table 36, there were no significance at p >
0.05, (¢«(df) =248, p = 0.69) in consistency/appropriateness scores for sound set 1 (M =4.656,
SD=0.115) and sound set 2 (M =4.720, SD = 0.119). Also, about 32% (40 of the participants)

selected sound set 2 as more appropriate and preferable than sound set 1 (26%, 33 of the

participants).
Table 35. Descriptive statistics for sound set in Scenario 4
N Mean Std. Error
Sound set 1 125 4.656 0.115
Sound set 2 125 4.720 0.119
Table 36. Independent samples #-test for Scenario 4
Levene's Test for Equality T-Test for equality means
p-value Mean Std. Error
F -val t df
prvatue (-tail)  Diff. Diff.

DV  Sound set 1 0.162 0.69 -0.39 248 0.70 -0.06 0.165
Sound set 2 -0.39 247.69 0.70 -0.06 0.165

DV = Dependent variable, * p < 0.05, ** p <0.001
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Consistency or Appropriateness for Scenario 4
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Figure 26. Graph of Consistency or Appropriateness for Scenario 4

Scenario 5

The consistency or appropriateness of the sound set 1 and 2 data for scenario 5 is
presented in Table 37 and 38 below. Based on Table 38, there were also no significance at p
> 0.05, (¢«(df) = 248, p = 0.60) in consistency/appropriateness scores for sound set 1 (M =
5.152, SD = 0.129) and sound set 2 (M = 4.080, SD = 0.129). Also, about 54% (68 of the
participants) selected sound set 1 as more appropriate and preferable than sound set 2 (19%,

24 of the participants).

Table 37. Descriptive statistics for sound set in Scenario 5

N Mean Std. Error
Sound set 1 125 5.152 0.129
Sound set 2 125 4.080 0.129
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Table 38. Independent samples #-test for Scenario 5

Levene's Test for Equality T-Test for equality means
p-value Mean Std. Error
F -val f
p-value ! d (2-tail)  Diff, Diff
DV  Sound set 1 0.279 0.60 5.89 248 0.00 1.07 0.182
Sound set 2 5.89 248.00 0.00 1.07 0.182

DV = Dependent variable, * p <0.05, ** p <0.001

Consistency or Appropriateness for Scenario 5
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Mean value
-

)

Sound set 1 Sound set 2

Figure 27. Graph of Consistency or Appropriateness for Scenario 5

Scenario 6

The consistency or appropriateness of the sound set 1 and 2 data for scenario 6 is
presented in Table 39 and 40 below. Based on Table 40, there were significance differences
(#(df) = 248, p < 0.001) in consistency/appropriateness scores for sound set 1 (M = 5.328,
SD =0.106) and sound set 2 (M =3.312, SD = 0.141). From the mean score itself, it can be
interpreted as that sound set 1 is more appropriate as a set of sound, and has consistency to

each auditory feedback sound within the set than sound set 2. Also, about 67% (84 of the
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participants) selected sound set 1 as more appropriate and preferable than sound set 2 (15%,

19 of the participants).

Table 39. Descriptive statistics for sound set in Scenario 6

N Mean Std. Error
Sound set 1 125 5.328 0.106
Sound set 2 125 3312 0.141

Table 40. Independent samples #-test for Scenario 6

Levene's Test for Equality T-Test for equality means
p-value Mean Std. Error
F -val f
p-vatue ! d (2-ail)  Diff Diff.
DV  Sound set 1 15.955 0.00 11.45%= 248 0.00 2.02 0.176
Sound set 2 11.45%* 230.27 0.00 2.02 0.176

DV = Dependent variable, * p <0.05, ** p < 0.001

Consistency or Appropriateness for Scenario 6

o

Mean value

o
12 44

103_0
24

Sound set 1 Sound set 2

Figure 28. Graph of Consistency or Appropriateness for Scenario 6
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Scenario 7

The consistency or appropriateness of the sound set 1 and 2 data for scenario 7 is
presented in Table 41 and 42 below. Based on Table 42, there were also no significance at p
< 0.05, (¢«(df) = 248, p = 0.68) in consistency/appropriateness scores for sound set 1 (M =
4912, SD = 0.119) and sound set 2 (M = 4.784, SD = 0.117). Also, about 30% (38 of the
participants) selected sound set 1 as more appropriate and preferable than sound set 2 (20%,

25 of the participants).

Table 41. Descriptive statistics for sound set in Scenario 7

N Mean Std. Error
Sound set 1 125 4912 0.119
Sound set 2 125 4.784 0.117

Table 42. Independent samples #-test for Scenario 7

Levene's Test for Equality T-Test for equality means
p-value Mean Std. Error
F -val t df
prvatue (-tail)  Diff. Diff,
DV  Sound set 1 0.174 0.68 0.77 248 0.44 0.13 0.167
Sound set 2 0.77 247.90 0.44 0.13 0.167

DV = Dependent variable, * p < 0.05, ** p <0.001
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Figure 29. Graph of Consistency or Appropriateness for Scenario 7

Scenario 8

The consistency or appropriateness of the sound set 1 and 2 data for scenario 8 is
presented in Table 43 and 44 below. Based on Table 44, there were significance differences
(#(df) = 248, p < 0.05) in consistency/appropriateness scores for sound set 1 (M =4.208, SD
=0.132) and sound set 2 (M =5.072, SD = 0.123). Based on this, it is inferred as that sound
set 2 is more appropriate as a set of sound, and has consistency to each auditory feedback
sound within the set than sound set 1. Also, about 60% (75 of the participants) selected

sound set 2 as more appropriate and preferable than sound set 1 (23%, 29 of the participants).

Table 43. Descriptive statistics for sound set in Scenario 8

N Mean Std. Error
Sound set 1 125 4.208 0.132
Sound set 2 125 5.072 0.123
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Table 44. Independent samples #-test for Scenario 8

Levene's Test for Equality T-Test for equality means
p-value Mean Std. Error
F -val f
p-value ! d (2-tail)  Diff, Diff
DV  Sound set 1 4376 0.04 -4.78+ 248 0.00 -0.86 0.181
Sound set 2 -4.78+ 246.87 0.00 -0.86 0.181

DV = Dependent variable, * p <0.05, ** p <0.001

Consistency or Appropriateness for Scenario 8
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Sound set 1 Sound set 2

Figure 30. Graph of Consistency or Appropriateness for Scenario 8

Scenario 9

The consistency or appropriateness of the sound set 1 and 2 data for scenario 9 is
presented in Table 45 and 46 below. Based on Table 46, there were significance differences
(«(df) = 248, p < 0.001) in consistency/ appropriateness scores for sound set 1 (M = 3.816,
SD = 0.152) and sound set 2 (M = 4.736, SD = 0.109). Based on this, it is inferred as that
sound set 2 is more appropriate as a set of sound, and has consistency to each auditory

feedback sound within the set than sound set 1. Also, about 38% (48 of the participants)
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selected sound set 2 as more appropriate and preferable than sound set 1 (27%, 34 of the

participants).
Table 45. Descriptive statistics for sound set in Scenario 9
N Mean Std. Error
Sound set 1 125 3.816 0.152
Sound set 2 125 4.736 0.109
Table 46. Independent samples #-test for Scenario 9
Levene's Test for Equality T-Test for equality means
p-value Mean Std. Error
F -val f
p-vatue ! d (2-ail)  Diff Diff.

DV  Sound set 1 25.771 0.00  -4.92+ 248 0.00 -0.92 0.187
Sound set 2 -4.92x 225.12 0.00 -0.92 0.187

DV = Dependent variable, * p <0.05, ** p < 0.001

Consistency or Appropriateness for Scenario 9

Mean value

Sound set 1 Sound set 2

Figure 31. Graph of Consistency or Appropriateness for Scenario 9
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Scenario 10

The consistency or appropriateness of the sound set 1 and 2 data for scenario 10 is
presented in Table 47 and 48 below. Based on Table 48, there were significance differences
(«(df) = 248, p < 0.001) in consistency/appropriateness scores for sound set 1 (M = 3.344,
SD = 0.148) and sound set 2 (M = 5.304, SD = 0.113). It is also inferred as that sound set 2
has more appropriate as a set of sound, and has consistency to each auditory feedback sound
within the set than sound set 1. Also, about 60% (75 of the participants) selected sound set
2 as more appropriate and preferable than sound set 1 (18%, 23 of the participants).

Table 47. Descriptive statistics for sound set in Scenario 10

N Mean Std. Error
Sound set 1 125 3.344 0.148
Sound set 2 125 5.304 0.113

Table 48. Independent samples #-test for Scenario 10

Levene's Test for Equality T-Test for equality means
p-value Mean Std. Error
F -val t df
prvatue (-tail)  Diff. Diff,
DV  Sound set 1 21.313 0.00 -10.53*« 248 0.00 -1.96 0.186
Sound set 2 -10.53#x 232.25 0.00 -1.96 0.186

DV = Dependent variable, * p < 0.05, ** p <0.001
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Figure 32. Graph of Consistency or Appropriateness for Scenario 10

In Progress Sound

To investigate the passenger’s satisfaction of ‘in-progress’ sounds, the level of
satisfaction result data for pilot test is presented in Table 49 and 50 below. Based on the data
in Table 49, the satisfaction mean value for In-Progress Sound 1 (Descending-Simple
melody) has the highest mean value of 4.472+(0.104) and followed by In-Progress Sound 4
(Ascending-Variated melody) with 4.416+(0.098), In-Progress Sound 2 (Descending-
Variated melody) with 4.400£(0.098), and the lowest mean value is In-Progress 3
(Ascending-Simple melody) with 4.344+(0.106).

Table 49. Descriptive statistics for Satisfaction

95% Confidence Interval for Mean

Mean Std. Error Lower Bound Upper Bound
In-progress Sound 1 4472 0.104 4.266 4.678
In-progress Sound 2 4.400 0.098 4.205 4.595
In-progress Sound 3 4.344 0.106 4.134 4.554
In-progress Sound 4 4.416 0.098 4.221 4.611
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Table 50 shows a summary of ANOVA for the passenger’s level of satisfaction.
From Table 50, the result shows that there were no significant differences p < 0.05 between
each in-progress sounds. This shows that all of the in-progress sounds are similar and
acceptable for scenarios or situations that needed to let the listener knows that the system is
in-progress of performing a task. Hence, In-Progress Sound 1 with a descending and simple

tone melody is considered to be preferable among the other in-progress sounds.

Table 50. ANOVA summary for Satisfaction

Sum of Squares df Mean Square F p-value
Between groups 1.040 3 0.347 0.268 0.85
Within group 641.728 496 1.294
Total 642.768
* p<0.05, ** p<0.001
Satisfaction
4475
4.450
) 4425
=
=
g
S 4400
4375
4.350
In Progress Sound 1 In Progress Sound 2 In Progress Sound 3 In Progress Sound 4
(Descending-Simple (Descending- (Ascending-Simple (Ascending-Variated
Melody) Variated Melody) Melody) Melody)

Figure 33. Graph for In-Progress Sounds Satisfaction
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3.3 Text Network Visualization on User’s Opinions

The qualitative data of the participants’ opinions were collected and visualized
using Text Network Analysis by using UCINET and NetDraw. First and foremost, the text
opinions were collected according to each scenario (from scenario 1 to scenario 10), and the
texts were translated from Korean language to English language via Google Translate. The
translated texts were then prepared in Microsoft Excel and categorized according to
scenarios. Words such as ‘set 1°, ‘No.1’, ‘Sound 1’ and etc. were unified and renamed as
‘sound set 1°, and ‘sound set 2’ respectively. The texts were double-checked to avoid
error in the renaming of the ‘sound set’. The opinion texts were pre-processed using
AutoMap by performing text cleaning, and followed by text preparation. Text cleaning
included removal of extra spaces, conversion of British to American spellings, fix for
common typos, expand common contractions and abbreviations, and resolute pronouns.
Text preparation were done by removing single letters, conversion NGram, removal of
pronouns, noise verbs, prepositions, day and month words, possessive words, complete
numbers, and all noise words. Lastly, the texts were then refined by removing single
symbols and converting all upper-case letters to lower-case for refinement. For visualization,
the number of nodes were set in a range of 2 to 5 for each scenario. Text network analysis
or semantic network analysis is an approach on a method for visualization of analytical
reasoning and explorative analysis to gain qualitative insights (Drieger, 2013). Hence, in
this study, the participants’ opinions regarding the sound sets according to scenario were
used for visualization purposes and to obtain qualitative insights only. The visualized text

network for each scenario are presented as Figure 34 to 43 in the Appendix 1.
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Chapter 4

Discussions

The main purpose of this study is to present a design proposal for in-vehicle signals
feedback that is intuitive, to determine the sound preference for passenger in autonomous
vehicle, and to suggest a fully derived scenario for the design of in-vehicle signal feedback
in future autonomous vehicle based on passenger’s context. In this chapter, discussions
related to each purpose of this study will be presented and elaborated based on the pilot test

and main sound set evaluation result from Chapter 3.

Design proposal for an in-vehicle signals feedback

Generally, from the pilot test, it is confirmed that the proposed design of signal
information types based on temporal pattern as hypothesized in Table 2 does matches with
the intended information type to be conveyed to the listener, except for in-progress type of
sound. From perceivability result, all of the sound sample were perceivable to the listeners,

and listeners were able to hear the sound samples played during the pilot test.

For the intuitiveness of all the sound types, the confirmatory type signal results
shown that the listeners were able to identify the signal as confirmatory signal due to its
short duration and one-beat tempo. As stated by Hoggan et al., study, confirmation or

confirmatory signals should be designed in short rhythms (Hoggan et al., 2009).

For error type signal, if the length or duration of the signal was as short as the

confirmatory signal, the users or listeners would not be able to obtain the information that
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the system is error. Hence, from this result, due to the tempo and duration of an error type
signal is longer than the confirmatory signal, the participants in the pilot test were able to
distinguish its difference and perceived that the intended error type signal is appropriate and

matches with all of the scenarios that involves system error.

From the pilot test, detection type signals and warning type signal both were found
out that there was no significant difference because both types of signal have similar
temporal pattern (tempo and beat) of ON1=0ON2, with OFF1, which resulting the listeners
to perceived both detection type signal and warning signal as the same. However,
considering the context scenario of passengers, there is a need to design detection-related
scenario such as ‘giving auditory feedback when the vehicle detects passenger approaching
by the door for entrance’ or ‘detecting any movements of wild animals or external hazards
to notify the passengers inside’. From this pilot test and sound evaluation, it is essential to
re-consider a suitable temporal pattern or acoustic parameters when designing detection

signal to avoid misconception with the alert or warning signals.

In-progress signals were found to have no significant difference between the other
types of signal during the pilot test, hence, a re-design of in-progress signal as a melody
with ascending, descending, simple tone and variated tone as parameter variables for the
sound evaluation. Result from the sound evaluation shown that descending-simple tone
melody has the highest satisfaction mean value compared to the others. This is because that
when a system is performing a task that requires time to complete, it is important to let the
user or listener know that the system should not be disturbed while performing the task until
it is completed. Hence, the descending melody is appropriate in order to convey such
meaning or information to the user, instead of an ascending melody.

For alert and warning type signals, the temporal patterns of the sounds shown that

it matches with the intended information to be conveyed. repetitive temporal pattern and
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high frequency signals conveys the perceived of urgency to the drivers or listeners in order
to take immediate intervention measures during hazard situations (Walker, B. N., 2007;
Nees & Walker, 2011). It is also confirmed that repetitive tempo and beat increases

annoyance to the listener and took initiative to turn off the signal (Adell et al., 2008).

Sound preference for passenger in an autonomous vehicle

Based from the sound set evaluation, results show that in most scenarios, similar
type of sounds as a set has high consistency or appropriateness than a mixture of earcons
and auditory icons. To put it simple, when a scenario requires in-vehicle signals feedback
from one task to another, such as ‘detecting passenger’ and then ‘confirming the passenger’s
identity’ and then ‘complete user authentication’ for egress, a set of earcon sounds only
seems more preferable than a mixture set of earcon and auditory icons retrospectively. Also,
in overall, a set of earcon sounds shows better results than a set of auditory icons. This result
may cause when the auditory icon in the scenario was not appropriately designed. Unlike
earcons, auditory icons would need to match the intended message to be conveyed to be
consistent to its functionality, such as the sound of paper crumbling used to convey the ‘trash’
icon on our computer. However, in this study, these auditory icon samples were not
appropriately designed according to the scenario, for example, the sound of water droplet
does not convey the intended message for ‘completing user authentication’ scenario. Hence,
this results that earcons are most preferable and its simple tone could convey a wide range
of information, abstract or not, to the listeners (Walker et al., 2006; Hoggan et al., 2009;
Oswald, D., 2012). Though earcons may require learnability to allow the listeners or users
to fully understand its intended meaning (Dingler et al., 2008; Walker et al., 2006), but its
vagueness or abstract characteristics would be appropriate and suitable to represent
scenarios used in autonomous vehicles. Also, due to the earcons’ simple, basic and abstract

characteristics of tone (Oswald D., 2012; Walker et al., 2013; Brewster et al., 1994), it is
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easily to associate earcons as a family of sounds with high consistency and appropriateness
when designing a set of sounds used in a continuous scenario (Brewster et al., 1994).
Furthermore, from this study, earcons can also be considered a universal auditory feedback,
where a set of earcons shows that there is a high level of consistency with respect to most
scenarios compared to the auditory icons. As the system’s complexity increases, the
requirements for information to be conveyed to the users also increases, hence, a simpler

modality or feedback is required to avoid misconception or information loss.

Fully derived scenario for the design of in-vehicle signals feedback in future

autonomous vehicles

Based on the pilot test and sound evaluation as well, this study was able to present
a full context of scenarios from ingress to post-driving that can be used when designing for
an in-vehicle signals feedback of autonomous vehicles. The pre-pilot test considers the time
stamps and timeline for when auditory feedback will be needed when a passenger is riding
an autonomous vehicle. The pre-pilot test scenario development considers three large
categories of the passenger’s context; (i) pre-usage, (ii) usage, and (iii) post-usage. The sub-
categories include five activities; ingress, pre-driving activity, mid-driving, egress and post-
driving activity. However, the scenario was then extended from five activities to 27
tasks/scenarios by considering all tasks required for an auditory signal feedback. Through
pilot test, this study was able to identify which tasks or scenario are relevant to the usage of
in-vehicle signals feedback by using frequency analysis, and then revamped the scenarios
into a consecutive set of scenarios to investigate the consistency and appropriateness of
sounds. 15 out of 27 scenarios were selected based on the highest number of counts, and as
a result, the essential scenarios or situations where in-vehicle signals feedback is needed to
be designed are ‘detecting number of passengers before the passenger ingress’, ‘giving

auditory signal feedback when the vehicle is performing user authentication process’,
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‘giving auditory signal feedback when user authentication has completed’, ‘giving auditory
signal feedback when the user authentication has failed’, ‘performing seat adjustments’,
‘giving auditory signal feedback when the seat adjustments has completed’, ‘sound
feedback when the vehicle system detects head movement, eye gaze, and voice input for
gestures and voice recognition’, ‘allowing the passengers to be notified when in stress,
motion sickness drowsiness, etc.’, ‘sending auditory signal feedback when the user input
destination and navigation’, ‘giving a confirmatory feedback when the user has successfully
input information’, ‘giving notification to the passengers when they forgotten to take their
personal belongings during egress’, ‘opening and closing doors’, ‘giving auditory signal
feedback when the door has completely opened or shut’, ‘giving auditory signal feedback
when the vehicle senses external movements that could cause danger’, ‘giving warning
signal when detected hazards’, and lastly, ‘to notify when small children are away from the

safe zone during post-driving’.
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Chapter 5

Conclusion

5.1 Conclusion

This study provides several insights related on the types of sound information and
how to design it intuitively based on temporal patterns. It is important to understand that the
temporal pattern also affects the users or listeners perceived information, for example, when
a short beep was given, it represents confirmatory message, and if it beeps repetitively, it
gives an alert or warning sign for users to take initiative to intervene. Overall, the pilot test
result supported that the representation of the temporal pattern stated in Chapter 2 with the
intended information type, excluding in-progress type sound are valid for future studies.
Also, in summary, the sound set evaluation indicated that earcons are a considered universal
auditory feedback or signal as it is simple, basic tone and abstract which is appropriate to
be used in most vague scenario or situations, however, on the contrary, learnability is needed
to fully convey its information. The scenario developed in this study can be considered as a
fundamental basic scenario that are needed for future autonomous vehicles. Some future
autonomous vehicles may incorporate certain technology which affects the usage scenario,
but, in this study, the scenario of ingress to egress, and pre-driving to post-driving are

fundamental, and can be used as a baseline for future study.
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5.2 Contribution of the Thesis

This thesis presents two main contributions based on the result of the pilot test and
sound evaluation study on the user preference of in-vehicle signal feedbacks between
earcons and auditory icons under autonomous driving contexts. First, this study provides
temporal patterns that was suggested and proposed as shown in Table 2 which can be used
as a tool to evaluate any auditory-related situations that requires feedback. Second, the
methodology used in this study provides a reference or benchmark when performing
evaluation and analysis by focusing on user-centered design approach through the derivation

of scenarios based on context-of-use analysis.

5.3 Limitation and future work

In this study, there were a few limitations that can be identified for future work.
First limitation of this study is that the auditory icon sound stimuli which were used for the
evaluation were designed solely based on the temporal pattern type and the theme used for
the evaluation seemed to be less appropriate for the autonomous vehicle context. Secondly,
the participants that were scouted for the pilot test were in the age of 20-30s where the
participants represent a group of people with high adaptation of technology and not foreign
to the concept of sound. We expect to recruit a more diverse group of people in the future
work to represent the population for all age of groups to explore their auditory user
experience for fully autonomous vehicles. Another limitation of this study is that subjective
measurements for acoustic parameters with regards to the satisfaction of the sound samples
should be included. Since, this study investigates on the intuitiveness and design proposal
of what an auditory feedback would be based on the appropriateness of passenger riding an
autonomous vehicle, thus, perceivability, intuitiveness, consistency/appropriateness were

focused in this study.
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Future studies may include the design and evaluation for other sensory feedbacks
and interface such as visual and tactile in-vehicle feedbacks, specifically to provide
alternative for passengers with hearing disabilities when riding a future autonomous vehicle.
Furthermore, the future autonomous vehicle would require the ability to allow all passengers
with and without physically challenged, thus a more in-depth context-of-use related to the
passengers with a wheelchair or mobility aid devices should also be considered for future
studies. To expand the subject, the preferences of sound signals according to gender or age.
This study provides an overall appropriateness of the sound sample types and information
types based on scenario, but future work could include the in-depth layer of whether gender

or age affects the preference level or cognitive ability level.
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Figure 35. Text network visualization of participants’ opinions for Scenario 2
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Figure 36. Text network visualization of participants’ opinions for Scenario 3
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Figure 43. Text network visualization of participants’ opinions for Scenario 10
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