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Abstract

Seungman Kim
Department of Naval Architecture and Ocean Engineering
The Graduate School

Seoul National University

Natural gas pipeline pigging with speed excursions may lead to potential loss of
inspection data and possible dangers due to high acceleration; however, the operation
relies heavily on a rule of thumb. Most pigging operations in gas pipelines are
performed at normal operating pressures with regular flow rates, and the PIG
velocity is generally in the range of 2—5 m/s. However, pigging in low-pressure and
low-flowrate gas pipelines is very difficult due to speed excursion, which rapidly
increases the PIG velocity. Mitigating speed excursions is an important challenge
during the gas pipeline pigging process, but fundamental studies on this phenomenon
have not been conducted.

This study presents various models, solvers, and methodologies that can predict
unstable behavior of PIG such as speed excursion through modeling, simulation, and
experiment.

In the first part, two novel friction models to simulate speed excursion due to
friction variation were proposed. The first friction model, Tuned friction model,
adopts a dynamic friction table coupled with an exponential friction model to
simulate the speed excursion due to friction variation. The second friction model
utilizes a linear equation for friction variation caused by changes in wall thickness
and pipe bends, then weight parameters are applied to determine the influence of
each factor. These two friction models are tuning models based on field data to
simulate speed excursions caused by frictional variation, which can be strategically
selected according to the purpose of the simulation. In the numerical model, the
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transient gas flow equations are solved by the method of characteristics (MOC), and
then the Runge—Kuta method is used to solve the dynamic equation of the PIGs.
Simulation results applying the proposed friction models are compared to the field
pigging data for three different routes operated by the Korea Gas Corporation
(KOGAS), and the obtained simulation results are in good agreement with the field
pigging data. The first model, tuned friction model, was able to simulate the average
pigging velocity and speed excursions of the total distance ratio with high accuracy.
The second proposed model, weighted friction model, was slightly less accurate than
the first friction model, however it was able to predict the average pigging velocity
and speed excursions under different operating conditions.

In the second part, this study is the first to conduct a lab-scale experiment on speed
excursion due to friction variation during gas pipeline pigging to investigate the
mechanism of speed excursion and the relationship between the main variables and
speed excursion. Based on the differential pressure results, mechanism of speed
excursion was derived as 5 phases of speed excursion process: Stable behavior,
build-up phase, pre-speed excursion phase, speed excursion phase, recovery phase.
In the results of relationship between main variables and speed excursion, it was
found that the flow velocity has a linear relationship with the speed excursion, but
the excursion ratio has an exponential fit curve that rapidly increased at low flow
velocity. These result means that low-flow pigging produces relatively low-speed
excursions, but can be a very risky operation due to the rapid increase in excursion
ratio. Both build-up time and recovery time also showed an exponential fit curve that
increased rapidly at low flow velocity. These results indicate that pigging behavior
is significantly unstable due to the long build up time and recovery time during low-
flow pigging. When the linepack length changed, higher speed excursions occurred
as the linepack length increases even at same friction conditions. The results
indicated that the linepack length is the main factor in pigging behavior. In particular,
linepack should also be considered as an important variable that affects speed
excursion, and behavior in long-distance pipeline pigging.
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In the third part, this study evaluates four pigging solvers, based on combinations
of two proposed flow models and two friction models, for predicting the speed
excursions in natural gas pipeline pigging. The simulation and prediction
performances of solvers are evaluated by comparing the results of each solver with
field pigging data from the Korea gas corporation. A dynamic model of the pipeline
inspection gauge is developed by adopting the Stoner-based method of
characteristics (MOC) and MOC-finite volume method (FVM) hybrid models for
the fluid part and the tuned friction and weighted friction models for the friction part.
Although the overall results of the proposed pigging solvers are in good agreement
with the field pigging data, the performance differences between the solvers are
clearly identified through error evaluations. Among the flow models, the MOC-FVM
hybrid model exhibits higher accuracy than the Stoner-based MOC in both
simulation and prediction performances. Among the friction models, the tuned
friction model exhibits higher accuracy in simulation performance, whereas the
weighted model exhibits higher prediction performance. Therefore, among the four
solvers, the solver based on the hybrid-tuned friction model exhibits the best
simulation performance, and the solver based on the hybrid-weighted friction model
exhibits the best prediction performance. These results indicate that the flow model
and friction models can be strategically combined to develop a pigging solver

depending on the usage requirements.
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Chapter 1. Introduction

1.1. Research background

Pipelines are the safest and most cost-efficient method for transporting large
amounts of natural gas from gas reserves to major markets. Safety is the first priority
in transporting natural gas to avoid fatal accidents in urban areas. Currently, a
pipeline inspection gauge (PIG) is a widely used tool in oil and gas industry for flow
assurance and pipeline integrity. The role of PIG in terms of flow assurance is mainly
used to remove deposits in pipes such as wax and hydrates. This type of PIG is called
a mechanical PIG. Recently, intelligent PIG or smart PIG, which can inspect long-
distance piping with non-destructive inspection technology and new propulsion
system, is being utilized in the industry. This study begins with the problem of
operating an Intelligent PIG in a single-phase gas pipeline network.

Since the PIG is driven by the force of the fluid, the operating conditions of the
inlet and outlet are the main variables that determine the PIG behavior. It is also
significantly different from normal pigging in that long linepacks are created on the
front and back of the PIG because it operates within a pipeline network. This line
pack also acts as a key variable in determining PIG behavior. Most pigging
operations in gas pipelines are performed at regular flow rates at normal operating
pressures, with PIG speeds typically in the 2-5 m/s range [64, 76, 77].

However, pigging in low-pressure and low-flow gas pipelines is very difficult
because of speed excursions that rapidly increase the PIG velocity. Predicting and

Mitigating speed excursions is an important challenge during the gas pipeline

pigging process.



When a speed excursion occurs, the data acquisition efficiency of the MFL
(Magnetic Flux Leakage) system attached to the PIG decreases significantly when
driving at 5 m/s or more, and the meaning of the inspection disappears. When driving
at 10 m/s or more, the risk of structural impact between PIG and pipeline greatly
increases [65, 71].

Some studies have been conducted to simulate and predict PIG velocity. In early
research on pigging models, the basic steady-state pigging model in multiphase flow
[2, 44], and transient pigging simulation with the method of characteristics (MOC)
[24, 38] were studied. The computational fluid dynamics (CFD) approach was used
to study the fluid term [1, 18, 82], whereas the friction term was mainly studied with
theoretical models and driving cup experiments [9, 16, 36, 42]. For modeling PIG
dynamics in natural gas pipelines, the method of characteristics (MOC) has been
proposed for solving the transient gas flow equations, and the Runge—Kuta method
has been proposed for the dynamic equations of PIGs [34, 35]. Based on their
proposed MOC model, additional numerical studies related to pigging simulations
have been performed [4, 10, 14, 15, 49, 79]. Furthermore, flow-governing equations
such as the Euler equation or other simplified equations are solved using the MOC
or finite volume method (FVM) numerical schemes. Furthermore, studies related to
multiphase flow analysis in gas-liquid mixture pipeline pigging [48] and local two-
dimensional flow analysis around the bypass PIG have been conducted [3].

In general, the PIG velocity can be simulated using a commercial multiphase flow
simulator widely used in the oil and gas industry [13, 25, 43, 83], and has been also
used to validate their pigging model [8, 22, 48]. In most of the existing pigging
simulation studies, the friction was assumed to be constant, and the previous studies

did not focus on speed excursion due to friction variation [39, 25, 10, 49, 14, 15, 28,
b oy i 5
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20, 31, 66, 67, 74, 75, 87, 88, 89, 90]. Friction is generally estimated based on
empirical findings [78], field experience [23], and guesswork with a high degree of
uncertainty [11, 27, 36]. O’Donoghue (1996) proposed a simplified wall force model
that includes the geometric and material properties of the sealing disk [42]. Although
this model is the first physical equation-based friction model, friction is relatively
underestimated [16, 17, 19, 42, 50]. A two-dimensional linear and non-linear friction
model for contact force simulation was proposed as a method of finite element (FE)
calculation of the sealing disk [47, 50, 81, 84, 85, 86]. However, it is difficult to
include the FE calculations in the existing PIG models.

Some experimental studies have been conducted for PIG dynamics. Research
related to PIG dynamics has mostly focused on engineering simulations to predict
the dynamics [1, 10, 18, 20, 28, 34, 35, 39, 49, 68]. Only a few papers have addressed
the speed excursion phenomenon during natural gas pipeline pigging [19, 26, 32].
Researchers have conducted experiments on bypass pigging technology [5, 6, 7, 19,
21, 30, 52, 69, 73]to investigate PIG dynamics. A few studies have focused on the
friction and resistance of PIG [12, 33, 47, 50].

Despite growing demand for CO, and H, pipelines, most previous studies have
been limited range to natural gas pipeline pigging. Integrity assessment of CO, and
H, pipeline with a ‘smart PIG’ is also viable, but very few inspections runs with
smart PIG are reported [60, 61, 62, 63]. Inspection pigging of CO, and H,
pipelines is not routinely done and regarded as more difficult than natural gas
pipeline pigging.

This study began with the fundamental question of why speed excursions occur,
how they relate to main variables, and whether they can be simulated and predicted.

The dissertation consists of three main parts to present various models, solvers and
. .
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methodologies that can predict the unstable behavior of PIG such as velocity
excursions through modeling, simulation and experiment. The main goal of the
current PhD project is to gain a better basic understanding of the physics of speed
excursions in gas pipelines to improve engineering models used in industry for
pigging operations. In the industry, PIGs have been used for decades, but little
research on speed excursion phenomenon has been conducted. Therefore, pigging
operations with speed excursions rely heavily on the rule of thumb that low pressure
and low flow cause excessive speed excursion and that friction of PIG should be
reduced to reduce speed excursion. However, few studies have done the effect of
pressure and flow rate on speed excursion and are not very well understood as they
depend on the operator’s experience. The emphasis in our study will be on speed
excursion phenomenon. The results can be used to implement the engineering design
tools used to predict the speed excursion and PIG velocity in natural gas pipeline.

In the Chapter 2, two novel friction models of pipeline inspection gauges were
proposed to simulate and predict speed excursions occurring in the total distance
ratio of a pipeline generated by numerous bends and changes in wall thickness. These
two friction models are tuning models based on field data to simulate speed
excursions due to frictional variation, and can be strategically selected according to
the purpose of the simulation. These results mean that the speed excursion at the total
distance ratio can be simulated and predicted with high accuracy using the proposed
friction models. Therefore, these two novel friction models would provide insights
for the operators to simulate and predict the dynamics of the PIGs in their pipeline
networks.

In the Chapter 3, speed excursion due to changes in wall thickness were

experimented to investigate the mechanism of speed excursion and the relationship
4 H = TH
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between speed excursion and main variables as flowrate, wall thickens change, and

linepack length. The research questions in this chapter are as follows:

What is the mechanism and process of speed excursion?

What is the relationship between speed excursion and main variable?
Does speed excursion increase at low flowrate?

Does line pack affect speed excursion?

Is it a linear relationship or a non-linear relationship?

In the Chapter 4, as a follow-up study of the Chapter 2, four pigging solvers that

were developed by employing different combinations of flow and friction models

were proposed. The research questions in this chapter are as follows:

Which solver has the best simulation and predictive performance?

In fluid parts, does the hybrid-based solver perform better than stoner-based
solver?

How much does the simulation accuracy and predictability change depending on
the flow model?

How different are the analysis times for different flow models?

In friction model parts, does the weighted-based solver perform better than
tuned-based solver?

How much does the simulation accuracy and predictability change depending on
the friction model?

How different are the analysis times for different friction models?

The three chapters covered modeling, simulation, and to get better understanding

and insight for speed excursion, and carried out research that could be a starting point

for speed excursion as shown in the Figure 1-1. In chapter 4, interest in CCS and

hydrogen is increasing, so as a further study, Industrial application on pigging

1]
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simulation of CO, and hydrogen transport pipelines using the solvers proposed in

the three chapter.
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Figure 1-1. Scope of the PhD thesis
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Chapter 2. Modelling and simulation of pigging in
natural gas pipeline*

2.1. Introduction

Natural gas is an important energy source to lower the carbon emission and to
bridge to zero-carbon energy society. Long-distance transportation of natural gas
relies on the technical advances of liquefaction and natural gas storage under
cryogenic conditions. However, the distribution of natural gas requires the pipeline
network to efficiently connect the storage sites to the customers, including
households and commercial buildings. The natural gas pipeline is operating under
high, medium, and low-pressure conditions depending on the distance from the
compression junction, thus the safe operation of the pipeline is the highest priority
to avoid fatal accidents in urban area. As the pipeline failure is mostly started from
the small cracks on the pipeline surface, there have been efforts to develop the
pipeline's inspection technologies. Among them, pipeline inspection gauges (PIGs)
are extensively used for the maintenance of long pipelines. According to the industry,
pigging in high-pressure pipelines is generally performed stably, but pigging in low-
pressure/low-flowrate pipelines is unstable due to speed excursion, which indicates
sudden acceleration of PIG [45].

Speed excursion is mainly caused by gas compressibility and friction variation. In
our field pigging data of low-pressure/low-flowrate gas pipelines, speed excursion
has been frequently observed, which mainly occurs when the PIG passes through
sections where friction increases instantaneously, such as bends and changes in wall
thickness. In general, it is recommended that the velocity of the PIG be in the range
of 2-5 m/s in natural gas pipelines, but speed excursions over 5 m/s frequently occur,

which reduces the safety and inspection efficiency.

* This chapter is partially adapted from Speed excursion simulation of PIG using improved friction
models in Journal of Natural Gas Science and Engineering 97 (2022) 104371 with authors S. Kim, K.
Yoo, B. Koo, D. Kim, H. Yoo, and Y. Seo. (https://doi.org/10.1016/j.jngse.2021.104371)
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According to existing studies, various studies have been conducted to simulate and
predict PIG velocity. In the equation of motion of the PIG, the fluid and friction terms
are the main uncertainties. The computational fluid dynamics (CFD) approach was
used to study the fluid term [1, 18], whereas the friction term was mainly studied
with theoretical models and driving cup experiments [9, 16, 36, 42].

For modeling PIG dynamics in natural gas pipelines, the method of characteristics
(MOC) has been proposed for solving the transient gas flow equations, and the
Runge—Kuta method has been proposed for the dynamic equations of PIGs [34, 35].
Based on their proposed MOC model, additional numerical studies related to pigging
simulations have been performed [4, 10, 14, 15, 49]. In addition, various numerical
models for pigging simulations have been developed. A numerical model of a PIG
with the continuity and linear momentum equation for a compressible gas flow [20],
two- and three-dimensional numerical models of PIG dynamics for gas pipelines
[39], and pigging simulation in multiphase pipelines [28] have been developed.
Speed control simulations and experiments using the PIG bypass valve have been
also studied to prevent speed excursions [5, 32, 37].

In general, the PIG velocity can be simulated using a commercial multiphase flow
simulator widely used in the oil and gas industry [13, 25, 43], and has been also used
to validate their pigging model [8, 22, 48]. However, the current pigging model in
the commercial pigging simulator often fails to simulate the locally occurring speed
excursion in detail, because it is difficult to reflect the variations in friction force
between the PIG and pipe wall that occur when passing through bends and variations
in wall thickness.

In most of the existing pigging simulation studies, the friction was assumed to be
constant, and the previous studies did not focus on speed excursion due to friction
variation [39, 25, 10, 49, 14, 15, 28, 20, 31]. A literature survey reveals very few
papers that address the speed excursion of PIG that occurs when a PIG passes
through bends or wall thickness changes. The objective of the analysis to be
presented in this paper is to propose two novel friction models that can simulate and
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predict the speed excursion when PIG passes through bends or wall thickness
changes, and to show the applicability and performance of the models through the
error evaluation.

The first friction model is an extension of previous studies that assume friction force
to be constant. This first model adopted the dynamic friction table in which the
friction constant can be entered as many times as the number of occurrences of speed
excursion. Friction variation due to bends and wall thickness changes can be
simulated by tuning values in the dynamic friction table. The second friction model
utilizes a linear equation for friction variation caused by changes in wall thickness
and pipe bends, then weight parameters are applied to determine the influence of
each factor. This approach has not been considered in previous PIG studies. The two
proposed friction models were validated in detail using a fairly large amount of field
pigging data from the Korea Gas Corporation (KOGAS).

The main difference between the first and second friction model is the level of detail
and predictability of the speed excursion simulation. In the first friction model, called
tuned friction model, speed excursion simulation is possible with high accuracy, but
the modeling requires significant amount of time while its predictability may
decrease when the operating conditions change, such as gas flow rate and pressure.
To compensate for the shortcomings of the first friction model, a second friction
model, called weighted friction model, was developed. This model simulates the
speed excursions caused by all bends and changes in wall thickness in detail, and
therefore the speed excursion can be predicted for future pigging operation even if
the input conditions change. However, its accuracy may be slightly lower than that
of the first model. These two friction models are tuning models based on field data,
which can be strategically selected according to the purpose of the simulation and
will provide insights for the operators to design the pigging of the natural gas

pipeline network.



2.2. Model description
2.2.1 PIG dynamic model

A schematic of a PIG moving in a pipeline is shown in Figure 2-1. The dynamic
equation (2.1) of the PIG are derived from Newton’s second law and are divided into

two terms as follows:

— ]
- <=
Pioy T - PIG @ F -
- S
Upstream Downstream

Figure 2-1. Schematic of conventional PIG

m, % =F,—F = (P, —P,)A—F; (2.1)

Where m,, is the PIG mass, v, is the PIG velocity, F, is the driving force of
PIG, F; is the friction force between PIG and pipe wall, P; is the pressure at PIG
tail, P, is the pressure at PIG nose, and A is the area of inner pipe cross-section.

In the equation (2.1), it can be observed that the PIG velocity is determined by the
balance between the driving force resulting from the differential pressure at the rear
and front of the PI1G and the friction force between the PIG and pipeline wall. In the
case of differential pressure, it can be calculated using the fluid model applied to the
numerical model. In this study, referring to previous studies [34, 35], the transient
gas flow equations are solved by the MOC, and then the Runge—Kuta method is used

to solve the dynamic equation of a PIG.
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2.2.2 Gas flow model

The gas flow in the pipeline was modeled as a one-dimensional unsteady flow
model using method of characteristics(MOC). MOC is a numerical technique that
converts the governing equation of fluid in the form of partial differential equation
into the form of ordinary differential equation. Although the accuracy is slightly
lower than other numerical model, it is a widely used for a one-dimensional unsteady
flow models that require many calculations, such as long pipelines. In Figure 2-2,
we defined a simplified governing equation with several assumptions, and the PDE
form of the governing equation is converted into an ODE form that can calculate

flow variables. At the time step of t;, the equations for the forward characteristic

line and the backward characteristic line at each grid point are solved to calculate the

flow variable to the next time step  tj1.

PDE at
[Governing eqn.]
¢ tis1
ODE

[Characteristic lines]
Flow parameters
at next time step

Xi— Xi X
t=1 i i+1 Ax

Figure 2-2. Backward and forward characteristic lines using method of

characteristics (MOC).

The natural gas flow in the pipeline was assumed as following.

(1) The inner fluid is an ideal gas and is single-phase.

(2) The internal diameter of the pipeline is a constant

(3) To ignore the effect of gravity, the center line of the pipeline is placed on the

horizontal line.

11 M 2l



(4) The friction factor is a function of wall roughness, and Reynolds number.
Steady state values are used in transient calculation.

(5) The flow of gas is quasi-steady heat flow.

In this model, the gas density is the main concern, which is dependent on the
temperature and pressure of the gas composition. The first assumption simplifies gas
density calculations using the ideal gas law. To model the unsteady flow, four

governing equations, continuity, momentum, state equation, and energy equations

(2.2)-(2.5) are as follows.

ap ap du
2.2
ot uax TP =0 @2
dp du Ju fh
il 2.3
ox TP TPt 23)
p
. RT = (y - 1C,T (2.4)
qS
— p(e + —)] +=—= [pu(e + —)] + —(pu) -—=0 (2.5)

Where p is the fluid density, u is the flow velocity, p is the flow pressure, f,
is the friction force of fluid flowing in the pipeline, R is the gas constant, T is the
flow temperature, y is the ratio of specific heat, C, is the specific heat at constant
volume, e is the internal energy per unit mass, g is the compound rate of heat inflow
per unit of pipe wall, and S is the perimeter of pipe.

The nonlinear hyperbolic partial differential equations (2.2)-(2.5) are transformed
to ordinary differential equations using the MOC. The Transformed ordinary

differential equations (2.6)-(2.8) are as follows.

du cdp_y—-1gq fh<u(y—1)

dx
—1)al —= .
dt ypdt c pm pA c )aong dt ute (2.6)

12 11 I|



du «c¢cd -1 u(ty —1 dx
____p__y_i_f_h<w+ 1)alonga=u—c 2.7

dt ypdt c pm pA c
du dp q fau dx
2 (-1 (—+= — = 2.8
FTIAPT: (y 1)(m + 1 ) along il (2.8)

Where the parameter m, ¢, q, and f} can be calculated by the equations (2.9)-

(2.12). The value of friction force of fluid flowing in the pipeline, f; can be

calculated as shown in the reference [46].

= A 2.9

m = E 2.9
c=.yp/p (2.10)
q=Cc(Text —T) (2.11)
fh = %T[dfpuz (2.12)

Where m is the hydraulic mean radius of pipe, ¢ is the wave speed, C, is the
convection heat transfer coefficient, and T,,; IS the seabed temperature.

The fluid variables p, u, and p are solved at each location x and time t. The

sampling distance and time are chosen under the CFL stability condition (2.13).

2.13
u+c (2.13)

Figure 2-3 shows the relationship between fluid variables p,p, and u at the
time step t;j_; and at the following time step t;. At time step tj_4, variable p, p,
and u at grid points S, M, and R are obtained from linear interpolation of the data
on O, N and L. Subsequently, the gas flow parameters at point p can be derived

from previous calculated grid points S, M, and R. Then, we integrate the equations

(2.6)-(2.8) along the corresponding characteristic lines dx/dt to get the desired

variables through the equations. From linear interpolation, equations (2.14)-(2.16)
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can be derived, and finally the desired variables will be obtained through the

equations (2.17)-(2.19).

K'Y
At
t: 4. ¥ L (o]
‘ Xi-1 / , X \l Xing
1 I H i
1 1 H i
1 1 L H o
= | :
i uyar ) H
1 ] !
L (uy +cy)At ‘L (uy — cy)At J
Ax =i< Ax
Figure 2-3. Characteristic lines used in MOC.
uy + cy)At
X = X + (X, — Xy St w2 (2.14)
Ax
uyAt
Xy =Xy + (X, — Xp) — (2.15)
Ax
(uy — cy)At
Xs =Xy — (Xo — Xy) ———— (2.16)
Ax
14 Crt+Cs
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2.3. Novel friction models

The friction force in the dynamic equation of a PIG can be basically modeled by
applying a static friction force when the PIG is stationary, and a dynamic friction
force when it is moving, as shown in Figure 2-4. Speed excursion occurs owing to
the difference between the static and dynamic friction forces. In most previous
studies, pigging simulations were performed by inputting static and dynamic friction
forces as constants shown in the equation (2.23). However, the friction model in
the previous studies can only simulate the speed excursion that occurs in the initial
stage, and it is difficult to simulate numerous speed excursions occurring in the total
distance ratio due to bends and wall thickness variations. To overcome this limitation,
in this study, two models that can express friction changes during pigging were

proposed.

Friction
force

Static friction

Dynamic friction

e

" Where static friction exceeds
dynamic friction

Time
Figure 2-4. Friction force of basic friction model when PIG starts to move

F ifv, =0
Ff — (2.23)
Fd ifvp 0

T
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2.3.1 Tuned friction model

The first friction model, called tuned friction model, uses a dynamic friction table
coupled with an exponential dynamic friction model to simulate the instantaneous
increase in friction force when the PIG passes a bend or variation in wall thickness.
The dynamic friction table is a constant table of the dynamic friction force at the
locations where speed excursions will occur. This model requires field pigging data
because the location and velocity of the speed excursion must be specified in advance.
Figure 2-5 shows an example of the range to which the constant friction force of the
dynamic friction table and the friction force calculated from the exponential friction
model are applied. When the PIG passes through the bend or wall thickness variation,
the friction force set in the dynamic friction table is applied. Otherwise, the friction
force calculated from the exponential dynamic friction model or the default dynamic

friction force is applied, which can be selected by user.

: Exponential friction model

PIG Bend or wall thickness change {1 : Dynamic friction table
—
i :
4 3

Figure 2-5. Range of dynamic friction table and exponential friction model

Figure 2-6 and equation (2.24) show how the friction force of the tuned friction
model is applied. When the PIG starts to move, the first speed excursion is calculated
based on the friction variation between F; and Fj. The speed excursions that occur
as the PIG passes through the bends and wall thickness changes after departure can
be calculated based on the friction variation between Fg, and F; (Fgq, Fgp, Fg3 ).
Where F,; isthe dynamic friction force when PIG is at a constant velocity, and F;q
is the dynamic friction force at the first speed excursion, Fy, isthe dynamic friction
force at the second speed excursion, and Fj; is the dynamic friction force at the i-

th speed excursion.
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F, ifv, =0
Fr = (2.24)
FledlleZleB Fdi ifvp *0

Friction
force

Static friction, ¥;

Dynamic friction table, Fy3
{ }

Dynamic friction table, Fy,
Dynamic friction table, F,”/("{‘.::

E-Fy Far-Fq Faz-Fy Fas-Fq

Dynamic friction, Fy

Time
Figure 2-6. Calculation method of friction variation caused by bends and wall

thickness changes in tuned friction model

F, is estimated based on field data, however, Fj;; should be found by tuning the
values that can best simulate the field PIG velocity. The friction force of F; can be
used by selecting the constant friction force set by default or the friction force
calculated from the exponential model (2.25). The friction force of an object showing
stick—slip motion is a function of velocity, and when the friction force decreases from
static to dynamic friction, it exhibits exponential decay as a function of velocity [29].
To simulate the motion of the PIG in a manner similar to the real one, F; was

calculated using an exponential friction model.

Fr = Fy + (F — Fy)e ™%l (2.25)
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Where Fy is the friction force between PIG and pipe, F; is the dynamic

friction of PIG, F; is the static friction of PIG, «a is the decay constant, and
F; is the PIG velocity.

Figure 2-7 shows the simulation algorithm using the tuned friction model. Based
on the field pigging data, the simulation was performed by inputting the initial
estimated friction in the dynamic friction table. If the simulation result applying the
initial estimated friction does not agree well with the field pigging data, the error can

be reduced by tuning the estimated friction again.

Input data
(Pipe specification, operation condition, PIG specification)
1 Dynamic friction table
Set the estimated friction in the dynamic friction table [+~ _ Fs ifv, =0
(FaFay, Faz Fas--) T R Fa Foags Fts o ifv, # 0
I Set sampling time and distance I<—|
1 N Courant-Friedrichs-Lewy Condition
CFL stability condition is satisfied? lJ A
| . CFL = Ur p &l
Y
! N
| Calculate PIG dynamics |<—| i PIG dynamic model
v,

m—L =

dt Fy —Fp = (P —P)A—mgsina —Fy

z

|

| PIG reaches the end of pipeline?

I
Y
| Speed excursions are well simulated? %

T
Y

End

Figure 2-7. Flowchart of simulation algorithms for tuned friction model
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2.3.2 Weighted friction model

The second friction model, called weighted friction model, uses the linear equation

of friction variation due to bends and changes in wall thickness and weight
parameters to determine the influence of each factor. Figure 2-8 shows how the

model calculates friction using a network.

Input from pipeline
information data User-defined

Weight parameter

Coefficent of friction

1

Weighted sum Estimated friction force ~ Simulation results

w3

PP

/@) 8] )

Wy

Figure 2-8. Schematic network for weighted friction model

This model has been proposed to use the field pigging data directly as an input to
the linear equations, where the weight parameters are applied to determine the
influence of each variable on the friction force. The amounts of added friction due
to bends and changes in wall thickness are determined using the weight parameters.
The bend angle and wall thickness data are loaded from the field data and then
directly used as input values in the linear friction equations. In our field data, tree
angles (Type A, B, and C) of bends and some wall thickness changes were observed,
which were identified as the main parameters influencing the friction fluctuations.

However, if there are additional causes for the friction variation, they can be
included in the model as additional parameters. In addition, by composing the

formula with the increased wall thickness of the default wall thickness, it is possible
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to reflect the additional friction caused by all the changes in wall thickness. The

linear equations (2.26)-(2.30) for the weighted friction model are as follows:

Fr = Fa(1 + kpena + Kcnwt) (2.26)
kpena_typea = W1 * Rp_typea (2.27)
kpena_types = W2 * Rp_types (2.28)
kpena_typec = W3 * Rp_typec (2.29)

Kehwe = Wy * (tC::”) (2.30)

Where kpenq is the friction coefficient of bends, k., is the friction coefficient
of wall thickness variations, R; is the radian of bend angle, w is the weight
parameter, t, is the initial wall thickness, and t.,,; isthe changed wall thickness.

From the field pigging data, it was shown that when the PIG passed through bends,
the friction force changed significantly depending on the angle of the bend. On the
other hand, the changed wall thickness had a relatively small effect on the friction
force than the bend angle. Therefore, three weight parameters were constituted to
adjust the friction according to the bend angle as shown in equations (2.27)-(2.29),
and the variations in wall thickness was constituted by one weight parameter as
shown in equation (2.30).

Figure 2-9 shows the simulation algorithm using the weighted friction model. This
algorithm simulates all the bends and wall thickness changes in the pipeline by
fetching the bend and wall thickness data in the pipeline information data. The user
needs to determine empirically the initial weight parameters by estimating the
influence of each degree of bend and change in wall thickness on the friction force.
If the simulation result applying the initial weight parameters does not agree well
with the field pigging data, the error can be reduced by adjusting the weight

parameters.
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Input data
(Pipe specification, operation condition, PIG specification) Weighted friction model
1 Fr = Fa(1 + kpena + Kenwe)
Read bend and wall thickness data from pipeline information data |~ --------- Kpend_typea = W1 * Ry typea
1 Kvena_types = W2 * Rp_typep
Set weight parameters kbena_typec = W3 * Ry typec
(w1, W2, w3, wy)
l ket = wy * (M)
to
| Set sampling time and distance |<—|
N iy X ege H
1 Courant-Friedrichs-Lewy Condition i
I CFL stability condition is satisfied? l—-’ At i
' ' o ;
R N CFL = u, TR <1 1
4 i
1 1
| Calculate PIG dynamics . PIG dynamic model E
N dvy, 9 H
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I PIG reaches the end of pipeline? i
T
Y
)
| Speed excursions are well simulated? l—
Y
End

Figure 2-9. Flowchart of simulation algorithms for weighted friction model
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2.4. Validation

To validate the proposed friction models, we introduce four error evaluation
equations that calculate the error between the field pigging data and the simulation
results of the proposed models. The simulation results were compared with the field
pigging data for three different routes obtained by the KOGAS. The average absolute
error (AAE) is a widely used quantitative evaluation method. As shown in equation
(2.31), the difference between the field data and numerical solution is expressed as
an absolute value, and the values are summed and divided by the number of
observations. The root mean squared error (RMSE) is also a quantitative error that
shows the difference between the field data and numerical solution (2.32). In
particular, when the RMSE method is used, the greater the deviation of the error is,
the larger the values. Along with these methods, the coefficient of residual mass
(CRM) is used to show the extent to which the numerical solution of the model is
under or overestimated compared to the observed value (2.33). If the CRM is more
than 0 or less than 0, it indicates that the numerical solution is under or overestimated,
respectively [40]. The mean absolute percentage error (MAPE) is a measure of
simulation and prediction accuracy of models in statistics (2.34). It usually expresses
the accuracy of models as a ratio.

For comparing the actual PIG velocity and simulated PIG velocity, the error was
calculated using the linear interpolation method with an interval of 0.1 m in the

pigging distance.

1lD; = 04
n @2.31)

n (D —0;)?
i=1\"1 L
RMSE (Root Mean Squared Error) = e (2.32)

AAE (Absolute Average Error) =
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n o0, —Y"_D.
CRM(Coefficient of Residual Mass)z[ =1 ln i=1 D1l

i=10i (2.33)
n
100~ |D; — 0]
MAPE(Mean Absolute Percentage Error) = - Z D (2.34)
i=1 ¢

Where D; is the i-th actual PIG velocity from field pigging data, and O; is the
i-th simulated PIG velocity, and n is number of samples.

To validate the proposed friction model, the simulation results were compared with
the field pigging data of three pipeline routes obtained by the KOGAS. The field
pigging data of the two routes, Route-A and Route-B, were compared with the
simulation results using the tuned friction model. Figure 2-10 shows partial field
pigging data up to first 61.4 % of the total length of Route-A. The distance ratio on
the x-axis indicates the ratio of the PIG travel distance to the total length of Route-
A. The Route-A pipeline is correspond to the low-pressure and low-flowrate
operating conditions. High-speed excursions (SE no.1, and no.4) were observed near
0.37 and 21.26 % of total travel distance, and small speed excursions (SE no.2, no.3,

and no.5) were observed at 9.86, 11.93, and 51.81 % of total travel distance.

—Field pigging data - Route-A

PIG velocity (m/s)

0 10 20 30 40 50 60

Distance ratio (%)

Figure 2-10. Field pigging data of Route-A
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The Route-B pipeline is also corresponded to the low-pressure and low-flowrate
operating conditions and three high-speed excursions (SE no.1, no.2 and no.3) were
observed near 0.39, 43.93, and 77.79 % of total travel distance. In Route-C, pigging
was performed under different flow conditions two times. The 1st pigging results
were compared with the simulation results using the weighted friction model. Then,
the speed excursions were predicted for the 2nd pigging operation conditions by
adopting the weight parameters determined from the 1st pigging results. The

estimated PIG velocity ratio was compared to the 2nd pigging operation data.
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2.5. Results and discussion

2.5.1 Simulation of Route-A and Route-B

The operating conditions, PIG’s specification, static friction, and default dynamic
friction were entered based on the field pigging data. The friction values that need to
be entered into the dynamic friction table of the tuned friction model are listed in
Table 2-1. The initial F;; of the dynamic friction table that simulate speed excursion
was also estimated based on field pigging data. If the simulation result applying the
initial estimated friction does not agree well with the field pigging data, the error can
be reduced by tuning the estimated friction again. Through several tuning processes,
the dynamic friction table values in Table 2-1 were found.

In the field pigging data, local velocity fluctuation occurs more frequently because
of the numerous bends and variations in wall thickness, so more friction values
should be entered into the dynamic friction table for a detailed simulation. In this
study, a speed excursion of approximately 5 m/s or more was considered for
validation purposes. For the case of Route-A, the values of Fjq, Fyz, F43,and Fyu
were entered into the dynamic friction table to simulate the occurrence of four speed
excursions. In the case of Route-B, two speed excursions were observed over 5 m/s,

and thus the values of F;; and F;, were entered in the dynamic friction table.

Table 2-1. Dynamic friction table of the tuned friction model for each route

Parameter Route-A Route-B Unit
Static friction, F; 0.85 1.2 bar
Default dynamic friction, F;  0.365 0.365 bar
Dynamic friction table, Fjj; 0.58 1 bar
Dynamic friction table, Fy, 0.58 1.48 bar
Dynamic friction table, Fy3 0.8 - bar
Dynamic friction table Fy, 0.52 - bar

3§ 53 17
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Figure 2-11 shows the simulation results of Route-A using the tuned friction model.

It can be observed that the average PIG velocity and speed excursions are well
simulated, but a slight error occurs in the distance ratio where the speed is
decelerated after the speed excursion. In order to reduce the error occurring in the
deceleration distance ratio, it is necessary to input detailed boundary conditions such
as operating pressure, flowrate, linepack length. However, the constant boundary is
assumed in this route because of insufficient field data.

Table 2-2 shows error evaluation in total distance ratio of pipeline, and Table 2-3
shows speed excursion error for Route-A. The evaluation results suggested that the
AAE and RMSE were 0.61 and 0.97, respectively, which were larger than expected.
However, the MAPE for speed excursions showed a high accuracy of 3%. This result
means that the deceleration distance ratio could not be simulated with high accuracy
due to insufficient field data, but the speed excursion can be simulated well. Because
the CRM result is 0.12, the numerical solution is underestimated compared to the

field pigging data, suggesting more accurate prediction is required for the

deceleration of the PIG.
12 - —Field pigging data - Route-A
SEno.4 —Tuned friction model
10 T

SEno.2 ¢f 103
/—~\\I’~\‘

i
Ny W

PIG velocity (m/s)
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0 T T T T
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Distance ratio (%)

Figure 2-11. Simulated PIG velocity using the tuned friction model - Route-A
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Table 2-2. Error evaluation in total distance ratio of pipeline — Route-A

Error model Value Criteria

AAE [m/s] 0.61 <1m/s
RMSE 0.97 -
CRM > 0 underestimate

CRM 0.12
CRM < 0 overestimate

Table 2-3. Speed excursion error using the tuned friction model — Route-A

PIG velocity
Distance ratio Error rate
SE no. Field pigging data ~ Simulation
(%) (%)
(m/s) (m/s)
1 0.37 8.9 8.93 0.33
2 9.86 5.5 5.48 0.36
3 11.93 5.4 5.44 0.74
4 21.26 9.7 10.3 6.2
5 51.81 4.5 4.83 7.3
MAPE (%) 3

Figure 2-12 shows the simulation results of Route-B using the tuned friction model.
In this route, detailed boundary conditions were entered due to sufficient field data.
Therefore, it was able to simulate the average speed and speed excursion well in total
distance ratio. Table 2-4 shows error evaluation in total distance ratio of pipeline,
and Table 2-5 shows speed excursion error for Route-B. In the table, it was confirmed
that the AAE and RMSE were 0.33 and 0.54, respectively, which was relatively
lower than the error of Route-A. Also, the MAPE for speed excursions showed a
high accuracy of 0.79%. Because the CRM result is 0.0044, the numerical solution

is slightly underestimated compared to the field pigging data. These error result
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shows that average speed and speed excursion of PIG can be simulated with high

accuracy due to the detailed boundary conditions.

PIG velocity (m/s)

0 20

Figure 2-12. Simulated PIG velocity using the tuned friction model - Route-B

40

60

Distance ratio (%)

—rField pigging data - Route-B
—Tuned friction model

SE no.3
1'_\\

1/

80

Table 2-4. Error evaluation in total distance ratio of pipeline — Route-B

Error model  Value Criteria
AAE [m/s] 0.33 <1m/s
RMSE 0.54 -
CRM > 0 underestimate
CRM 0.0044

CRM < 0 overestimate
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Table 2-5. Speed excursion error using the tuned friction model — Route-B

PIG velocity
Distance ratio Error rate
SE no. %) Field pigging data  Simulation %)
(m/s) (m/s)

1 0.39 7 6.99 0.14

2 43.93 7.64 7.79 1.96

3 77.79 11.06 11.09 0.27
MAPE (%) 0.79
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2.5.2 Simulation and prediction of Route-C

The operating conditions, static friction, and default dynamic friction were entered
based on the field pigging data. To simulate the speed excursion with a weighted
friction model, it is necessary to determine the weight parameters considering the
influence of each variable on the friction. The influences of the bends and wall
thickness of Route-C on the friction and weight parameters are listed in Table 2-6.
When passing through a bend of Type A, the friction is instantaneously increased by
20% compared to the default dynamic frictional force; in the bend of Type B, it is
increased by 32%, and in the bend of Type C, it is increased by 51%.

In the case of increased friction due to variation in wall thickness, the default wall
thickness is the straight pipe’s wall thickness, and the friction increases
instantaneously by 30%, 37%, and 40% owing to increases in wall thickness of 2.4,
5.6, and 7.2 mm, respectively. The increase in friction for each variable was
determined using the weight parameter. In Route-C, pigging was performed twice
under different operating conditions. Using the weight parameter determined from
the 1st pigging operation, simulation was performed to observe whether the field

pigging data for 2nd pigging could be matched.
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Table 2-6. Friction increase by weight parameter for each variable

Route-C Friction
Weight
Variable increase
parameter  Ist pigging  2nd pigging
(%)
Type A bend wq 0.5 0.5 20
Type B bend wy 0.41 0.41 32
Type C bend ws 0.33 0.33 51
Increase of 2.4 mm
30
wall thickness
Increase of 5.6 mm
Wy 0.25 0.25 37
wall thickness
Increase of 7.2 mm
40

wall thickness

The simulation results of Route-C in the st pigging using the weighted friction
model are shown in Figure 2-13 (a). For this route, detailed boundary conditions
were entered due to sufficient field data. Despite the numerous bends and changes in
wall thickness in the total distance ratio, it can be observed that the field pigging data
and the average PIG velocity of the simulation agree well.

However, the error of AAE and RMSE of 1st pigging simulation are shown in Table
2-7 as 0.51 and 0.81, which are relatively higher than the error results of Route-B.
The reason is that the larger local error was calculated since the numerous speed
excursions due to all bends and wall thickness changes in the total distance ratio were
simulated. The MAPE for speed excursions showed a relatively higher accuracy of
5.73% as shown in Table 2-8. This means that the weighted friction model generates
a relatively higher error, but the error rate of 5.73% is a reasonable error because it
generates an average error of about 0.24 m/s.

The result of predicting speed excursion by inputting the weight parameters
determined in the 1st pigging simulation to the 2nd pigging operation conditions is

3§ 53 -11
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shown in Figure 2-13 (b). Despite the different operating conditions in 1st and 2nd
pigging, the average PIG velocity and speed excursion of 2nd pigging were able to
predict similarly to the accuracy of the 1st pigging simulation. The AAE and RMSE
of the 2nd pigging simulation are shown in Table 2-7 as 0.56 and 0.85, which are
very similar to the error values of the 1st pigging simulation. The MAPE of 2nd
pigging is shown in Table 2-9 as 7.25%, which value slightly increased compared to
the MAPE of the 1st simulation, but it is an also reasonable because it generates an
average error of 0.36 m/s.

These obtained results suggest that the speed excursions can be predicted very
well even under the different operating conditions once the weight parameters are

specified for the route.

(a) " ——Field pigging data - Route-C (1st pigging)
——Weighted friction model
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(b) = —Field pigging data - Route-C (2nd pigging)
~——Weighted friction model
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Figure 2-13. Prediction of PIG velocity for future pigging using the weighted
friction model - (a) simulated PIG velocity at the 1st pigging (b) predicted PIG

velocity at the 2nd pigging.
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Table 2-7. Error evaluation in total distance ratio of pipeline — Route-C (1st

and 2nd pigging)
Case Error model Value Criteria
AAE [mv/s] 0.51 <1m/s
Ist pigging RMSE 0.81 -
simulation CRM > 0 underestimate
CRM —0.0052
CRM < 0 overestimate
AAE [nv/s] 0.56 <1m/s
2nd pigging RMSE 0.85 -
simulation CRM > 0 underestimate
CRM -0.00134

CRM < 0 overestimate
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Table 2-8. Speed excursion error of 1st pigging using weighted friction model —

Route-C
PIG velocity
Distance ratio
SE no. %) Field pigging data ~ Simulation Error rate (%)
v (mis) (mis)
1 1.0 7.33 7.36 0.38
2 59 5.251 5.23 0.36
3 7.8 3.2833 3.13 4.58
4 12.5 29 3.18 9.66
5 18.7 3.05 3.17 3.93
6 20.1 29 3.17 9.24
7 21.3 3.25 3.15 3.20
8 259 3.22 3.13 2.80
9 27.5 3.91 4.00 2.28
10 28.6 4.55 4.24 6.75
11 36.4 4.18 4.25 1.72
12 40.0 4.2 3.75 10.67
13 46.3 2.79 2.82 1.08
14 51.1 4.03 3.83 4.99
15 57.6 3.93 3.89 1.02
16 58.7 4.55 3.84 15.60
17 66.3 433 3.78 12.77
18 76.5 3.78 3.98 5.29
19 83.6 5.17 4.80 7.25
20 92.3 4.92 5.11 3.76
21 95.5 6.23 5.41 13.09
MAPE (%) 5.73
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Table 2-9. Speed excursion error of 2nd pigging using weighted friction model

— Route-C
PIG velocity
Distance ratio
SE no. %) Field pigging data ~ Simulation Error rate (%)
v (mis) (mis)
1 1.0 8.06 7.66 491
2 59 7.40 6.42 13.24
3 7.8 7.03 6.63 5.66
4 12.5 3.53 3.39 3.97
5 18.7 3.06 2.95 3.59
6 20.1 3.59 3.26 9.16
7 21.3 4.05 4.20 3.68
8 259 4.03 437 8.44
9 27.5 4.55 5.05 11.04
10 28.6 5.95 6.00 0.84
11 36.4 4.58 5.12 11.79
12 40.0 5.03 4.59 8.78
13 46.3 2.77 2.72 1.81
14 51.1 5.27 4.76 9.68
15 57.6 3.86 3.58 7.25
16 58.7 4.54 4.03 11.24
17 66.3 4.53 4.96 9.56
18 76.5 3.58 3.61 0.84
19 83.6 4.77 5.00 4.92
20 92.3 5.24 4.40 16.07
21 95.5 5.98 5.63 5.82
MAPE (%) 7.25
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2.5.3 Comparison of the proposed models

In order to compare the differences between the two proposed friction models, the
simulation results using the tuned friction model and weighted friction model were
compared for the 1st pigging result of Route-C. As seen in Figure 2-14 (a) and (b),
it can be seen that both friction models fit the field data well.

However, in the speed excursion error as shown in Table 2-10, the performance of
the friction models is slightly different. The MAPE of the tuned friction model and
the weighted friction model. The MAPE of the tuned friction model and the weighted
friction model and were 5.2% and 5.73%, respectively. The tuned friction model has
higher accuracy because the friction could be adjusted individually, while the
weighted friction model has a relatively larger error because the friction was adjusted
as a group through the weight parameters.

The obtained results suggest that the operators are able to choose the appropriate
friction model considering the objective of the PIG simulation. For the case of
analyzing the speed excursion with high accuracy, it is recommended to choose the
tuned friction model as all friction force that cause speed excursions can be tuned
through a dynamic friction table. For the case of predicting the speed excursion, it is
recommended to choose the weighted friction model because once the weight
parameters are specified, speed excursion can be quickly simulated, including all
bends and wall thickness variations in the total distance ratio of the pipeline. In
addition, it was confirmed speed excursion prediction is possible even if the

operating conditions change as shown in Figure 2-13.
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(a) 10
~——Field pigging data - Route-C (1st pigging)

~—Tuned friction model

PIG velocity (m/s)
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(b) 10
——Field pigging data - Route-C (1st pigging)
~—Weighted friction model
8 4

PIG velocity (m/s)
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Figure 2-14. Comparison of tuned friction model and weighted friction model.

(a) Simulated PIG velocity with tuned friction model. (b) Simulated PIG

velocity with weighted friction model
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Table 2-10. Comparison of speed excursion error between tuned friction

model and weighted friction model

Field Tuned friction model Weighted friction model
Distance
SE no. . piggingdata  Gimylation  Error rate Simulation Error rate
ratio (%)
(m’s) (m/s) %) (m/s) (%)
1 1.0 7.33 7.36 0.41 7.36 0.38
2 59 5.25 4.55 13.35 5.23 0.36
3 7.8 3.28 2.80 14.72 3.13 4.58
4 12.5 29 3.05 5.17 3.18 9.66
5 18.7 3.05 3.04 0.33 3.17 3.93
6 20.1 29 3.11 7.24 3.17 9.24
7 213 3.25 3.32 2.15 3.15 3.20
8 25.9 3.22 3.34 3.73 3.13 2.80
9 27.5 3.91 4.03 3.07 4.00 2.28
10 28.6 4.55 4.49 1.32 4.24 6.75
11 36.4 4.18 3.98 4.78 4.25 1.72
12 40.0 42 3.89 7.38 3.75 10.67
13 46.3 2.79 2.96 6.09 2.82 1.08
14 51.1 4.03 3.47 13.90 3.83 4.99
15 57.6 3.93 3.88 1.27 3.89 1.02
16 58.7 4.55 3.89 14.51 3.84 15.60
17 66.3 433 4.25 1.85 3.78 12.77
18 76.5 3.78 3.87 2.38 3.98 5.29
19 83.6 5.17 5.25 1.62 4.80 7.25
20 92.3 4.92 5.04 2.40 5.11 3.76
21 95.5 6.23 6.33 1.61 5.41 13.09
MAPE (%) 52 5.73
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2.5.4 Linepack effect on simulation results

Overall, the simulation results of Section 2 showed a large error in the deceleration
section, showing a MAE error of 0.5 to 0.6 m/s. We found that the linepack accuracy
has a significant effect on the deceleration section results. Figure 2-15 (a) and (b)
showed the simulation results according to linepack accuracy. If the linepack at the
rear of the PIG is entered excessively, overestimated results are shown in the
deceleration section. On the other hand, if the linepack on the rear of the PIG is
entered insufficiently, underestimated results are shown in the deceleration section.
Therefore, in order to reduce errors, it is necessary to enter the correct linepack value
based on field data. However, in the case of a pipeline network, it is difficult to
accurately estimate the linepack value, so an approximate linepack can be found

through a parametric study.

(a) 10
——Fleld pigging data - Route-C (1st pigging)

~—Welghted friction model

PIG velocity (m/s)

—_—

o

~—
©

—Field pigging data of Route-A (1st pigging)
—Hybrid+Hybrid

PIG velocity (m/s)

Distance ratio (%)

Figure 2-15. Simulation accuracy according to linepack (a) Low accuracy (b)

High accuracy
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2.6. Summary

This study proposed two novel friction models of pipeline inspection gauges (P1Gs)

to simulate and predict speed excursions occurring in the total distance ratio of a

pipeline generated by numerous bends and changes in wall thickness. These two

friction models are tuning models based on field data to simulate speed excursions

due to frictional variation, and can be strategically selected according to the purpose

of the simulation. These results mean that the speed excursion at the total distance

ratio can be simulated and predicted with high accuracy using the proposed friction

models. Therefore, these two novel friction models would provide insights for the

operators to simulate and predict the dynamics of the PIGs in their pipeline networks.

The main conclusions and further research are as follows:

a)

b)

The first proposed model, the tuned friction model, has high accuracy
because it can directly input the friction force at the locations where speed
excursions occur. In addition, all friction forces can be individually tuned.
However, modeling may require significant time because it is necessary to
tune the friction of numerous bends and wall thickness variations. In
addition, if the operating conditions are changed, the simulation results and
field pigging data may deviate; therefore, the friction force must be adjusted
again. This model can simulate speed excursion with high accuracy, but the
prediction accuracy decreases when the input conditions change.

The second proposed model, the weighted friction model, shows slightly
lower accuracy than that of the tuned friction model. Because the simulation
is performed by determining the influence of the bends and variations in
wall thickness with weight parameters, it may be different from the field
conditions. However, once the weight parameters are specified, speed
excursion can be quickly simulated, including all bends and wall thickness
variations in the total distance ratio. In addition, it was confirmed speed

excursion prediction is possible even if the operating conditions change.
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Therefore, this model is suitable for use in the field because it is possible to
predict the speed excursion of routes where pigging has been performed
even only once in the past.

c) Further research is needed to reduce the error between the actual pigging
data and the simulation results. To reduce the speed excursion error, the
weight parameters of the weighted friction model and the dynamic friction
table of the tuned friction model should be optimized. It is necessary to find
the value that generates the minimum error of speed excursion that occurs
in the total distance ratio using the optimization technique. To reduce the
AAE and RMSE, the error occurring in the distance ratio where the speed
is decelerated after the speed excursion occurs should be reduced. Therefore,
it is necessary to consider the gravitational term in PIG dynamics owing to
the pipeline elevation and utilize detailed field operation data for the

boundary condition.

Finally, it was assumed that the error due to the one-dimensional model of gas flow
would not be large because the non-bypass PIG was adopted in this study. However,
since the one-dimensional model of gas flow may differ from the actual flow,

improvement is needed to reduce the error caused by the flow model part.
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Chapter 3. Experiment investigation on speed
excursion of PIG due to friction variation in natural

gas pipeline™

3.1. Introduction

Pipelines are the safest and most cost-efficient method for transporting large
amounts of natural gas from gas reserves to major markets. Safety is the first priority
in transporting natural gas to avoid fatal accidents in urban areas. Currently, a
pipeline inspection gauge (PIG) is used to detect defects and clean deposits in
pipelines. Most pigging operations in gas pipelines are performed at normal
operating pressures with regular flow rates, and the PIG velocity is generally in the
range of 2—5 m/s. However, pigging in low-pressure and low-flowrate gas pipelines
is very difficult due to speed excursion, which rapidly increases the PIG velocity.
Mitigating speed excursions is an important challenge during the gas pipeline
pigging process [45].

The main causes of the speed excursion are the gas compression at the rear end and
the change in the friction force at the front end of the PIG. Speed excursions may
lead to potential inspection data loss and are dangerous due to their high acceleration.
A speed excursion of over 5 m/s can reduce the data acquisition efficiency, and a
speed excursion of over 15 m/s can largely impact the PIG body and pipe wall [41].

Research related to PIG dynamics has mostly focused on engineering simulations
to predict the dynamics [1, 10, 18, 20, 28, 34, 35, 39, 49]. Only a few papers have
addressed the speed excursion phenomenon during natural gas pipeline pigging [19,
26, 32].

Researchers have conducted experiments on bypass pigging technology [5, 6, 7, 19,

** This chapter is partially adapted from Experimental study on speed excursion of PIG due to friction
variation in natural gas pipeline in Journal of Natural Gas Science and Engineering with authors S.
Kim, J. Jeong, K. Yoo, H. Yoo, and Y. Seo (https://doi.org/lO.1016/j.jngse.2022.104659):|. =
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21, 30, 52]to investigate PIG dynamics. A few studies have focused on the friction
and resistance of PIG [12, 33, 47, 50]. Experimental studies have mostly focused on
investigating the intrinsic mechanisms of pigging, but fundamental studies on speed
excursion phenomenon due to friction variations during natural gas pipeline pigging
have not been conducted. Therefore, pigging operations with speed excursions rely
heavily on this rule of thumb. This study is the first to conduct a lab-scale experiment
to study the effects of friction variation during gas pipeline pigging on speed
excursion. We aim to investigate the mechanism of speed excursion and the
relationship between speed excursion and main variables as flowrate, wall thickens
change, and linepack length. Moreover, the equation of friction increase ratio
according to the wall thickness change ratio was proposed from the experimental
results. The results were validated by our in-house pigging solver within 8.5% error

of speed excursion.
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3.2. Experimental system

3.2.1 Speed excursion experimental system

Based on the schematic of the speed excursion experimental system shown in
Figure 3-1, the experimental setup was designed and constructed to measure the
differential pressure and speed excursions of the PIG.

A feature of this setup is the detachable wall thickness change section to generate
speed excursions due to friction variations. The first and second wall thickness
change sections were installed on the horizontal pipeline at 4.5 m and 9 m from the
starting position, respectively. The friction of these sections can be controlled by
adjusting the inner diameter of the flanges as shown in Figure 3-2(b). Two flanges
are installed 4.5 m, and 9 m from the Inlet, and these lengths are defined as linepack
length.

A high-speed camera (Photron, FASTCAM Mini UX50) was installed near the
wall thickness change sections to measure the peak PIG velocity during speed
excursions.

The horizontal pipeline system installed in the laboratory and the wall thickness
change section installed on the horizontal pipeline are shown in Figures 3-2(a) and
3-2(b), respectively.

A pipeline with an inner diameter of 50.8 mm and a total length of 24.1 m was made
of transparent PVC material to visually analyze the speed excursion process. Five
pressure sensors (Wika, A-10) were installed to measure the differential pressure of
the PIG. The location of each sensor is listed in Table 3-1. Table 3-1 shows the
properties of the speed excursion experimental system, where the outlet pressure is
1 atm, and the maximum air velocity can be controlled up to 6 m/s. Details regarding
the materials used for the experimental system are listed in Table 3-2.

The experimental procedure is as follows. First, the air pressurized by the
compressor is stored in the buffer tank and undergoes a pressure stabilization process.

Air is then stably supplied to the horizontal pipeline system through precise flow
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adjustment using a mass flow controller (MFC, Brooks SLA5853S). The designed
PIG for the experiment was placed into the launcher, and the required gas flow rate
was set for pigging preparation. The master valve is adjusted so that the flow goes to
the rear of the PIG to start the PIG, and differential pressure is formed to move the
PIG.

The differential pressure that causes all movements from the start of the PIG is
measured using five pressure sensors. The speed excursion that occurs when passing
through the wall thickness change is measured using a high-speed camera. Data is

acquired using the LabVIEW software.
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Table 3-1. Properties of speed excursion experimental system

Property Symbol Value Unit
Pipeline length Lpipe 24.1 m
Inner diameter of pipe d, 50.8 mm
49.8
Inner diameter of wall thickness change d; mm
48.8
Outlet pressure Pyt 1 atm
Max. air velocity Ve max 6 m/s
Position of P1 Lpq 0.2 m
Position of P2 Ly, 25 m
Position of P3 Lps 10 m
Position of P4 Lps 16.5 m
Position of P5 Lps 19.5 m
Linepack length of Wall thickness change 1 Lyt 4.5 m
Linepack length of Wall thickness change 2 Lyto 9 m
PIG mass Mpyig 0.153 kg
PIG length Lpig 90 mm
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Table 3-2. Materials used in speed excursion experimental system

Structure Material
PIG body PVC
Sealing disk EPDM
Clamping disk Perspex
Spacer disk Perspex
Pipe PVC
Wall thickness change section PVC
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3.2.2 Wall thickness change section

A schematic of the change in wall thickness is shown in Figure 3-3. The wall
thickness change sections were installed on the horizontal pipeline. The friction of
these sections was controlled by adjusting the inner diameter d; of the flanges. The
wall thickness change ratio, y,,¢, is defined in Equation (3.1). In our previous field
pigging study [26], the wall thickness change ratio was in the range 0.9%~3%. Based
on these calculations, 49.8 mm and 48.8 mm were selected as inner diameter d;

value for 1.97% and 3.94% of y,,;.

y g
d; d, =50.8mm
v v

Figure 3-3. Schematic of wall thickness change section

d;
Yt = (1 - d—l) * 100% (3.2)
(o]
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3.2.3 Design of experimental PIG

The experimental PIG with all design dimensions is shown in Figure 3-4. The PIG
was designed with structural parameters (3.2)—(3.4) suggested by a previous study
[50]. The low-friction PIG was designed to minimize the contact force between the

sealing and pipe wall. Its structural parameters are listed in Table 3-3.

ts= 2mm

- ds=52mm 4

: d.= 41mm d,= 50.8mm

d, = 41mm’

v ds= 52mm

Figure 3-4 Experimental PIG with all design dimensions

ds - do
g = * 100% 3.2)
(o]
dc
Bs = 7.+ 100% (3.3)
S
tS
65 = d_ * 1000/0 (3.4)

S

Table 3-3. Structural parameters of experimental PIG

Parameter Equation Value (%)
ds - do

Interference o5 = P * 100% 24
o
. dc

Clamping rate Bs = R * 100% 78.8
S
ts

Thickness ratio 65 = R * 100% 3.8

N

Where d, isthe Internal diameter of pipe, dg is the outer diameter of sealing disc,
d. is the outer diameter of spacer disc, and ts is the thickness of sealing disc.
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3.3. Results and discussion

The influence on the speed excursion of the airflow rate Q,;-, wall thickness
change ratio y,,;, and linepack length L,,, were studied in detail to investigate the
relationship between to investigate the relationship between speed excursion and
main variables as flowrate. The controllable variables used in the experiment are

listed in Table 3-4.

Table 3-4. Controllable variables for speed excursion experiment

Experimental variable Range of variation Unit

25,50, 75, 100, 150, 200, 250, 300, 350, 400,
Qair I/min
450, 500, 550, 600, 650

Ywt 1.97, 3.94 %

Ly 45,9 m

Note: Qi is airflow rate, y,,, is wall thickness change ratio, and L,,, is linepack length

Section 3.1 describes the mechanism of speed excursion and explains the
measurement and comparison to investigate the speed excursion phenomenon.
Sections 3.2, 3.3, and 3.4 discuss the relationship between the variables and speed
excursion based on the experimental results. Finally, in Section 3.5, the numerical
simulation results are presented along with formulas derived from the experimental

results.
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3.3.1 Mechanism of speed excursion

This section describes the mechanism of speed excursion and measurements and
analyses the results. Based on differential pressure in Figure 3-5 (a), a typical
mechanism and process of speed excursion due to friction variations can be derived
5 phases: (i) stable behavior, (ii) build-up phase, (iii) Pre-speed excursion phase, (iv)
Speed excursion phase, and (v) Recovery phase. The PIG exhibited stable behavior
until it encountered friction variation.

In the build-up phase, the PIG speed decreased as the PIG encountered a section
where the friction and differential pressure increased, as the fluid was compressed at
the rear of the PIG. During this process, the PIG moved slowly and was positioned
at the end of this section; at this time, the peak differential pressure was achieved.

The period in which the maximum differential pressure was reached is defined as
the pre-speed excursion phase. When the PIG passed through the friction increase
section, the increased friction was momentarily removed, and the force on the PIG
was unbalanced. The rear of the PIG was pushed by a force by the compressed fluid,
generating the maximum differential pressure. However, the resistance force was
removed from the front of the PIG. Therefore, the difference in force caused the PIG
to accelerate instantaneously, defined as the speed excursion phase. As the PIG
moved at a higher velocity, a large volume was created at the rear of the PIG; the
differential pressure was quickly released to fill this volume. The PIG stopped when
the pressure dropped below the dynamic differential pressure. As it returned to the
dynamic differential pressure, the PIG returned to its normal velocity. This phase
was defined as the recovery phase.

Photographic images of the speed excursion patterns at the wall thickness change
were captured at 500 fps using a high-speed camera to visually analyze the speed
excursion process, as shown in Figure 3-5(b). Through this mechanism, four major
measurement values—build-up time at the build-up phase, peak differential at the
pre-speed excursion phase, speed excursion velocity at the speed excursion phase,

and recovery time at the recovery phase—were measured and compared to

Fa
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investigate the speed excursion phenomenon based on the mechanism of speed

excursion.
(@

05 |

Differential pressure (bar)

0.1

(b)

(i)

(iii) =

(iv)

(v)

Figure 3-5. (a) Mechanism of speed excursion. (b) Speed excursion process
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based on the differential pressure is displayed through: (i) Stable behavior,
(i) Build-up phase, (iii) Pre-speed excursion phase, (iv) Speed excursion
phase, and (v) Recovery phase.
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3.3.2 Effect of flowrate

The experimental results of the average PIG velocity according to the flow velocity

were compared with the results of other studies [7, 19] to validate our experiment,

as shown in Figure 3-6.

The PIG velocity should be equal to the upstream flow velocity when it has no
bypass hole. Our experimental results showed a linear relationship with the flow
velocity and followed the Idelchik relation. In addition, our experimental system can

be considered well-designed as our results were consistent with the results of other

experimental studies.

5 ®
°
= °
2 44
& .
&
3 ()
o)
> 3
20
=0
)
1]
-
E > ——Idelchick
A OLGA
4 Hendrix (2018)
® Chen (2020)
1 ® ® Kim (2022)
0 T T T T T
0 1 2 3 4 5

Flow velocity (m/s)

Figure 3-6. Measured average PIG velocity as function of flow velocity
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Table 3-5. Fitting formula, R-squared, and covariance of the average PIG

velocity according to the flow velocity

Reference Fitting formula R? Covariance
Idelchik Vav_pig = Vair 1 6.67
OLGA Vav pig = 1.0022v4;,- — 0.0247  0.9998 33

Hendrix (2018)  Vgy pig = 0.9933v4; — 0.0115 0.9976 0.96
Chen (2020) Vav pig = 0.9558v,;, — 0.0434 0.99 4.48
Kim (2022) Vav pig = 0.9762v4;, — 0.0305  0.9995 2.51

Figure 3-7(a) shows the measured speed excursions according to the flow velocity
for vy = 1.97% and L,,; = 4.5 m. As seen in Figure 3-7(a) the speed excursion
had a linear relationship with the flow velocity. However, the excursion ratio, which
indicates the excursion speed compared to the average speed, was an exponential
function. It increased rapidly at a low flow velocity, as shown in Figure 3-7(b). These
results indicate that low-flowrate pigging produces relatively low-speed excursions
but can be a risky operation because of the rapid increase in the excursion ratio
(Figure 3-7(e), and Movie 1). However, high-flowrate pigging caused high-speed
excursion; thus, it can also be a risky operation due to high-speed excursion (Figure
3-7(f) and Movie 2).

Figure 3-7(c) and (d) show the build-up and recovery time according to the flow
velocity. Both showed an exponential curve that increased rapidly at low flow
velocities. These results indicate that pigging behavior is significantly unstable
owing to the long buildup and recovery times during low-flow pigging. All the
experimental results in Figure 3-7 show that pigging below 1 m/s is very dangerous

due to speed excursions.
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(f) * Pre-speed excursion phase t=0.0s

Speed excursion phase t=0.5s

Speed excursion phase t=1.0s

Speed excursion phase t=1.5s

Speed excursion phase t=2.0s
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Figure 3-7. Speed excursion versus flow velocity with y,,; =
1.97%,and L,,; = 4.5 m are shown for: (a) Speed excursion, (b)
Excursion ratio, (c) Build up time, (d) Recovery time, (e) Speed excursion
phase at low flowrate, v,;,- = 0.392 m/s, and (f) Speed excursion phase at
high flowrate, v,;- = 3.136 m/s.
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3.3.3 Effect of Wall thickness change

This section presents the results of adjusting the wall thickness change ratio y,,;
on the speed excursion. The black and red lines in Figure 3-8(a) represent the
observed speed excursion at y,,; = 1.97% and y,,; = 3.94%, respectively. The
red line showed a linear relationship even though friction increased due to wall
thickness change. However, due to the increase in friction, the speed excursion
increased from approximately 46% to 110%. The rate of increase increased as the
flow rate decreased. The phenomenon of low-speed excursion at relatively low
friction is observed in Figure 3-8(e) and Movie 3. High-speed excursion at relatively
high friction is observed in Figure 3-8(f) and movie 4.

In the excursion ratio in Figure 3-8(b), the red line is an exponential curve even
when the friction increases owing to the wall thickness change. The excursion ratio
dramatically increased as the flow rate decreased. Both the build-up time and
recovery time results in Figures 3-8(c) and 3-8(d) show an exponential curve that
rapidly increases at low flow rates due to increased friction. These results indicate

that the PIG behavior becomes more unstable with the increased friction.
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Figure 3-8. Comparison of speed excursion of y,,; = 1.97%, and y,; =
3.94% is shown for: (a) Speed excursion, (b) Excursion ratio, (c) Build-up
time, (d) Recovery time, (e) Speed excursion phase at low friction, y,,; =
1.97%, and (f) Speed excursion phase at high friction, y,,; = 3.94%,

60

Rk R



3.3.4 Effect of Linepack

This section discusses the effect of linepack on speed excursion by linepack length
L.+ The black and red lines in Figure 3-9(a) are the observed speed excursions for
Lyt =4.5m. The green and blue lines are the observed speed excursions for
L,,+ = 9 m. The green and blue lines are linear, but higher speed excursions occur as
the linepack length increased even under the same friction conditions, as shown in
Figure 3-9(a) and (b). The phenomenon of low-speed excursion at a relatively short
linepack length is observed in Figure 3-9(e) and 5, and the high-speed excursion at
a relatively long linepack length is observed in Figure 3-9(f) and 6. These results
indicate that the linepack length is the main factor in the speed excursion.

In addition, both the build-up time and recovery time results in Figure 3-9(c) and
(d) show an exponential curve that rapidly increases at low flow rates due to
increased linepack length, indicating that PIG behavior is more unstable due to
increased linepack length. This phenomenon is also an important finding, indicating
that the linepack length is a major factor in pigging behavior. Thus, linepacks should
be considered as important variables affecting speed excursion and behavior in long-

distance pipeline pigging.
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Figure 3-9. Comparison of speed excursion of L,; =4.5m, and L,,; =
9 m is shown for: (a) Speed excursion, (b) Excursion ratio, (c) Build-up
time, and (d) Recovery time. Speed excursion phase at short linepack
length, L,,; = 4.5 m and long linepack length, L,,; = 9 m is shown in (e)
and (f), respectively.

The fitting formula and coefficient of determination of the relationship between the
experimental results and the flow rate are given in Table 3-6. These fitting formulas
have the potential to be reflected in the pigging model with speed excursions in the

gas pipeline network, as shown in Equation (3.11).
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Table 3-6. Fitting formula of experimental results and flowrate

Result Yt Lyt Fitting formula R?
1.97% 45m vy, =1.273v,, + 4.0458 0.995
3.94% 45m vy, = 1.341v,, + 5.2213 0.995
Speed excursion
1.97% 9m vge = 1.2439v,;, + 8.8352 0.9816
3.94% 9m vge = 1.2155v,;,. + 12.008 0.9705
1.97% 45m  @. = 5.7906v,2°5% 0.9912
3.94% 45m  @p = 7.0974v273 0.9924
Excursion ratio
1.97% 9m @er = 10.633v,0.827 0.9973
3.94% 9m @er = 13.7591,0.863 0.9989
1.97% 45m  tyuuq = 0.7256v,278* 0.9831
3.94% 45m  tpupg = 1.0203v2°%° 0.9886
Build-up time
1.97%  9m tpuita = 1.2228v,29%* 0.9878
3.94% 9m tpuita = 1.8922v,107* 0.9899
1.97%  45m  trecovery = 0.50991,2*53 0.9957
3.94%  45m  trecovery = 0.86791,0°%8 0.9826
Recovery time
1.97% 9m trecovery = 0.9416v,2°%8 0.982
394%  9m trecovery = 1.3547v5> 0.9873
-
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3.3.5 Numerical simulation

This section includes the experimental results of the friction increase ratio
according to the wall thickness change ratio and numerical simulation by applying
the experimental results to the weighted friction model proposed by [26]. The
weighted friction model in the previous study can be seen in Equations (3.6)—(3.10)
[26]. Equations (3.6)—(3.9) and (3.10) represent the friction increase ratio by the bend
angle and by changing the wall thickness, respectively. The friction increase ratio
according to the wall thickness change ratio was obtained from the data in Table 3-
7. It showed a linear relationship, as shown in Figure 3-10. This experimental result

can be used to derive Equation (3.11) from Equation (3.10).

1.6

1.2 -

Friction increase ratio
P friction

Ywe
Wall thickness change rate

Figure 3-10. Friction increase ratio according to wall thickness change
ratio
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Oprcion = () =1 (33)
Fr = Fa(1 + kpena + kcnwe) (3.6)
kpena_typea = W1 * Rp_typea 3.7
kpena_types = W2 * Rp_types (3.8)
kpena_typec = W3 * Rp_typec 3.9)

Kenwe = Wy * (tcfom) (3.10)

Where @friction 1s the friction increase ratio, Fy is the dynamic friction of PIG,
F.pwe 1s the maximum friction when a PIG passes wall thickness change section,
kpena 1s the friction coefficient of bends, k.p,.¢ is the friction coefficient of wall
thickness variations, R}, is the radian of bend angle, w is the weight parameter, ¢,

is the initial wall thickness, and t.p,,; is the changed wall thickness.

Table 3-7. Fitting formula of friction increase ratio and wall thickness change

ratio
Result Fitting formula R?
Friction increase ratio Ofriction = 0254yt 1

do - tchwt * 2)

kChWt = 0254( do _ to 2

@3.11)

Where y,,; is the wall thickness change ratio, d, is the internal diameter of pipe,
t, is the initial wall thickness, and t.p,,; is the changed wall thickness.

Pigging under the experimental conditions listed in Table 3-8 was simulated using
our in-house pigging solver to validate the proposed equation (3.11). The in-house
solver is almost the same as the solver proposed by [26] except for the application
of equation (3.11). The weight parameters wy,w,, and w; were set to zero to

remove the effect on the bends; only the effect due to the wall thickness change was
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considered. The simulation results of Kim’s solver using the proposed equation (3.11)
of wall thickness change are shown in Figure 3-11. Figure 3-11(a) shows the
differential pressure results. The results are consistent with the experimental result.
Additionally, the speed excursion results shown in Figure 3-11 (b) was 15.6 m/s for
Kim’s solver, and the experimental result was 16.7 m/s, showing an error of about
6.54%. Maximum error between Kim’s solver and experiment value for speed

excursion is 8.5% in Table 3-9.

Table 3-8. Numerical parameters for simulation using Kim’s solver

Parameter Value Unit
d, 0.0528 m
Lpipe 24.1 m
k 0.0015 mm
Pyt 1 atm
Quir 250 1/min
T 15 °C
P 1.1883 kg/m?3
Mpig 135 g
Fy 0.29 bar
to 1 mm
tenwt 2 mm
Ly 9 m
wy 0 -
Wy 0 -
w3 0 -
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Table 3-9. Speed excursion error between experiment and Kim’s solver

Pigging distance (m) Experiment (m/s) Kim’s solver (m/s)  Error (%)

9.4 12.5 12.1 3.2
9.6 14.3 14.3 0.18
9.9 16.7 15.6 6.54
10.3 143 15.5 8.5

3.4. Summary

This study experimented on speed excursion due to changes in wall thickness to
investigate the mechanism of speed excursion and the relationship between speed
excursion and main variables as flowrate, wall thickens change, and linepack length.
Based on the differential pressure measurement results, the speed excursion process
was divided into four phases: build-up phase, pre-speed excursion phase, speed
excursion phase, and recovery phase. The PIG behavior was analyzed based on the
results of these five phases.

The flow velocity has a linear relationship with the speed excursion, but the
excursion ratio has an exponential curve that rapidly increases at low flow velocity.
These results indicate that low-flow pigging produces relatively low-speed
excursions but can be risky because of the rapid increase in the excursion ratio. The
build-up and recovery times also showed an exponential curve that increased rapidly
at low flow velocities. These results indicate that pigging behavior is significantly
unstable owing to the long buildup and recovery times during low-flow pigging.

When the wall thickness change ratio increased from 1.94% to 3.94%, the increase
in friction caused the speed excursion to increase from 46% to 110%, showing a
linear relationship. The rate of increase was higher as the flow rate decreased. In the
excursion ratio result, an exponential curve was obtained even when the friction
increased due to the wall thickness change. The excursion ratio dramatically

increased as the flow rate decreased. The build-up time and recovery tir_pe results



showed an exponential curve that rapidly increased at low flow rates due to increased
friction. These results indicate that the PIG behavior is more unstable due to
increased friction, especially at low flow rates.

When the linepack length changed from 4.5 m to 9 m, higher-speed excursions
occurred as the linepack length increased, even under the same friction conditions.
These results are important as they indicate that the linepack length is the main factor
in the speed excursion.

Finally, the equation of friction increase ratio according to the wall thickness
change ratio was proposed from the experiment and was validated by Kim’s solver

within 8.5% error.
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Chapter 4. Speed excursion predictions of PIG in
natural gas pipeline using pigging solvers based on

flow and friction model combinations

4.1. Introduction

The role of natural gas as clean energy is growing, and the rapid increase in gas
consumption has clearly led to more construction of natural-gas pipeline
transportation systems. Natural-gas pipeline networks operate under numerous
pressure and flow conditions, and the safe operation of pipelines is the top priority
to prevent fatal accidents in populated areas. Therefore, it is essential to ensure
pipeline integrity, and pipeline inspection gauges (PIGs) are generally employed in
the industry to inspect the pipeline wall thickness and defects. As PIG is a passive
gauge that works on the principle of pressure difference between the front and rear
of the PIG, the operating conditions of the pipeline and fluid properties are the main
factors that influence the PIG behavior.

A sudden acceleration of pigging velocity, mainly due to gas compressibility and
friction variation in natural-gas pipeline networks, is called speed excursion and is
frequently observed in our field pigging data, as shown in Figure 4-1. According to
the pipeline pigging industry, speed excursions are a major concern that causes
unstable behavior of PIG during natural-gas pipeline pigging [45]. The black and
blue lines in Figure 4-1 show the pig velocities of first and second operations,
respectively, from our field data. These operations were performed under different
pressure and flow conditions along Route-A, and it could be verified that the speed

excursions occurred constantly owing to pipeline bends and wall thickness changes.
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Figure 4-1. Field pigging data of Route-A (1st & 2nd pigging).

In addition, from our pigging operation experience, speed excursions greater than
or equal to approximately 10 m/s frequently occur at low-pressure operating
conditions, which greatly reduce safety and inspection efficiency of pigging. To
predict the unstable behavior of PIG in advance and to ensure the inspection
efficiency and safety of pigging, a pigging solver capable of simulating and
predicting speed excursions with high precision is essential for operators.

Several studies have been performed to predict the behavior of PIGs. In early
research on pigging models, the basic steady-state pigging model in multiphase flow
[2, 44], and transient pigging simulation with the method of characteristics (MOC)
[24, 38] were studied. The MOC is the most widely used and validated method for
pipeline analysis of unsteady fluids and has been generally adopted for fluid analysis
in other pigging studies [4, 10, 14, 15, 34, 35, 49].

The equation of motion of PIG can be divided into a fluid part and a friction part
that are employed to calculate the driving force and friction between the PIG and
pipe wall, respectively. An accurate prediction of the pressure difference across the
PIG is important for estimating the driving force that propels the PIG. In most cases,

the system is approximated to be a one-dimensional system for flow analysis related
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to natural-gas pipelines. Furthermore, flow-governing equations such as the Euler
equation or other simplified equations are solved using the MOC or finite volume
method (FVM) numerical schemes. Furthermore, studies related to multiphase flow
analysis in gas-liquid mixture pipeline pigging [48] and local two-dimensional flow
analysis around the bypass PIG have been conducted [3].

The role of friction in the equation of motion is important and has a significant
influence on the prediction accuracy. However, the role of friction is not clearly
understood, and few models can estimate the friction variation owing to pipeline
bends and wall thickness changes. Friction is generally estimated based on empirical
findings, field experience [23], and guesswork with a high degree of uncertainty [11,
27, 36]. O’Donoghue (1996) proposed a simplified wall force model that includes
the geometric and material properties of the sealing disk [42]. Although this model
is the first physical equation-based friction model, friction is relatively
underestimated [16, 17, 19, 42, 50]. A two-dimensional linear and non-linear friction
model for contact force simulation was proposed as a method of finite element (FE)
calculation of the sealing disk [47, 50]. However, it is difficult to include the FE
calculations in the existing PIG models.

Although various studies have been conducted on pigging, few studies have
focused on the unstable behavior of PIG owing to the speed excursion phenomenon
in natural-gas pipelines. OLGA is a dynamic simulation tool that is widely used in
the industry and has been used in various pigging studies [8, 13, 22,25, 43]. However,
this commercial tool has limitations in modeling speed excursion by friction
variation owing to bends and wall thickness changes in detail.

Therefore, in our previous study [26], we had proposed two novel friction models
to predict speed excursions by friction variations and validated the proposed friction
models with field pigging data. However, the flow model adopted in the previous
study was a one-dimensional Euler-based MOC model, which was employed in other
simulation studies [4, 10, 14, 15, 34, 35, 49]. In future studies, it will be necessary
to improve the flow model to reduce the error between the simulation results and

:l'l ) I:
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field data.

This study presents four pigging solvers that employ a combination of two novel
flow models and two friction models proposed in our previous study [26]. In the
dynamic model of the PIG, the Stoner-based MOC and MOC-FVM hybrid models
were considered for the fluid part, and the tuned friction model and the weighted
friction model were considered for the friction part. The simulation and prediction
performances of solvers are evaluated by comparing the results of each solver with
field pigging data. This study aims to characterize the proposed friction and flow
models and identify the simulation and prediction performances of each solver for
speed excursions. As the flow and friction models applied to each solver are different,
the simulation and prediction performances will be different, which can be identified
through performance evaluation.

The Stoner-MOC solver exhibited slightly less simulation accuracy; however, it
computed four times faster than the MOC-FVM hybrid solver. Conversely, the
MOC-FVM hybrid solver exhibited better simulation and prediction accuracies.
Furthermore, the tuned friction model exhibited better simulation accuracy, and the
weighted friction model exhibited better prediction performance. Therefore, the
hybrid tuned-based solver performed the best in terms of simulation accuracy, and
the hybrid weight-based solver performed the best in terms of prediction accuracy.
As the differences in simulation and prediction performances of solvers due to the
combinations of proposed flow and friction models were verified, the flow model
and friction model can be strategically combined to develop a solver corresponding

on the usage requirements.
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4.2. Dynamic model and solver

A schematic of the forces acting on a PIG moving in an inclined pipeline is shown
in Figure 4-2. The equation of motion of PIG, as expressed in Eq. (4.1), consists of
three terms, and the main uncertainties that determine the PIG behavior are the fluid

and friction terms.

Figure 4-2. PIG moving in an inclined pipeline.

dvp
dt

=F,—F, —F = (P, —P,)A—mgsina — F;, 4.3)
where P; and P, represent the pressure values exerted on the head and tail of a PIG,
respectively. Both pressure values were determined from the flow analysis.
Assuming that the sealing of the PIG is proper, the flow region can be separated as
downstream and upstream sections, which are the regions ahead of and behind the
PIG, respectively. Therefore, we performed a flow analysis with an upstream section
that included the flow region from the pipeline inlet to the PIG tail and with a
downstream section that included the flow region from the PIG head to the pipeline
outlet.

To conduct the pigging analysis without supply interruption, the pressure and mass
flow rates at the inlet and outlet boundaries received time-varying values in the form

of a table, and the boundary condition of the surface that was in contact with the PIG
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was modeled as a moving wall. In this study, two different flow solvers were used:
the conventional MOC-based flow solver, which enables fast analysis, and a novel
MOC-FVM hybrid flow solver. In the MOC-based flow solver, the Stoner equation,
which is a simplified form of a one-dimensional Euler equation, was solved by
employing prominent MOC schemes based on several assumptions. The MOC-FVM
hybrid solver combines an MOC numerical scheme and a density-based FVM to
guarantee calculation accuracy, while minimizing the increase in computational cost.

To simulate the speed excursion by friction variation, two friction models, which
are tuning models based on field data [26], were applied to the friction term. The
core of the tuned friction model is a dynamic friction table, which is used to estimate
the friction variation by employing the friction constant. The peak friction that causes
the speed excursion can be determined by tuning the friction in the dynamic friction
table. The core of the weighted friction model is a linear equation for friction
variation owing to pipeline bends and wall thickness changes. The influence of each
variable on friction can be determined by the weight parameters in the linear
equations. The four pigging solvers were developed by employing different
combinations of the two novel flow models and two friction models as listed in Table
4-1. By comparing the results of each solver, the simulation and prediction
performances according to the flow and friction models were evaluated to

characterize the four pigging solvers.

Table 4-1. Pigging solver list based on flow and friction model combinations

Solver no. Flow model Friction model
Solver 1 Stoner-MOC Tuned friction
Solver 2 MOC-FVM Hybrid Tuned friction
Solver 3 Stoner-MOC Weighted friction
Solver 4 MOC-FVM Hybrid Weighted friction
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4.2.1 Stoner-MOC

4.2.1.1 Governing equations

In this study, the Stoner equation, which is widely used in unsteady flow analysis
in natural-gas pipelines, was used as the governing equation for MOC analysis. The
Stoner equation was derived from the Euler equation by simplifying the convective
acceleration term with an insignificant effect of the velocity gradient and adopting
an isothermal assumption. The vector form of the Stoner equation can be expressed

as

U, +FU, =] 4.2)

0
_P1e_J0 c?/4 _ 2
Where U = [M]‘ F= [A 0 ]' and J = [—ﬂ;p—tﬂqm—pgAsinG

Where p is the pressure of natural gas, M is the mass flow rate, C is the speed of
sound, D is the inner diameter of pipe, f is the Darcy-Weisbach friction factor, and
0 is the slope of pipe.

J is a source term matrix that represents the viscous wall friction and gravitational
force acting on the gas. The Darcy—Weisbach empirical equation was used according
to the viscous wall friction, and Haaland’s approximate formula was used to

determine the Darcy-Weisbach friction factor f.
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4.2.1.2 Methods of characteristics

The characteristic form of the Stoner equation (Eq. (4.2)) can be expressed for the

MOC as

(1M 1dp _9+fCZM|M|_ dx_ .

{ Adt "cdr TP TS ep T e T 43)
1dM 1dp+ _ +fCZM|M|_ dx c )
Adt cdt P T opaep TV ar
t &

R P S

UTIDY SR I L—— A —

ct c
n
A 0 B
>
i1 i T+l x

Figure 4-3. Schematic of characteristic lines of MOC and
space-time grid configuration.

Figure 4-3 shows the positive and negative characteristic lines of MOC and space-
time grid configuration. The grid points satisfying the Courant—Friedrichs—Lewy
(CFL) condition for the previous, current and next time steps, where two
characteristic lines coincide, are represented by points A, P, and B, respectively. The

discretization forms of Eq. (4.4) can be expressed as follows:
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Where P is the pressure of natural gas, M is the mass flow rate, C is the speed of
sound, D is the inner diameter of pipe, f is the Darcy-Weisbach friction factor, and
0 is the slope of pipe, and s is the perimeter of pipe.

Hence, the Stoner equation, which is a partial differential equation, becomes an
ordinary differential equation. Thus, the fluid variables, including the pressure and
mass flow rates, can be computed. Because the isothermal speed of sound is not
constant, interpolation is necessary to satisfy the CFL condition. Therefore, linear

interpolation for space was employed in this study.
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4.2.2 MOC-FVM Hybrid

4.2.2.1 Solver configuration

A schematic of general solver configuration is shown in Figure 4-4. The regions
calculated using the hybrid solver were divided into four sections. It consists of two
FVM analysis regions that are distinguished by the direction of the PIG: one in the
head-ward direction and one in the tail-ward direction. However, MOC analysis
regions surround the FVM region and cover the entire computational domain
between the ends of the FVM regions and pipes. The length and number of grids in
each FVM and MOC analysis area can be individually adjusted. In the computational
domain shown in Figure 4-4, there is a sliding domain, which is marked with gray
dashed lines, containing both FVM regions and an empty space where a PIG is
placed. If the PIG starts to move, the FVM domains track PIG’s speed, and all grid
elements in the sliding domain are moved at the same speed as the PIG, so that the

sliding domain travels through the MOC computational domain.

Flow ] MOC Flow ] MOC-FVM [PIG Dynamic]

Interface Model
A
[ Physical pipeline ] VD ( PIG ()—' Flow direction
[ Computational MocC _L FVMT PG IFVM MOC
Domain ] T I
| Sliding
MOC-FVM domain MOC-FVM
Interface Interface

Upstream Downstream
PIG Bdry. PIG Bdry.

Figure 4-4. General solver configuration.
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4.2.2.2 Governing equations

The governing equations applied in the FVM domain of the hybrid solver are a

compressible Reynolds-averaged Euler equation, which can be derived from the

following Navier—Stokes equation:

0
—desH_cf [(F, — F,) -n]dS = fDdQ
atJg aQ Q

4.5)

The vector of conservative variables W and the convective flux tensor F. are

given by

W=[p pu pv pw pE]"

pu

pvu
F.=]| pwu
puH
pyyu
L PYygu

pu® +p

pv pw
puv puw

pvi+p  pvw

pwv  pw?+p

pvH pwH
PV PYyW
PYgV PYgW |

and F, indicates the viscous flux tensor

0 (1
Txy Txz
lyy Tyz
Tzy Tzz
O, Dy

0 0

0 0
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4.2.2.3 System preconditioning

In general, numerical methods for compressible flows provide good stability and
convergence characteristics for the transonic and supersonic flow regimes. However,
at low speeds, the system stiffness resulting from disparate convective and acoustic
velocities leads to a deterioration of the convergence rates. By altering the acoustic
speed of the system, the convergence rates can be made independent of the Mach
number such that all system eigenvalues are of the same order. The governing
equation (4.5) are preconditioned by pre-multiplying the time derivative term using

the preconditioning matrix introduced by Weiss and Smith [53], as follows:

0
F—f Qdﬂ+5g [(F.—F,) -n]dS = fDdQ+fDTdQ
dr Ja Qo Q Q

4.9)
where Q indicates the primitive variable vector given by
Q=[p u TIT (4.10)
and the preconditioning matrix I' is
1 0
1, o
B aT
u dp
= - 4.11
z P T (4.11)
H* 0 o H + oh
ot " Porl
With,
g M oh @.12)
= — p=——
B " ap
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1 0 ow .. " . N
If 5= 2P T'becomes — resulting in a non-preconditioned system in the primitive

op 0Q’

form. The eigenvalues of the preconditioned system in Eq. (4.9) are given by

A(r—laF)—UU’ dU +d (4.13)
aQ - ) ) .
where
, 2
vo=s(1+5|u 4.14
) c? @19
2 2
1 ¢ (4.15)
d==||1-—-| U2+4c 2
2 c?

Here, U(= nyu) is the contravariant velocity component normal to the surface

element dS. The speed of sound ¢ can be expressed as

9 poh

2 =9P| _ aT

-y 20 % (1,2 @16)
PapaT TaT\* ~Pap

The relation between % and ¢’ is then given by

- 4.17)

The preconditioned speed of sound ¢’ is then given by
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¢’ =min (c, max (\/uz +v2 + WZ,VCO)> (4.18)

In Eq. (4.18), V., is a cutoff value that is typically used to prevent the pre-
conditioned speed of sound from becoming zero near the stagnation region (where
the local velocity magnitude is zero). The cut-off parameter V., is generally

specified as V., = kV_,, where V_ is the freestream velocity, and k is set to one

in this study. The cut-off parameter V., should have a non-zero value; otherwise,
the pre-conditioned speed of sound becomes zero as mentioned above and this could
lead to a floating-point error. For supersonic flows, the preconditioned speed of
sound becomes the local speed of sound turning off system preconditioning. Because
the system preconditioning destroys the temporal accuracy of the governing
equations, Eq. (4.9) is restricted to steady-state calculations with pseudo-time t. For
unsteady computations, the dual time-stepping method was employed, wherein the
preconditioned pseudo-time derivative term was introduced in addition to the

physical time derivative in Eq. (4.1) and can be expressed as
0 0
I"—J Qdn +—j§ wdan +.¢ [(F,—F,) -n]dS = std.Q (4.19)
at Jq at J, do 0

where t denotes the physical time, and 1 is the pseudo-time used in the sub-iteration
procedure, thereby the physical time-step size is not affected by the stiffness of the
system, whereas the convergence of the inner iterations in pseudo-time is optimized
by judicious selection of the preconditioning method (or design of the preconditioned
speed of sound, ¢’ ). To calculate unsteady flows with a large physical time step At,
Eq. (4.18) is employed. However, it is suboptimal for intermediate and small-time
steps, resulting in an unsatisfactory convergence behavior. To overcome this,
Venkateswaran and Merkle [54] proposed a preconditioning method that considers
the effect of Strouhal number through von Neumann stability analysis of the dual

time-stepping method. The resulting unsteady preconditioning parameter is given by
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L
== = 4.20
Vun — 1TAth StrxV (4.20)

where L represents characteristic length, and At represents the physical time step size.
The characteristic length is generally considered as the problem domain size, which

is a representative scale of the lowest wavenumber. Considering Eq. (4.20), the

preconditioned speed of sound ¢’ for unsteady flows is given by

Cun = min (c, max (\/ u? +v?+w?V,, Vun)) 4.21)

For steady flows or low Strouhal number flows with a large time step, V., is larger
than V,; consequently, the preconditioned speed of sound is the same as in Eq.
(4.18). For an intermediate-time step, the unsteady velocity (V) can be larger than
the local velocity, and unsteady preconditioning occurs. As the time step decreases
for high Strouhal number flows, the unsteady velocity can completely turn off the
system preconditioning, thus reverting the preconditioned speed of sound ¢, to the
original speed of sound c. This corresponds to a physical situation wherein a pressure
wave propagates with respect to the original speed of sound. Thus, Eq. may ensure
optimal convergence for inner iterations at all flow speeds and for all values of time

step sizes.
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4.2.2.4 Sliding domain

For ALE (Arbitrary Lagrangian Eulerian) method, as the entire FVM domain
moves through the MOC computational domain with the speed of the PIG in the
MOC-FVM hybrid PIG solver, the arbitrary Lagrangian Eulerian (ALE) method was
applied to the flow solver to accurately simulate the movement of the grid. The
general Euler equation in a conservative form without grid movement can be

expressed as

oW
— 4+ V-FW) =0
ot (4.22)

where U is the conservative variable vector and F(U) is a convective flux vector.
With respect to the control volume variation with time, the integral form of the

governing equation can be expressed as follows:

ow
T V-FWW) =0 (4.23)

For GCL condition, numerical errors may occur during the grid movements and
could deteriorate the calculation accuracy if they continue to accumulate during
long-running pigging simulations. To prevent errors induced by grid elements, the
geometric conservation law (GCL) must be considered during the grid movement
and deformation processes. According to the GCL condition, a specific system is
fully independent of grid motion and can only be determined from the flow
governing equations. In this study, a modified SOD shock tube problem analysis was
performed to rigorously verify the ALE method that satisfied the GCL condition
within the FVM grid.
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Figure 4-5. Comparison of pressure distribution along the x-axis.

In Figure 4-5, the black solid line represents the reference data (exact solution), and
the red solid line and symbol represent the analysis results when there is no grid
deformation or movement. The green solid line indicates the grid extension and
expands from a value of 0.3 on the x-axis, which is a non-dimensionalized length,
and the blue solid line indicates the grid contraction and reduces from the same value
on the x-axis (x = 0.3). The above results indicate that the movement of the grid did
not affect the flow analysis result by always satisfying the conservation, even when

the movement and deformation of the grid occurred.
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4.2.2.5 Solver interface

The interface between the FVM and MOC calculation domains is depicted in Figure
4-6, and the data between the two flow domains were transferred to the area where
the two domains overlapped. The following describes the data transfer in the
downstream pipe as an example. For the interface located in the downstream region,
the two grid points closest to the right boundary of the FVM region were selected as
donor nodes to transfer the flow property to the FVM boundary ghost cell boundary
(fringe cell). Two different flow properties of the two donor locations were
transferred to the fringe point via linear interpolation. As the FVM calculation
domain has second-order spatial accuracy, two boundary ghost cells were required.
Therefore, four donor nodes were required as two pairs of nodes. Conversely, at the
boundary of the downstream MOC region, the flow properties of the two FVM donor
cells adjacent to the end of the MOC domain are transferred to the fringe boundary

node.

ID ( PIG C)—P Flow direction

_____ R |

domain

Upstream Downstream
PIG Bdry. PIG Bdry.

Donor Donor Donor Fringe

MOC domain

i i | | O | B

Bdry. Ghost cells Donor Donor

Figure 4-6. Interface between FVM and MOC computation regions.
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4.2.3 Tuned friction model

A dynamic friction table that reflects the friction variation was adopted in this
friction model. This method inputs the friction constants into the dynamic friction
table at all points where speed excursion occurs, as shown in Figure 4-7, and the
speed excursion can be calculated by the difference between F;; and F; as
expressed in Eq. (4.24).

To use this model, the field data of speed excursions and occurrence locations are
required to input the dynamic friction table. F; is obtained from the field pigging
data, but all values of F;; must be determined by adjusting the values that best
simulate the field-PIG velocity. The simulation algorithm of the tuned friction model
is shown in Figure 4-9 (a), which shows the tuning process for determining Fg; in
the dynamic friction table. The initial Fj;; values were entered empirically, and the

final friction values were determined through the tuning process.

[} Friction variation

[Pio

Friction ] ? ? s «

H
Static friction, £, 4

Dynamic friction, Fy

Fy—Fq Fay — Fy Fap — Fu Faz — Fa Fay — Fq

Time

Figure 4-7. Schematic of the tuned friction model

F; ifv, =0

F ={ . 4.24
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4.2.4 Weighted friction model

The core of this friction model is a linear equation for the friction variation owing
to pipeline bends and wall thickness changes. The influence of each variable on
friction can be determined by the weight parameters in the linear equations. The
angle of the bends and the change in wall thickness can be obtained from field
pigging data, and these are directly applied as inputs to linear equations (Egs. (4.25—
4.29)). The user should determine the weight parameters by considering the effect of
each variable on friction. The network for the overall computational scheme for this
model is shown in Figure 4-8.

From the field data, it was observed that three bend angles (types A, B, and C) and
some wall thickness change affected the friction variation; therefore, three weight
parameters were adopted to calculate the friction according to the angle of bends
(Egs. (4.26-4.28)), and one weight parameter was adopted to adjust the wall
thickness changes as expressed in Eq. (4.29). As the weight parameter can determine
the additional friction force of each variable, it is necessary to determine the weight
parameters to employ this model. Therefore, the initial weight parameters were
entered empirically, and the final weight parameters were determined through the

tuning process shown in Figure 4-9 (b).

Input from pipeline
information data User-defined
Weight parameter

Coefficent of friction

Weighted sum Estimated friction force ~ Simulation results

i

Figure 4-8. Calculation scheme of weighted friction model
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Fr = Fq(1+ Kpena + kchwe)
kbend_typeA =Wy * Rb_typeA
kbend_typeB =Wy * Rb_typeB

kbend_typec = Wz * Rb_typeC

tchwt)

kchwe = W4*( t
0
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Figure 4-9. Simulation algorithms for: (a) Tuned friction model; (b) Weighted

friction model
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4.3. Solver evaluation method

The field pigging data that was simulated and predicted by each solver is shown in
Figure 4-1. First and second pigging data had different pressure and flow conditions,
while the rest of the conditions were the same. The results of the four solvers were

compared with the field pigging data using the following error evaluation equations:

n |D; — O;
MAE [m/s] = % (4.30)
MAE, — MAE;
ERR(%) = T MAE. (4.31)
o
MAE; — MAE, (4.32)
EGR(%) = —————
(%) MAE,
noo,—Y"_ D,
CRM = - l-lzln : o.l_l d (4.33)
i= L

First, the error between the results of the solvers and field data was calculated using
the mean absolute error (MAE), which is expressed in Eq. (4.30). This value shows
an intuitive difference between the predictions and the field data. To evaluate the
performance of each solver with MAE, the increase or decrease in MAE is expressed
as a percentage using the error reduction rate (ERR), as expressed in Eq. (4.31), and
error growth rate (EGR), as expressed in Eq. (4.32). The higher the performance, the
higher the ERR, and the lower the performance, the higher the EGR. Additionally,
coefficient of residual mass (CRM), which is a measure of the tendency of the model
to overestimate or underestimate the measured value, can be expressed in Eq. (4.33).
A positive CRM value indicates that the numerical solution is underestimated, and a
negative CRM value indicates that the numerical solution is overestimated [40]. By
adopting a linear interpolation method, the field data and the results of the solvers

were compared with approximately 60,000 data at 0.1 m intervals in pigging distance.
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4.4. Results and discussion

This section presents the simulation and prediction results for each solver, including
the solver performance evaluation. Section 4.4.1 presents the simulation results for
the first pigging velocity from each solver, and Section 4.4.2 presents the prediction
results for the second pigging velocity from each solver. In Section 4.4.3, the
differences between the Stoner-MOC and MOC-FVM hybrid models are analyzed
and described, and in Section 4.4, the differences between the tuned and weighted
friction models are analyzed and described.

As the flow and friction models applied to each solver were different, the required
numerical input was also different. Figure 4-10 (a) shows the dynamic friction table
of the tuned friction model. The friction values were determined through several
field-data-based tuning processes. These friction values were used as friction inputs
for solvers 1 and 2, based on the tuned friction model. However, to use solvers 3 and
4 based on the weighted friction model, the weight parameters must be determined.
The weight parameters were determined based on field data, as listed in Table 4-2,
through several tuning processes.

Figure 4-10 (b) shows the relative elevation of Route-A, which was used as an input
for all solvers to calculate the gravitational force in the dynamic equation of the PIG.
Figure 4-10(c) and (d) show the scaled pressure and flowrate derived from the first
pigging field data, which were used as input values for the first pigging simulation

in all solvers.
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Figure 4-10. Numerical inputs for simulation: (a) Tuned friction in the
dynamic friction table

Table 4-2. Friction values for weighted friction model

Variable Unit Value

F; bar 0.533
Fy bar 0.365
wy - 5.27
wy - 3.09
ws - 1.67
Wy - 0.34
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4.4.1 Simulation performance of the solvers

The simulated PIG velocities obtained from each solver for first pigging are shown
in Figure 4-11. It was verified that the PIG velocities simulated by all the solvers
were in good agreement with the field pigging data.

However, if the difference in the field pigging data and the simulated PIG velocity
is precisely compared at 0.1 m interval using the MAE equation, it can be seen that
the simulation performance between solvers is different, as given in Table 4-3.
Through MAE evaluation, it was verified that Solver 2, composed of the MOC-FVM
hybrid and tuned friction models, showed the highest accuracy as shown in Figure
4-12 (a), and Solver 3, composed of Stoner-MOC and the weighted friction models,
showed the lowest accuracy, as shown in Figure 4-12 (b).

When using the MOC-FVM hybrid instead of the Stoner-MOC in the flow model,
it was verified that the MAE error was clearly reduced, as shown in Figure 4-12 (a),
which means that the MOC-FVM hybrid model shows higher simulation
performance. However, the error slightly increased when the weighted friction
model was adopted, as shown in Figure 4-12 (b), which means that the tuned friction
model shows higher simulation performance. Therefore, the MOC-FVM hybrid
model for the flow part and the tuned friction model for the friction part showed
better simulation performances; hence, Solver 2 showed the highest simulation

performance.

96



Scaled PIG velocity Scaled PIG velocity Scaled PIG velocity

Scaled PIG velocity

a ——Field pigging data of Route-A (1st pigging)
~—Solverl (Stoner+Tuned)

vp/ Va
N

o T

a ——Field pigging data of Route-A (1st pigging)
——Solver2 (Hybrid+Tuned)

3

Vp/Va
N

v )
—Field pigging data of Route-A (1st pigging)
——Solver3 (Stoner+Weighted)

Vo /Va
N

4 —Field pigging data of Route-A (1st pigging)
——Solverd (Hybrid+Weighted)

vp/ Va
N

(] 20 40 60 80 100
Distance ratio (%)

Figure 4-11. Simulated PIG velocities obtained from four solvers for first

pigging.
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Table 4-3. Simulation performance of solvers through error evaluation

Error model Solver1 Solver2 Solver3 Solver4 Criteria

MAE [m/s] 0.464 0.428 0.471 0.444 <1lmls
CRM>0
CRM 0.0163 -0.02128 0.0082 -0.0705  underestimate

CRM<0 overestimate

(@) os (b) os

0.48 0.48

| ERR
0.46
1 ERR = 7.76%
0.44 \
04 + > .
Solver2 Solvers
Lt ) Hy! ) ¢ gl 1 Ryl
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= g

MAE
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Figure 4-12. Comparison of simulation performance according to: (a) flow

models; (b) friction models.



4.4.2 Prediction performance of the solvers

The predicted PIG velocities obtained from the four solvers for second pigging are
shown in Figure 4-13. It was verified that the PIG velocities predicted by all the
solvers were in good agreement with the field pigging data. However, on comparing
the MAE of the solvers as given in Table 4-4, it can be seen that there is a difference
in the prediction performance between the solvers. While Solver 4, composed of the
MOC-FVM hybrid and weighted friction models, showed the highest prediction
performance, Solver 1, composed of the Stoner-MOC and tuned friction models,
showed the lowest prediction performance.

Comparing the prediction performance of each solver through EGR as shown in
Figure 4-14, it was verified that the EGR of the solvers based on tuned friction
models were relatively high at 5.82 % and 6.07 %, whereas the EGR of the weighted
friction models were relatively low at 1.27 % and 1.35 %. However, no significant
differences in predictability were observed according to the changes in the flow

models.
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Figure 4-13. Predicted PIG velocities obtained from four solvers for second

pigging.
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Table 4-4. Prediction performance of solvers through error evaluation

Error model  Solver 1 Solver2 Solver3 Solver4 Criteria

MAE [m/s] 0.488 0.454 0.477 0.449 <1m/s

RMSE 0.7337 0.6540 0.6895 0.7385 -
CRM>0
underestimate
CRM -0.077 -0.0411 -0.0111 -0.023
CRM<0
overestimate
0.5 -
EGR = 5.82%
i EGR=1.27%
0.48 - /
0.46 - EGR =1.35%
4 EGR 6.07%
w ,
< 4
S 044 -
- I1
0.4 ]

1st pigging |2nd pigging| 1st pigging ‘an pigging| 1st plggmg\an plggmg lst pigging ‘an pigging

Solver 1 Solver 2 Solver 3 Solver 4
(Stoner+Tuned) (Hybrid+Tuned) (Stoner+Weighted) (Hybrid+Weighted)

Figure 4-14. Comparison of prediction performance of solvers.
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4.4.3 Difference between flow models

First, considering the branching equations of the governing equation, such as in the
case of Stoner's equation, the inertial (convective) term was neglected assuming that
the flow velocity in the pipe is low. Additionally, by applying the isothermal
assumption, which is often employed in conventional pipe flow analysis, the
governing equation can be considerably simplified. However, as the FVM solver
uses the full Euler equation, wherein the aforementioned assumptions are not applied
to the governing equation, differences are expected in our analysis results.

Specifically, in the process of low-pressure/low-flow-rate pigging, the PIG
temporarily stops or decelerates in the section where the frictional force increases
locally. Subsequently, a pressure pocket built by compressed gas was observed at the
rear end of the PIG, and the PIG was rapidly catapulted when the differential pressure
exceeded the frictional force. In this series of processes, the compression and
expansion of the gas occur around the PIG, which deviates from the situation
assumed in the Stoner’s equation.

Regarding the numerical difference, a relatively dense grid size is required to obtain
high-resolution solution variables near the PIG, whereas a coarse grid is sufficient
for the area with quiescent flow. In the case of the Stoner-based solver, it was difficult
to maintain sufficient number of grids around the PIG while maintaining
computational efficiency because the MOC is fundamentally a type of finite
difference method; therefore, it was necessary to construct a uniform and constant
grid size.

In addition, calculations were performed with second-order spatial accuracy in the
FVM calculation area within the hybrid solver, which is an added advantage near the
PIG, where the flow change is large although it was difficult to extend the spatial
accuracy in MOC. Figure 4-15 shows the differences between the Stoner-MOC and
MOC-FVM hybrid models.
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4.4.4 Difference between friction models

The tuned and the weighted friction models have opposite advantages and
disadvantages as shown in Figure 4-14. The tuned friction model performed better
in the simulation of the first pigging and the weighted friction model performed
better in prediction the second pigging. This trend was also observed in our previous
study [26] and verified in this study.

The tuned friction model exhibited better simulation accuracy because the friction-
constant values could be entered into the dynamic friction table, and these values
could be individually tuned.

For example, Figure 4-16 (a) shows the simulation results of the tuned friction
model in a specific section, and it can be observed that the pigging velocity is
simulated with better accuracy by tuning the dynamic friction table for all friction
variations.

However, the weighted friction model exhibited lower accuracy because the
variable groups that reflected the characteristics of bends and wall thickness changes
adjusted the weighted parameters. For example, Figure 4-16 (b) shows the simulation
result of the weighted friction model in a specific section, and it can be observed that
the accuracy is relatively low in the section with a type C bend. If the weight
parameter corresponding to the type C bend is adjusted to reduce this error, the error
in the other sections of the bend eventually increases.

In the prediction performance, the tuning of the tuned friction model was precise
based on the first pigging data; however, a large error occurred when predicting the
second pigging data. This implies that the friction constant values in the tuned
friction model do not properly reflect the friction change owing to the change in
operating conditions. However, the linear friction equation and weighted parameters,
considering the characteristics of the bends and wall thickness change, reflect the
friction change according to the change in operating conditions relatively well. As
the friction calculated in each model was different, the calculated PIG velocities were

also slightly different.
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Figure 4-16. PIG velocity differences in the friction models: (a) Tuned friction

model; (b) Weighted friction model.

4.5. Summary

This study presented four pigging solvers that were developed by employing
different combinations of flow and friction models. The simulation and prediction
performances of each solver were evaluated through statistical error evaluation, and
it was verified that the MOC-FVM hybrid model showed higher simulation
performance than that of the Stoner-MOC model among the flow models.

The Stoner-MOC solver exhibited low simulation accuracy; however, it computed
four times faster than the MOC-FVM hybrid solver. Furthermore, among the friction
models, the tuned friction model showed a higher simulation performance, whereas
the weighted friction model showed a higher prediction performance. Therefore,
Solver 2, which had employed a hybrid-tuned model combination, exhibited the
highest simulation performance, whereas Solver 4, which had employed a hybrid-
weighted model combination, exhibited the highest prediction performance. These
results indicate that the flow and friction models can be strategically combined to
build a solver depending on the usage requirements as the difference in simulation

and prediction performance between solvers has been verified.
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Chapter 5. Industrial application for CO, and H,

pipeline pigging
5.1. Introduction

Offshore CCS (Carbon Capture and Storage) is a technology that captures CO,
generated from large-scale thermal power plants, transports them to depleted oil and
gas fields, and stores them. Norway and the United Kingdom are conducting a lot of
R&D for commercialization and demonstration of offshore CCS [60]. As interest in
carbon neutrality increases worldwide, the importance of CCS technology to capture,
transport, and store CO, contained in flue gas is growing. Recently, in South Korea,
an offshore CCS project is underway to re-inject CO, in the depleted reservoir of
Donghae gas field [61].

In order to safely and efficiently transport CO, through offshore pipelines, it is
necessary to maintain a dense phase and to operate at high pressures ranging from
about 80 bar up to 200 bar [60]. However, due to the aging of pipelines that are more
than 20 years old, operation at high pressure is burdensome, and the pipeline integrity
should be checked by intelligent pigging before CO, transport.

Growing global demand for hydrogen is increasing challenges across the supply
chain, from production to consumption. One of the biggest challenges is transporting
the hydrogen produced. The most efficient way to solve this is to transport natural
gas and hydrogen in the existing pipeline infrastructure [62]. However, the method
of transporting a mixture of hydrogen and natural gas still has problems such as
leakage and brittleness. Since standards such as the necessary conditions for mixing
the two gases have not been established, small hydrogen molecules leaking into pipes
or equipment can lead to big problems. Also, when the pressure in the pipeline
increases, small amounts of hydrogen can cause brittleness in metal parts. Therefore,
the need for monitoring and maintenance activities also increases [63].

Despite growing demand for CO, and H, pipelines, most previous studies have

been limited range to natural gas pipeline pigging. Integrity assessment of A CO, and
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H, pipeline with a ‘smart PIG’ is also viable, but very few inspections runs with
smart PIG are reported. Inspection pigging of CO, and H, pipelines is not
routinely done and regarded as more difficult than natural gas pipeline pigging.
Objective of this part is firstly to propose a methodology of speed excursion analysis
for the CO, and H, pipeline pigging using Kim’s solver, and secondly to identify
the PIG behavior properties in the CO, and H, pipeline, thirdly to compare the

risk of operation and speed excursion according to the fluid mixture.
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5.2. Methodology
There are limitations in simulating CO, and H, pipeline pigging using Kim's
proposed solver. Simulations using Kim’s solver are carried out using ideal gas EOS,
therefore, the calculation result of the fluid mixture may be inaccurate. To
compensate for this limitation, pre-simulation was performed with the Multiflash
and OLGA to obtain accurate physical properties calculated through real gas EOS.
Figure 5-1 shows a two-stage simulation methodology for modeling speed excursion
using the Multiflash/OLGA and Kim’s solver
The first simulation is performed using the Multiflash/OLGA for phase behavior
analysis to recognize the speed excursion zone (Vapor phase), and for flow
simulation to find the physical properties calculated through the real-gas EOS. The
obtained operation pressure range and fluid density are used in the numerical input
of Kim’s solver. The second simulation is performed using Kim’s solver which is
based Stoner-MOC for flow model part, and Tuned friction model for friction model
part. Using the obtained numerical inputs in the first simulation, speed excursion
analysis was conducted to evaluate the risk of operation under speed excursion zone.
Finally, optimized operating conditions, and PIG behavior according to fluid mixture

can be obtained as output through the speed excursion analysis.

First simulation Second simulation

Kim’s solver

Multiflash / OLGA (Stoner-Tuned
based)

Numerical input
for speed excursion
simulation

Phase behavior
analysis / Flow

simulation Fluid properties
Operating pressure range

Speed excursion
analysis

Figure 5-1. A two-stage simulation methodology for modeling speed
excursion conS|der1|83 fluid composition - "{‘-I _..;Jj:_ t_'_] &@ 1_]1
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5.3. Phase behavior analysis for speed excursion zone

A Phase diagram due to H, blending into natural gas pipeline was obtained in
Figure 5.2 using the Multiflash. The critical point of CH, 100% is 45.7 bar at -
82.8°C, and the vapor phase can be identified based on this point. Speed excursion is
a phenomenon that occurs mainly and severely in the vapor phase, and the vapor
phase can be called the speed excursion zone. In the case of CH, 100%, it can be
confirmed from the phase diagram, that speed excursion can be avoided when
operating at 45.7 bar or higher at room temperature.

However, as H, is mixed, the critical pressure gradually increases and the
temperature decreases as shown in Table 5-1. Therefore, because the vapor phase is
widened due to hydrogen mixing, the speed excursion zone is widened as shown in
the Figure 5-2. For CH, 80% + H, 20%, minimum required operating pressure is
68.3 bar. The reason why the speed excursion zone is wide due to this hydrogen
blending is that the density of hydrogen (py, = 0.0899 kg/m3) is much lighter

than that of methane (pcys = 0.657 kg/m?).
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Figure 5-2. Phase diagram for CH, + H, mixture
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Table 5-1. Critical point according to fluid mixture

Critical point
Fluid mixture

Pressure (bar) Temperature (°C)
CH, 100% 45.7 -82.8
CH, 95% + H, 5% 524 -84.4
CH, 90% + H, 10% 56.8 -86.3
CH, 85%+ H, 15% 64.9 -88.3
CH, 80% + H, 20% 68.3 -90.3
CO, 99% + N, 1% 75.6 30.5

A Phase diagram for CO, 99% and N, 1% obtained in Figure 5.3 using the
Multiflash. The critical point of this mixture is 75.6 bar at 30.5°C, and the vapor
phase can be identified based on this point. Speed excursion is a phenomenon that
occurs mainly and severely in the vapor phase, and the vapor phase can be called the
speed excursion zone. In this case, it can be confirmed from the phase diagram, that
speed excursion can be avoided when operating at 75.6 bar or higher at over 30.5°C.
However, below the temperature of 30.5°C, the minimum required operating pressure
depends on the temperature. Since CO, has a higher density (pcys = 1.977 kg/

m3) than CH,, it is expected to be more stable than natural gas pipeline pigging.
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5.4. Simulation

5.4.1 Simulation case

This section includes simulation inputs and cases for CO,, H,, CH, pipeline
pigging simulation using Kim’s solver. All simulation inputs are identical to those
shown in Table 5.2, except for fluid properties. Table 5-3 shows the simulation case
for this section. Since hydrogen is lighter than methane, speed excursion is expected
even at pressures higher than the critical pressure, so more simulations were
performed for three cases (C1 to C3) of 90, 110, and 130 bar.

Conversely, CO, is heavier than methane, the speed excursion is expected to be
small at a pressure lower than the critical pressure, so more simulations were

performed for three cases (C4 to C6) of 50, 40, 30 bar. CO is the case of CH, 100%.

Table 5-2. Numerical parameters for CO,, H,, CH, pipeline pigging

simulation using Kim’s solver

Parameter Value Unit
Lyipe 500 m
k 0.005 mm
T 30 °C
F; 0.533 bar
Fy 0.365 bar
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Table 5-3. Simulation case CO, and H, pipeline pigging simulation

Case No. Fluid mixture Operating pressure (bar)
Co CH, 100% -
Cl CH, 80% + H, 20% 90
C2 CH, 80% + H, 20% 110
C3 CH, 80% + H, 20% 130
C4 CO, 99% + N, 1% 50
Cs CO, 99% + N, 1% 40
Cé6 CO, 99% + N, 1% 30
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5.4.2 Case study — H, pipeline pigging

This section includes case study results for H, pipeline pigging. The simulation
results for C1~C3 can be seen in Figure 5-4. The flow velocity is high due to its low
density. Average PIG velocity exceeds 5 m/s under 80 bar conditions. It can be
confirmed that the pressure of 110 bar of C2 is the minimum allowable pressure to
avoid speed excursion at 5 m/s or less. In Figure 5-4, despite the high operating
pressure, speed excursions similar to that of natural gas pipeline pigging in the
medium operating pressure occurred. Therefore, as in Figure 5-6, The pressure range
of 68.3 to 110 bar is "S.E but safe" zone. In the range, Speed excursion is not severe

due to the high operating pressure, but flow velocity is high due to its low density.
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Figure 5-4. Simulation results for H, pipeline pigging according to
operating pressure
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Figure 5-5. Comparison of H, and Natural gas pipeline pigging
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5.4.3 Case study — CO, pipeline pigging

This section includes case study results for CO, pipeline pigging. The simulation
results for C4~C6 can be seen in Figure 5-7. Contrary to the hydrogen simulation
result, the flow velocity is low due to its high density. Critical pressure is 75.6 bar,
but excessive speed excursion starts to occur from below 40 bar. Thus, the pressure
range of 75.6 bar to 40 bar is “S.E but safe" zone as shown in Figure 5-9. This result
means that pigging operation in the S.E but safe zone is possible when high-pressure

pigging is difficult for aging pipeline.
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Figure 5-7. Simulation results for CO, pipeline pigging according to
operating pressure
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Figure 5-9. Phase diagram of CO,-N, including simulation results
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5.5. Summary

This study presented methodology of speed excursion analysis for the CO, and
H, pipeline pigging using Kim’s solver. The methodology includes a two-stage
simulation for modeling speed excursion considering fluid composition using
Multiflash, OLGA, Kim’s solver. The first simulation is performed using
Multiflash/OLGA for phase behavior analysis to recognize the speed excursion zone
(Vapor phase), and for flow simulation to find the physical properties calculated
through the real-gas EOS. The obtained operation pressure range and fluid density
are used in the numerical input of Kim’s solver. The second simulation is performed
using Kim’s solver which is based Stoner-MOC for flow model part, and Tuned
friction model for friction model part. Using the obtained numerical inputs in the
first simulation, speed excursion analysis was conducted to evaluate the risk of
operation under speed excursion zone. Finally, optimized operating conditions, and
PIG behavior according to fluid mixture can be obtained as output through the speed
excursion analysis.

With the proposed methodology, speed excursion analysis was performed for H,
and CO, pipeline pigging. PIG behavior properties in the CO, and H, pipeline
were identified. Summarizing the case study results, increased speed excursion zone
due to H, blending and low density in the CH4-H, pipeline, and decreased speed
excursion zone due to high density in the CO,-N, pipeline. Also, in terms of speed
excursion, H, pipeline pigging was the most difficult and CO, pipeline pigging

was the easier than the natural gas pipeline pigging.
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Chapter 6. Concluding remarks

6.1. Conclusions

This study presented various models, solvers, and methodologies that can predict
unstable behavior of PIG such as speed excursion through modeling, simulation and
experiment.

Firstly, two novel friction models of pipeline inspection gauges were proposed to
simulate and predict speed excursions occurring in the total distance ratio of a
pipeline generated by numerous bends and changes in wall thickness. These two
friction models are tuning models based on field data to simulate speed excursions
due to frictional variation, and can be strategically selected according to the purpose
of the simulation. These results mean that the speed excursion at the total distance
ratio can be simulated and predicted with high accuracy using the proposed friction
models. Therefore, these two novel friction models would provide insights for the
operators to simulate and predict the dynamics of the PIGs in their pipeline networks.

Secondly, speed excursion due to changes in wall thickness were experimented to
investigate the mechanism of speed excursion and the relationship between speed
excursion and main variables as flowrate, wall thickens change, and linepack length.

Based on the differential pressure measurement results, the speed excursion process
was divided into four phases: build-up phase, pre-speed excursion phase, speed
excursion phase, and recovery phase. The PIG behavior was analyzed based on the
results of these five phases. The flow velocity has a linear relationship with the speed
excursion, but the excursion ratio has an exponential curve that rapidly increases at
low flow velocity. These results indicate that low-flow pigging produces relatively
low-speed excursions but can be risky because of the rapid increase in the excursion
ratio. The build-up and recovery times also showed an exponential curve that
increased rapidly at low flow velocities. These results indicate that pigging behavior
is significantly unstable owing to the long buildup and recovery times during low-

flow pigging. When the wall thickness change ratio increased from 1.94% to 3.94%,
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the increase in friction caused the speed excursion to increase from 46% to 110%,
showing a linear relationship. The rate of increase was higher as the flow rate
decreased. In the excursion ratio result, an exponential curve was obtained even
when the friction increased due to the wall thickness change. The excursion ratio
dramatically increased as the flow rate decreased. The build-up time and recovery
time results showed an exponential curve that rapidly increased at low flow rates due
to increased friction. These results indicate that the PIG behavior is more unstable
due to increased friction, especially at low flow rates. When the linepack length
changed from 4.5 m to 9 m, higher-speed excursions occurred as the linepack length
increased, even under the same friction conditions. These results are important as
they indicate that the linepack length is the main factor in the speed excursion.
Finally, the equation of friction increase ratio according to the wall thickness change
ratio was proposed from the experiment and was validated by Kim’s solver within
8.5% error.

Thirdly, four pigging solvers that were developed by employing different
combinations of flow and friction models were proposed. The simulation and
prediction performances of each solver were evaluated through statistical error
evaluation, and it was verified that the MOC-FVM hybrid model showed higher
simulation performance than that of the Stoner-MOC model among the flow models.
The Stoner-MOC solver exhibited low simulation accuracy; however, it computed
four times faster than the MOC-FVM hybrid solver. Furthermore, among the friction
models, the tuned friction model showed a higher simulation performance, whereas
the weighted friction model showed a higher prediction performance. Therefore,
Solver 2, which had employed a hybrid-tuned model combination, exhibited the
highest simulation performance, whereas Solver 4, which had employed a hybrid-
weighted model combination, exhibited the highest prediction performance. These
results indicate that the flow and friction models can be strategically combined to
build a solver depending on the usage requirements as the difference in simulation
and prediction performance between solvers has been verified.
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6.2. Further study

This dissertation has given several insights on speed excursion of PIG. However, it
also left some challenges.

Firstly, since the weighted friction model and the tuned friction model show
opposite advantages and disadvantages, hybrid friction model can be proposed to
adopt the advantages from both friction models by using integrated algorithm of both
friction models at the same time. The core concept is to use the weighted friction
model as the main model to simulate all friction variation, and then configure the
algorithm to separately reinterpret some sections with large errors as a tuned friction
model.

Secondly, since the speed excursion must be controlled, it is necessary to apply the
bypass PIG model to the proposed model, solver, and methodology. Therefore, in the
end, speed excursion occurs, and speed simulation should be possible to be aware of
that how much the speed excursion decreases according to the bypass performance.

Thirdly, Kim's solver adopted the ideal gas equation because it was assumed that
the error due to the application of the ideal gas was small. However, if real gas EOS

is applied to Kim's solver, the error can be further reduced.
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