
 

 

저 시-비 리- 경 지 2.0 한민  

는 아래  조건  르는 경 에 한하여 게 

l  저 물  복제, 포, 전송, 전시, 공연  송할 수 습니다.  

다 과 같  조건  라야 합니다: 

l 하는,  저 물  나 포  경 ,  저 물에 적 된 허락조건
 명확하게 나타내어야 합니다.  

l 저 터  허가를 면 러한 조건들  적 되지 않습니다.  

저 에 른  리는  내 에 하여 향  지 않습니다. 

것  허락규약(Legal Code)  해하  쉽게 약한 것 니다.  

Disclaimer  

  

  

저 시. 하는 원저 를 시하여야 합니다. 

비 리. 하는  저 물  리 목적  할 수 없습니다. 

경 지. 하는  저 물  개 , 형 또는 가공할 수 없습니다. 

http://creativecommons.org/licenses/by-nc-nd/2.0/kr/legalcode
http://creativecommons.org/licenses/by-nc-nd/2.0/kr/


 

 

Master’s Thesis of Business Administration 

 

 

 

Pricing Subscription Services with 

Text Data using Hedonic Pricing 

and Machine Learning 
 

 

 

헤도닉 가격모형과 머신러닝을 활용한 

구독서비스의 텍스트 기반 가격 책정 

 

 

 
February 2023 

 

 

 

 

Graduate School of Business 

Seoul National University 

 Operations Management Major 

 

Jo, Min-hwa



 

 

Pricing Subscription Services with 

Text Data using Hedonic Pricing 

and Machine Learning 
 

Park, Sang-wook 

 

Submitting a master’s thesis of 

Business Administration 
 

February 2023 

 

Graduate School of Business 

Seoul National University 
Operations Management Major 

 

Jo, Min-hwa 

 

 

Confirming the master’s thesis written by 

Jo, Min-hwa  

February 2023 

 

Chair         Nam, Ick-hyun   (Seal) 

Vice Chair   Lim, Michael K.   (Seal) 

Examiner   Park, Sang-wook  (Seal)



 

 i 

Abstract 
 

Pricing Subscription Services with Text Data  

using Hedonic Pricing and Machine Learning 

 

Jo, Min-hwa 

Business Administration (Operations Management) 

The Graduate School 

Seoul National University 

 

Subscription e-commerce market has grown by more than 100 

percent a year over the past five years and the importance of study 

on subscription services is self-evident nowadays. However, prices 

in subscription services usually have unclear structures even 

though offering a reasonable price is one of the most important 

elements of customer relationship management in service area. 

Thus, the aim of the study is to consider attributes based on 

customer preferences obtained by user-generated data and predict 

price for subscription services more objectively in a way that 

customers accept it reasonable. 

Target data are 10,000 web scraped reviews from 

representative subscription services of video streaming service 

brands. Using machine learning techniques, topic modeling, vector 

space model, dimensionality shrinkage and deriving the value of 

attributes were done, and hedonic pricing model was defined.  

In this process, the result shows that a highly predictive 

value can be obtained by considering the covariance between each 

value through Partial Least Squares regression that enables 

supervised Latent Dirichlet Allocation when pricing services with 

text-based data. Moreover, regarding the result of Netflix, Amazon 
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Prime Video, and HBO Max being overpriced, Disney+, and Hulu 

being underpriced, this paper presented insights and implications 

for each service through considering the relationships between 

price and attributes that customers value and other situations that 

the services face. 

 

…………………………………… 

Keyword : Pricing, Subscription Services, Machine Learning, Latent 

Dirichlet Allocation, Partial Least Squares, Hedonic Pricing Model 

Student Number : 2021-27567 
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Chapter 1. Introduction 
 

 

With the development of new technologies and the 

deregulation of several industries, the number of suppliers of 

subscription services has grown significantly during the last two 

decades (Mesak & Darrat, 2022). The importance of studying 

subscription services is self-evident since, at present, almost 

every household is involved, in one way or another, in these 

services (Fruchter et al., 2013). 

By a report from McKinsey & Company, the subscription e-

commerce market has grown by more than 100 percent a year over 

the past five years. Fueled by venture-capital investments, start-

ups have launched these businesses in a wide range of categories. 

This strong growth has attracted established consumer brand 

manufacturers and retailers, making them all launch new 

subscription businesses (e.g., P&G (Gillette on Demand), Sephora 

(Play!), and Walmart (Beauty Box)) (Chen et al., 2018). 

Opportunities for more subscription-based services will 

increase, and in this environment, pricing is increasingly recognized 

as a key element of customer relationship management in 

subscription services (Crescenzi, 2020). Considering price of 

subscription services, one of the major challenging questions that 

managers of business and scholars face is how to price these 

subscription services over time.  

However, prices in services usually have unclear structures. 

Thinking of a representative subscription service, OTT(Over-the-

top) video streaming services, the costs are usually hard to identify 

clearly, and are subjectively measured. For example, it is quite 

common for subscription service users to experience unreasonable 

price derived by companies that measure their price by referring to 

competitors or unknown variation on prices, which makes 

customers leave the service after all. 

 

 



 

 ２ 

Thus, the aim of the study is to consider attributes based on 

customer preferences obtained by user-generated data and predict 

price for subscription services more objectively in a way that 

customers accept it reasonable. After predicting the price with the 

attributes obtained, comparison between current price and the 

obtained price will be done to show the difference. 

To obtain the right attributes, online review data will be used. 

Since online reviews contain valuable information from customers 

such as satisfaction, loyalty, price sensitivity, willingness to pay, 

and so on, online reviews written by users of subscription services 

will be collected through web scraping. With that, the attributes will 

be defined through topic modeling the text data from online reviews.  

In general, text data contains a lot of information that are hard 

to be reduced. To solve this, machine learning methodologies to 

discover latent concepts (or topics) inside collection of documents 

will be used. The most widely used method is Latent Dirichlet 

Allocation (LDA) among these methods, which is a generative 

probabilistic model for topic modeling that has also been used to 

create features for classification and regression purposes (Blei et 

al., 2003). To figure out the values of the information which comes 

out as attributes and independent variables, LDA is developed by 

Partial Least Square (PLS) regression as Supervised LDA. This 

approach will be the main method for this research to handle text 

data.  

By using the above methods, the attributes obtained here will 

be made into a regression model by using Hedonic Pricing Model. 

As these models come with the price regarding the functions of its 

observable attributes, hedonic models can be applied for the 

interpretation (Feenstra and Shapiro, 2008). This will be a process 

to set up hedonic value for the text description by estimating the 

implicit price of the words providing details on attributes that drive 

customer preferences. 
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Chapter 2. Literature Review 
 

 

1.1. Hedonic Pricing 
 

Hedonic price model was first brought by Waugh (1928) with 

the idea of finding quality factors that influence vegetable prices, 

and Court (1939) with defining hedonic price indexed with 

automotive examples. Later, contributions to this model from 

Lancaster (1966) with the theory of consumer preferences and 

Rosen (1974) with examining characteristics from real estate area 

made the establishment on hedonic pricing model. 

Hedonic price model is based on the thought that utility of 

consumptions on products or services is brought by the attributes 

or characteristics of the goods, not from themselves. (Liang & Yuan, 

2021). The effect of each feature on price regarding utility and 

satisfaction from consumers is called the hedonic price of this 

feature. The essence of the hedonic price model is to explain the 

change in heterogeneous market prices by the quantity change of 

features (Liang & Yuan, 2021).  

From a managerial perspective, it is critically important to 

understand consumer perceptions of each of the attributes 

associated with the price (Chen & Rothschild, 2010). In this point, 

Papatheodorou & Apostolakis (2012) explains basic knowledge and 

applications on how to analyze hedonic price. They show how 

hedonic price analysis can estimate price for characteristics that 

are valued by consumers even for non-market product or under 

service characteristics. Also, related to research on quality 

management, Magno et al. (2018) introduced accommodation prices 

on Airbnb, with the purpose of filling the gap between prices for 

shared accommodations based on their experience with price 

management and on the level of market demand by suggesting and 

testing a comprehensive hedonic pricing model. This shows how 

managerial decision making and evaluating individual preferences 

can be done by using hedonic pricing.  
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For more use of hedonic model, Brynjolfsson & Kemerer 

(1996) introduced a hedonic model to determine the effects of 

network externalities, standards, intrinsic features, and a time trend 

on microcomputer spreadsheet software prices using hedonic 

regression model with product sample data collected over 6 years. 

Wang & Zhou (2008) introduces a structural equation model by 

using hedonic theory to conduct empirical analysis to deduce the 

degree of residential segregation depends on the degree of 

consumer preference for location and attributes and those result in 

different space structures. 

Liu & Wu(2009) conducted research to analyze the 

residential product's value based on structural equation model and 

hedonic price theory, and Wang & Tong (2010) defined housing 

characteristics as independent variables for market supply-demand 

equilibrium model, and conducted an empirical analysis on the 

housing price in Harbin City based on hedonic model. Zhao & Liu 

(2010) had gone through a hedonic price study on urban housing by 

case study to explain the quantitative relationship between housing 

price and housing characteristics based on hedonic model an 

analyzed it through OLS regression.  

Ivanov & Piddubna (2016) developed hedonic models to 

analyze determinants of prices, price dynamics and rate parity 

across distribution channels with data from 150 accommodation 

establishments’ websites. Bacon et al. (2016) also contributed to 

revenue management area regarding hedonic regression. They 

investigated the effect of operational attributes and product type on 

the price that consumers paid in restaurants by testing hypotheses 

with hedonic regression analysis and experimented with secondary 

survey data from restaurants in New York City area.  

Up to knowing the concept and applications for hedonic 

pricing, considering then which of the attributes will impact the 

pricing, research on determinants has also been done by Liang & 

Yuan (2021). They defined the impact of various quality attributes 

and network-specific characteristics on the price of word 
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processing software. Their works are valued for making use of the 

big data with the pricing model. However, applications on how these 

attributes can practically be used onto the hedonic model, 

particularly in service environment have not yet been done, which 

shows the need for further study. 

 

 

1.2. Pricing Subscription Services 

 

Several papers have worked on different pricing models for 

the subscription services. Regarding scales that impact the price of 

subscription model, Samanta et al. (2007) conducted research on 

the impact of price, with the application to mobile subscription. 

They brought up a model that increased significant amount of 

revenue in the data provided company in India. Their research 

shows that a pricing strategy based on provisioning cost, when 

combined with a nonlinear demand model can potentially increase 

both the penetration for a service and the revenue to the operator 

(Samanta et al., 2007). 

Another factor defining research conducted by Nagaraj et al. 

(2021) was of measuring scales that affect the willingness to 

subscribe. The research considered OTT (Over-the-top) video 

streaming services in India. The study identified reasons for 

subscribing or un-subscribing OTT services and identified five 

factors that affect consumer’s preferences on online subscription. 

The data for this research were obtained by conducting survey 

using a data collection platform. Regarding this, as the authors 

mentioned, data collection seems to have a room for improvement 

since OTT services are one of the most subscription services that 

are known for using bigdata for consumer preferences.  

Miao et al. (2022) have worked on profit model for 

Electronic Vehicle (EV) rental service. EV rental services are not 

as much popular as other subscription services that people might 

think of, but scholars and practitioners see it as a promising area 

for subscription. Mio et al. (2022) constructed a comprehensive 
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profit model of EV rental service based on queuing theory in order 

to establish time-based subscription pricing. Blocking level of the 

service system was considered most important for consumers’ 

decisions. Key factors that impact on profit was also studied. 

Other works regarding pricing schemes have been 

investigated in different way. Bala (2012) deals with strategies that 

firms, and consumers take under competition. Given optimal pricing 

by firms, followed by customer type, they try to define the demand 

of each strategy, buy, rent/subscribe, or do nothing to obtain the 

product. However, the renting system, or subscription service in 

this research is mostly considering the characteristics of partly 

outdated products such as newspaper since it is written in 2012. 

Thus, more studies considering subscription services up to date 

seems necessary.  

Fruchter et al. (2013) conducted study on dynamic pricing 

for subscription service. With subscription fee, they also considered 

activation and cancellation fees. Another modeling approach for 

optimal pricing was conducted by Danaher (2002), they derived a 

theoretical model that combined two basic phenomena of 

subscription services, namely, usage and retention. Regarding this 

the researcher defined a revenue maximization model regarding 

usage price and price sensitivity, and data were used to apply from 

a telecommunications service. 

Other than this, since the pricing methods are usually 

differently measured for different characteristics of customers, 

study on customer segmentation with subscription based online 

media customers was done by Haatanen (2022), clustering the data 

of click-data size for the users of the media website. 

Regarding these segments, Punj (2013) also studied on the 

relationship with willingness to pay for different customer 

characteristics in subscription-based business. Findings indicated 

that consumers who are most willing to pay for content and those 

who are not shows definitive contrasts in terms of gender and age 

and to a lesser degree in terms of income and education. (Punj, 

2013) 
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1.3. Hedonic Pricing on Subscription Services 

 

Hedonic Pricing on areas such as tourism, or housing has 

been mostly done and mostly the hedonic pricing methods were 

used with survey data from customers. Gibbs et al. (2018) has gone 

through a specific analysis on both housing and tourism. They 

applied a hedonic pricing model for sharing economy and examined 

through Airbnb listing. For other research in a similar context, 

Stevens (2014) conducted a study on predicting price by text 

mining in the area of Real Estate which has more clear attributes to 

use a hedonic pricing method.   

Most attracting study methods and context that will be 

referred to is of Crescenzi (2020)’s. The researcher established a 

hedonic pricing model that can be useful in regression approach and 

by using topic modeling methods through machine learning, the text 

data were analyzed and measured. Since this study was the only 

one that can be found as using text based hedonic pricing method 

through Machine Learning, it is clear that there is not much 

research on text-based hedonic pricing and for subscription 

services, and there is huge room for study. 

 

 

1.4. Data Mining through Machine Learning 

 

Analysis through machine learning technique has been arising 

these days, and especially for online review has been getting 

increasingly important, papers using text mining and prediction 

through machine learning are increasing. However, while there are 

plenty of methodological and applied contributions on the usage of 

text data for document clustering and classification (Weiss et al., 

2015; Berry & Catellanos, 2004; Berry & Kogan, 2021; Steyvers & 

Griffiths, 2007), not as much research has been produced using text 

with regression models for hedonic pricing (Crescenzi, 2020). This 

gives the reason for using hedonic regression model for text-
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mining though this research.  

Pricing through machine learning has been done in several 

studies. Gupta & Pathak (2014) developed framework for the price 

prediction in order to predict purchases and amount of revenue that 

can be provided. This was done by using Machine learning 

technique. They have done data mining and through applying 

statistical methods in machine learning context, purchase behavior 

of online customers was predicted by each range of price for 

customers. The data that can be quantified were mostly collected in 

the study and they measured price through Dynamic Pricing.  

Hernández & Rosales (2021) had introduced models to 

predict prices for real estate list using ensemble machine learning 

algorithms by use of regression models with the data of information 

about properties listed for sale from popular real estate websites. 

Archak et al. (2011) also conducted study in this context. 

Instead of defining actual price, they worked on how much power 

would pricing have by mining consumer reviews using Machine 

learning. They used web-scraping on Amazon product review over 

15 months and analyzed textual data in order to learn consumers’ 

relative preferences for different product features and also how 

text can be used for predictive modeling of future changes in sales 

(Archak et al., 2011). 

In data science and management area, Tan & Xiao (2021) 

also contributed on the research of hedonic pricing model on the 

purpose of defining effectiveness of online reviews on addressing 

price endogeneity issue in an application to consumer demand for 

smartphone. They compared hedonic pricing model and a conditional 

logit discrete choice model that had come out with data from online 

reviews.  

Pricing through text has many difficulties since in the 

process of making text into a quantity, most studies go through 

curse of dimensionality. Referring to studies that resolves the 

problems occur by using text as data is necessary, and for this, 

studies of Gupta & Pathak (2014), Archak et al. (2011), Crescenzi 

(2020) are extremely helpful. 
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The methods of machine learning that are going to be used in 

this study such as Topic Modeling are comprehensively formulated 

in Tong & Zhang (2016) and Crescenzi (2020). They show text 

mining based on topic modeling methods of LDA, LSI, and analyzing 

the regression models with Lasso, which are all used as machine 

learning techniques. With the provided descriptions and approaches, 

this research is going to define pricing values that can be 

managerially influential for subscriptions services using supervised 

LDA, PLS regression and hedonic pricing. 

 

 

1.5. Research questions derived and organized table 

of literatures 

 

As a conclusion reviewing all these literatures, the goal of 

this research came out as two research questions as follows:  

 

 

 
 

 

 

 

 

 

 

 

The whole papers that have been mentioned in the literature 

review part are organized in Table1. Checks on which pricing 

strategy they’ve used, and whether they made use of text data, use 

of machine learning technics, or dealt with subscription services can 

be defined easily on Table 1 on the next page. 

 

 

 

 

 

 

 

 
ㆍRQ1. How predictable would pricing subscription services with 

text be? 
 
ㆍRQ2. What more needs to be considered to better predict price 

for subscription services in addition to the works done 
before regarding pricing with text? 
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Hedonic

pricing

Dynamic

pricing

Linear

demand

model

Nonlinear

demand

model

Punj (2013) x x x x x x o

Danaher (2002) x x x x x x o

Haatanen (2022) x x x x x o o

Samanta et al. (2007) x x x o x x o

Nagaraj et al. (2021) x x x x x x o

Bala (2012) x x o x x x o

Fruchter et al. (2013) x o x x x x o

Tong & Zhang (2016) x x x x o o x

Archak et al. (2011) x x x x o o x

Gupta & Pathak (2014) x o x x o o x

Wang &Zhou (2008) o x x x x x x

Liang & Yuan (2021) o x x x x x x

Papatheodorou & Apostolakis (2012) o x x x x x x

Bacon et al. (2016) o x x x x x x

Gibbs et al. (2018) o x x x x x x

Ivanov & Piddubna (2016) o x x x x x x

Brynjolfsson & Kemerer (1996) o x x x △ x x

Hernández & Rosales (2021) o x x x x o x

Magno et al. (2018) o x x x x x o

Miao et al. (2022) o x x x x x o

Stevens (2014) o x x x o o x

Crescenzi (2020) o x x x o o x

Tan & Xiao (2021) o x x x o o x

Deals with

Subscription

services

Use of

Machine

learning

Use of text

data

Pricing strategies

 

 

 

Table1. Table of pricing strategies, data, and methods studied in 

the literatures mentioned in comparison to this study. 
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Chapter 3. Development Process and 

Methodologies 
 

Table2. Model development process 

 

 

 

To get the answer for the research questions, the 

development process and used methodologies would be organized 

as the table2 above.  

Sources from text data are commonly unstructured for 

statistical applications. These data need specific algebraic model to 

be used for statistical applications to make a form of a matrix 

(George et al., 2016). Thus, to make it into a hedonic regression 

model to get the predicted price value, the text needs to be featured. 

To do this, the text descriptions of services are going to be text-

mined and analyzed with the method of machine learning.  

First, the reviews will be scraped, and the scraped data will 

be pre-processed. Since text data have high dimensionality, the 

first organization of it will be done by topic modeling. Well known 

topic modeling methods in machine learning is LDA (Latent Dirichlet 

Allocation). It is a model for text data where documents are 

considered as mixtures of topics and each topic is defined as a 

probability distribution over the vocabular. Text data featured by 

these methods will be used as attributes for Hedonic Pricing Model.  
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The topics and weights obtained from LDA seem that this 

can be used as an equation for obtaining the prices, but since there 

are no dependent variable set for the result of LDA, the results are 

regarded ‘unsupervised.’ To make this into a ‘supervised’ LDA to 

work as a regression model, the words abstracted from the topics 

are set as independent variables, and prices of each service are set 

as dependent variables. For the coefficients, each review will be 

weighed by the words from the topic, and the weights are going to 

be featured as a matrix through TF-IDF (Term Frequency - 

Inverse Document Frequency) vector space model.  

Now, to gain aggregated coefficients and define a regression 

model, PLS (Partial Least Squares) regression is used. The reasons 

of using these methods will be explained in the next section with 

detailed explanation on PLS. Briefly explaining the process, by the 

outputs of ‘LDA, TF-IDF, and dependent variables of prices’, PLS 

regression is applied to predict prices while maximizing the 

covariance of dependent variables and linear combination of 

independent variables and weights. Using the results of prediction 

prices, better coefficients can be tested and since we know the 

weights here, the optimized independent variable can be defined.  

Through this process, the values of independent variables 

are obtained. These values are going to be the price values of each 

attribute, and after obtaining the independent variables, the hedonic 

regression model can be defined finally. With the same process, 

separate prices of each service are gained, and the implication of 

these outputs will be discussed. Before moving on to follow up with 

the actual development process, Hedonic Pricing Model that are 

going to be used in this research will be introduced. 
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3.1. Hedonic Pricing Model 
 

Hedonic pricing model (HPM) assumes that prices of 

differentiated goods can be described by a bunch of measurable 

features/attributes and that the consumer’s valuation of a good can 

be decomposed into implicit values of each product features (Rosen, 

1974). As mentioned in the literature review part of the study, the 

effect of each feature on price regarding utility and satisfaction 

from consumers is called the hedonic price of this feature. The 

essence of the hedonic price model is to explain the change in 

heterogeneous market prices by the quantity change of features 

(Liang & Yuan, 2021).  

The general form of HPM can be described as the form below, 

where  are attribute as independent variables, and  are 

coefficients of s. General form of HPM are as follows: 

 

 

 

For text-based descriptions and weighs of those to fit into 

the HPM, above equation is revised as follows: 

 

 

 

where is dependent variable, which in this case is price,  

be Document Term Matrix collecting the vector space 

representation of the descriptions. 

The whole development process is the process to obtain the 

hedonic pricing model. Following the construction of hedonic pricing 

model’s equation, topics from LDA are going to be the independent 

variables, prices are set as dependent variables, and the 

coefficients will be obtained by TF-IDF matrix, and PLS. 
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3.2. Data Collection & Preprocessing 
 

3.2.1. Data  

 
Total 10,000 online reviews were scraped from more than 

1,000 pages of online reviews from amazon review pages. Each 

2,000 from top 5 popular subscription services in OTT(Over-The-

Top) video streaming area, which are Netflix, Disney+, Amazon 

Prime Video, HBO Max, and Hulu. The reviews were sorted by top 

reviews that got highest number of helpful buttons from customers 

starting from the most recent ones of January 2023. Also, the 

reviews were filtered with verified purchase only, with all stars 

from 1 to 5. 

Example of reviews from amazon review of purchased video 

streaming subscription services are shown in figure1. 

 

Figure1. Example of review data that has been scraped from amazon 

website’s customer review page. 
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After preprocessing the reviews, the reviews that contained 

unverified words were deleted, and the final data of 9,675 reviews 

were considered. Followings are considered amount from each 

service. The specific number of each review that were left as useful 

data after preprocessing are 1,999 reviews of Netflix, 1,960 

reviews of Amazon prime video, 1,767 reviews of Disney+, 1,970 

reviews of HBO Max, 1,979 reviews of Hulu. 

 

 

3.2.2. Data scraping & Preprocessing 

 

Online reviews scraped were stored into file and below 

shows the rare uncleansed scraped reviews that are imported. By 

preprocessing data into steps of removing stopwords, blanks, 

punctuations, and then tokenize, go through lemmatization, and then 

filter nouns, the clean data are imported as right side of figure2 

below. 

 

Figure2. Web scraped data and preprocessed data 
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3.2.3. LDA, TF-IDF 

 

1) Latent Dirichlet Allocation (LDA) 

 
Latent Dirichlet Allocation (LDA) is a model for text data 

where documents are considered as mixtures of topics and each 

topic is defined as a probability distribution over the vocabulary. It 

is a machine learning tool that can help figure out number of topics 

that are important among bunch of texts preprocessed as nouns. 

Below is an image that describes how LDA picks topics and weighs 

each noun. In this case, we get the weights by term frequency.  

 

 

Figure3. The graphical explanation of how topics and weights are driven 

by LDA process. (Blei et al., 2003) 

 

 

Figure3 gives graphical explanation of how topics and 

weights are driven by LDA process. Each node is a random variable 

and is labeled according to its role in the generative process. 

Consequently, being mixture of topics, documents are represented 

as points in the topic simplex. The observed words are , where 

is the -th word in document  (Blei et al., 2003; 

Crescenzi, 2020). 

By using LDA, seeking for 1 aggregated topic from the whole 

subscription services review can be done. Input of codes to define 1 

topic constructed with 30 words and going through 100 times of 

iteration progressing to define the probability distribution of words 

to construct the topic were done. 
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Result of 1 aggregated topic of all OTT services weighed by 

LDA on 27 words (brand names extracted) was carried out as 

follows in figure4. This is unsupervised LDA, which has no 

dependent variable. The words of topics are going to be used as 

independent variables, and the rest of the process will be regarded 

to finding out the values of these independent variables. 

 

Figure4. LDA results 

 

In order to apply the review data to Supervised LDA, 9,675 

reviews were vectorized and were made into a matrix of weights 

that show the distribution of words from the above topic in each 

review sentence. The matrix of weighed reviews will work as the 

coefficients of the independent variables. This work was done by 

TF-IDF. Following section is the description of TF-IDF and a brief 

result of the matrix resulted from the methods is shown in figure5. 

 

 

2) Term Frequency-Inverse Document Frequency (TF-IDF) 

 

TF-IDF weighting scheme is widely used in the literature on 

text mining and information retrieval because it puts higher weight 

on words having high frequency in the document and low frequency 

in the collection (Crescenzi, 2020). Weights are weighed in the 

formula as below where  denotes term-frequency, and 

 denotes inverse document frequency. 
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Figure 5. Partly captured version of matrix obtain by TF-IDF 

 

 

With the specific words of attributes that constructs the 

topic, the reviews were vectorized as above. Now that we got the 

weighs, defining values of independent variables can be done. By 

defining the values, creating a hedonic pricing regression model is 

available. To do this, dependent variables, in this case the price of 

each service needs to be applied. For that, supervised LDA is 

needed, and this can be done by PLS regression algorithm.  
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3.2.4. Obtain regression model by PLS (Supervised LDA) 

 

Most topic models, such as latent Dirichlet allocation (LDA), 

are unsupervised: only the words in the documents are modeled. 

The goal is to infer topics that maximize the likelihood of the 

collection. The words in the document are obtained by repeatedly 

choosing a topic assignment from those proportions, then drawing a 

word from the corresponding topic. (Blei & McAuliffe, 2007). 

In supervised latent Dirichlet allocation (sLDA), the key is 

to add a response variable associated with each document to LDA. 

The documents and the responses are jointly modeled in order to 

find latent topics that will best predict the response variables for 

future unlabeled documents. (Blei & McAuliffe, 2007). 

 

 

 

 

 

 

 

 

 

Figure6. Graphical explanation of Supervised LDA 

(Blei & McAuliffe, 2007) 

 

 

In short, supervised LDA is making unsupervised LDA set 

that did not have dependent variable into a supervised one that has 

relation to the dependent variable we want to set, which in this case, 

price. This can be done through using Partial Least Squares (PLS) 

regression model in machine learning. 

A methodology that makes use of response s to infer some 

traits about the s is regarded as supervised. Partial Least Squares 

(PLS) is a supervised dimensionality reduction technique that seeks 
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a linear combination of the input variables  to find 

directions in the data with larger variation that are most correlated 

with the response s (Crescenzi, 2020; Kim, 2019; Jo, 2021). 

The reason that PLS regression should be used in this 

research is because, PLS is the only supervised dimensionality 

reduction method that considers correlations between variables 

(Kim, 2019; Jo, 2021). Considering correlations between variables 

is extremely important in the text data because the attributes of 

independent variables were extracted from topic modeling method. 

Topics are constructed with the words that are most frequently 

coming out from the customer reviews and those words get related 

in order to make a topic that gives meaning. Thus, by using PLS as 

supervised dimensionality reduction technic, the result of left 

attributes and the weighs become more meaningful to interpretate 

the whole review data regarding price.  

About the use of PLS in this study, PLS originally seeks for 

variables of coefficients that maximizes covariance of linear 

combination of s and s (Kim, 2019; Jo, 2021). However, in this 

study, set of coefficients are set with TF-IDF matrix. Thus, we are 

going to look for values of s that maximizes the covariance and 

correlation of s when the weighs are set. 

To make hedonic pricing regression, we’ll put PRICE 

(monthly) of each brand as s, dependent variable. Insert the 

weighs ( ) defined from TF-IDF. To get value of s, price value 

of each word (attributes for hedonic pricing regression), we’ll be 

putting the w values instead of s to the equation set for PLS. 

Below shows how PLS regression is derived (Kim, 2019; Jo, 2021). 
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What we want to obtain are s that maximizes 

This will be defined through machine learning 

algorithm by keep predicting the values that best fit while satisfying 

the prediction of s considering real price. The distribution of  

predictions after obtaining  came out as shown graph below and 

the values of predicted results were obtained. The price range of 5 

subscription services are about 8~15 dollars, and the values show 

about the average of those prices. The result of predicted value of 

each review from PLS regression and the graph that show the 

distribution is shown in figure 7 below. 

 

Figure 7. Predicted price of each review by PLS regression 

and the distribution graph 
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𝒑 𝒂𝒍𝒍 𝒇𝒊𝒗𝒆 𝒐𝒕𝒕 𝒔𝒆𝒓𝒗𝒊𝒄𝒆𝒔 = 𝟐𝟑.𝟏𝟏𝟑𝟒𝟔𝒘𝟏 + 𝟏𝟑.𝟒𝟗𝟓𝟗𝟓𝒘𝟐 + ⋯+ 𝟑𝟐.𝟓𝟕𝟗𝟐𝟐𝒘𝟐𝟔 + 𝟔.𝟕𝟗𝟖𝟖𝟗𝒘𝟐𝟕 

 

3.2.5. Define values of attributes & Hedonic regression model 

 
After going through several trials, using PLS, the value of 

s with the maximum covariance obtained from PLS were defined. 

The organized result is shown in table3 as follows. 

 

Table3. Result of deriving values of independent variables. 

 

 

Using the values that came out, now hedonic pricing 

regression is defined: 

 

 

With reduced dimensions from PLS, putting above value into 

coefficients that came as output of PLS dimensionality reduction. 

the price was finally calculated as $ 12.7028. 

Now, using this whole process, any reviews can be turned 

into data in order to measure prices considering values that 

customers take important. Application to each OTT service is going 

to be done and the implications that we can get from predicted 

prices and topics came out are discussed in the next section. 
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Chapter 4. Application 
 

4.1. Pricing each OTT service with LDA and PLS 
 

For each brand, the same process has been done. To show 

the process of applying the whole analysis introduced in the 

development process section, smaller data of 2,500 reviews of OTT 

services were separately analyzed as application and comparison of 

the results are done to give implications. 

Thus, 2,500 reviews of each 500 reviews from top5 OTT 

subscription services were used as data to predict price in the view 

of customers. To gain more differentiated topics to compare each 

topic to one another, 5 separate topics from LDA were obtained. 

The 5 topics from LDA resulted in explanation of each brand since 

the data were constructed exactly in the same number of reviews.  

Example of how LDA result came out containing topics of 

each brand is shown in figure 8. It describes the result of 

unsupervised LDA before getting the dimensionality shrinkage. 

 

 

Figure 8. Example of LDA result, 5 topics of each subscription services 
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As explained in the process of defining aggregated version 

of pricing subscription serviced, just by conducting LDA, the output 

model is considered unsupervised. These results are not able to 

explain the relationship between price, since they are only showing 

the probability distribution of words in the topics based on the 

frequency. Thus, using TF-IDF, and PLS regression, the result of 

these extracted topics will be made into supervised output that 

seeks for better coefficients and that considers the relationship 

between the attributes and dependent variables of price.  

However, the result of unsupervised LDA still gives the 

implication to the corporates by giving insights of which words 

customers are more frequently putting weight on. To see the 

organized distribution of the words in the topics, visualization of the 

relevant topics and words can be shown as below in figure9. 

 

 

 

Figure 9. An example of visualized description of LDA results and 

the frequency relevant words 
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 Average current 

price 

Price obtained 

from PLS 

Dim.red & minimize 

differences 

Netflix 

Basic with ads*: $6.99/month 

Basic: $9.99/month 

Standard: $15.49/month 

Premium: $19.99/month 

$ 13.12 $ 11.73945 $ 20.31992 

Disney+ 

$11/month or $110/year 
$ 11 $ 11.57668 $ 23.86114 

Amazon Prime Video 

$12.99/month or $99/year 
$ 12.99 $ 12.2091 $ 21.7235 

HBO Max 

$14.99/month or $149.99/year 
$ 14.99 $ 11.80891 $ 11.53327 

Hulu 

$8/month or $80/year 
$ 8 $ 12.09456 $ 20.42533 

 

 

Using the same process of TF-IDF and PLS regression 

described in the aggregated version in Chapter 3, pricing results of 

each subscription service can be defined. Again, for implication, 

2,500 data were applied. Characteristic of collected data are same 

as the ones of 10,000 data on aggregate pricing version.  

The organized chart of currently offered prices of each OTT 

services and the result of PLS regression is shown in table4. More 

results obtained from TF-IDF, PLS coefficient result, and the trials 

of other methods are shown in Appendix A, B, C, and D in 

corresponding order. 

 

Table4. Predicted cost of each subscription service 

 

The average price that OTT subscription services offer 

monthly were about $8 to $15. Whereas the distribution of price 

obtained from PLS were in smaller differences among all OTT 

subscription services that were considered. The predicted prices in 

the view customers were about $11 to $12. 

 



 

 ２６ 

To give more insights on not considering the way of 

supervised LDA (PLS), trial on dimensionality reduction with only 

minimization on differences between dependent variable and the 

linear combination of independent variable along with weighs are 

considered. The results of the trial were set on the right side of 

PLS regression result in table 4. Dimensionality shrinkage was done 

by a machine learning algorithm that does not consider the 

correlation between data and minimized difference between weight 

applied attributes and price by OLS (Ordinary Least Squares) 

regression, which is a simple linear regression method that 

generally minimizes the differences between the attributes. We can 

compare the ones with PLS and obtain the answer for the second 

research question. The results and graphs of these trials are shown 

in Appendix C and D. 

The trial tells that only by minimizing differences without 

using supervised LDA gives a price range that may not be actually 

applied both in the customers view, and also in the corporate’s view 

of pricing. Covariances between weighs should also be considered 

in order to get more predictable price compared to the current price.  

Thus, more than shrinking dimensionality or finding a simple 

way, what was more important in prediction better was to consider 

correlations and variances between attributes and coefficients that 

weigh attributes from LDA, TF-IDF by the right supervised method, 

PLS. By considering variances with regards to the correlation, 

which is covariance, LDA, TF-IDF results can be more accurately 

used to predict the price when using the text data.  

Further interpretations and implications are discussed in the 

result and implication part. 
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4.2. Results and Implications 
 

 

Implications that can be considered are about the attributes 

that came out differently among the brands related to price. As you 

can see in the result of each brand’s LDA output, taking out the 

result of 5 different topics from LDA contains topic regarded to 

each brand since similar amount of data in each brand are contained. 

Looking at the differentiated topics, the weighs, and topics that 

customers considered important comes out differently even though 

they are all in the same industry of OTT subscription services.  

Table 5 in the next page shows the gap between current 

prices of services and hedonic pricing model results of the services 

calculated in this research. The table also shows how the attributes 

were set to give implications on where the corporates should focus 

on.  

The blue colored words are the ones that imply the positive 

effect on pricing in the customers review, and the red colored 

words are those that may have caused negative effect. Red colored 

words were mostly about the issues and prices that needed to be 

addressed whereas the blue ones were explaining more of the 

characteristics of the OTT subscription brands.  

Further explanations on specific parts of this table and the 

implications for each OTT services are discussed on 4.2.2. section. 

Before moving on to that, implications regarding customer review-

based pricing will be discussed considering the concept of 

‘willingness to pay’ and other situational factors in section 4.2.1. At 

last, implications regarding methodologies are discussed before 

getting onto the conclusion part in section 4.2.3.  
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Current 
price 

$ 13.12                    $ 11                $ 12.99            $ 14.99                  $ 8 

HPM result $ 11.73945▼ $ 11.57668▲ $ 12.2091▼ $ 11.80891▼ $ 12.09456▲ 

  Netflix Disney+ 
Amazon 

Prime Video 
HBO Max Hulu 

1 video  song show movie game 

2 tablet service season series repeat 

3 device stream episode selection football 

4 download content movie family news 

5 phone movie ad show impression 

6 playstore program problem screen  mood 

7 issue quality search interface network 

8 version offer quality child series 

9 account marvel service program character 

10 problem package option kid channel 

11 member option stream video power 

12 installation  picture series stream story 

13 update issue storage quality change 

14 access series device option que 

15 security pixar access caption click 

16 login discount change song problem 

 

 

 

Table5. Organized result of pricing each OTT subscription services 

and words from topics for implications to be discussed. 
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4.2.1. Implications regarding customer review-based pricing 

 

The results carried out are the predicted prices in the view 

of customers by taking the customer reviews as data. For Netflix, 

Amazon Prime Video, and HBO Max, in the view of customers, it 

came out that they were overpriced. For Disney+ and Hulu, the 

result showed that current prices were underpriced in the view of 

customers. 

These results are predicted price values obtained by 

reflecting customers’opinions and considering that, the prices can 

act as a concept similar to customers’‘willingness to pay.’ 

‘Willingness to pay’ is the maximum price a customer is willing to 

pay for a product or service (Stobierski, 2020). Which means the 

price predicted is the ‘maximum limit’ of what customers think 

about a product or service.  

However, pricing is something that companies can choose in 

order to get the maximum benefit out of it and in fact, corporates do 

not always take the same price of willingness to pay. Considering 

this, what is more important to be considered in the implication part 

is that how much customer is willing to pay with ‘what and how 

much values the customers care when deciding to purchase 

products or services.’ This comes as output of attributes and 

weighs that are considered in the process of predicting the price.  

Thus, by comparing the value of each service that 

customers think and the actual current price set, this research can 

give insights to the subscription service brands. This can be done 

by looking at the prices with the attributes. Considering the prices 

with the attributes of that has been considered after dimensionality 

reduction, there are significant implications for the brands to take 

apart. This can be done by looking at the words of topics that may 

have caused positive/negative effect to the result of price. 
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4.2.2. Insights from the prices and attributes carried out from 

the process of pricing 5 OTT subscription services 

 

Now, by looking into specific outputs of attributes related to 

price values that came out from data of customer reviews, further 

implications that each OTT service should consider for better 

services can be derived. Moreover, situational factors other than 

the reviews are considered to give descriptions to the prices that 

came out since whether they are overpriced or not can be affected 

by numerous factors along with customer’s perspective of pricing. 

For Netflix, the prices that were adjusted by customer 

reviews came out about $2 less that the average service price they 

have been offering. Considering the fact that most of the customers 

are using $6.99~9.99 price set from Netflix without considering 

standard and premium version users, this may seem that Netflix has 

been underpriced. However, considering all the premium customers, 

looking at the attributes of words from topics explain why the 

customers are feeling as the service has been overpriced.  

The attributes contained a lot of problems and issues that 

Netflix has faced. What customers took a part as considerable was 

about playstore issue, account problem, and issues regarding access 

security. This tells why customers are willing to pay lesser amount 

than the price they offer in average. The issues and problems need 

to be considered in order to keep the customers and maintain the 

value of Netflix as one of the top OTT subscription services.  

For Disney+, the price offered came out as a little bit 

underpriced, but still reasonable to customers. Regarding the 

attributes, brand contents from Disney has been taken apart in great 

frequency. Songs from the services, marvel packages they offer, 

Pixar series discount were considerable in the view of customers 

that effect higher willingness to pay. The result show that picture 

issue was considered from customers, which gives insight to 

Disney+ on getting higher willingness to pay from the customers. 

Disney+ is one of the latest introduced video streaming services, 
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and they have promoted discount services in order to catch up with 

existing subscription services. These strategies of pricing may have 

caused Disney+ to be considered as underpriced service. 

Amazon Prime Video also had good fitness on price. 

Customers mostly mentioned season episodes, storage of devices, 

and search quality which gives insights on where the service should 

focus more on. The result showed that customers’ have been 

struggling with the ad problem, and issues regarding change of the 

access. 

HBO Max had keywords usually related to family and kids. 

Customers mentioned family show, screen interface, child program, 

kid video, stream quality and songs in great frequency. Issues and 

problems were not considered in the most important topic about 

HBO Max. Regarding price, HBO Max had about $3 gap in between 

customers considerable price and price they offer. It seems they 

are overpriced.  

Seeking for the reason of this, factors besides text can 

significantly be considered. By a survey conducted by ‘Whip 

Media’s 2022 Streaming Satisfaction Report’, HBO Max has won 

the first on value satisfaction area among all video streaming 

services. The result of this was interpreted that HBO Max has much 

more old films and series, and customers seeking for those value 

HBO Max as one of the most necessary services. Thus, even 

though the price they offer are overpriced than the predicted 

willingness to pay price, fans of those contents keep seeking HBO 

Max. 

Hulu had the highest price on willingness to pay from 

customers with $12. Gap was about $4 with their current price. 

Brand power may have taken apart on underpricing. If the name 

value of subscription services is sticky, Hulu may be taking 

underpricing strategies in order to compete with other OTT 

subscription services. About attributes, the most frequent topic that 

has been considered was about game repeat on footballs. The result 

of LDA shows that customers are more willing to pay on the football 

shows and news they are offering with channel power also 
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considered. Click problem that has been mentioned could be taken 

apart in order to service better quality to the customers. 

 

 

4.2.3. Implications regarding methodologies 

 

Regarding the second research question, implications 

regarding methodologies can be considered. PLS regression is well 

known for supervised LDA method considering the correlation and 

variance between each attribute, weights, and dependent variables. 

Use of other methods that does not consider correlation and 

variances, such as simple linear regression with OLS (Ordinary 

Least Squares) were tried, but predictable prices came out as less 

accurate. To gain right value of attributes, accurate price prediction 

is needed at first.  

After getting the higher accuracy on the values of attributes, 

seeking better coefficients for those values are available to set to 

define price on customers’ view.  

Thus, when using the text-based data, it was examined that 

considering the correlation and variance is needed to get more 

predictable price. 
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Chapter 5. Conclusion 
 

 

Archak et al. (2011) claims that working with descriptions 

shall not be recommended since the contained texts are too static 

and give little emphasis on characteristics of the goods. However, 

findings here provided another empirical evidence that this is not 

necessarily true. With the proposed framework that has been 

designed using the powerful techniques of ‘Machine Learning, 

Data Mining, and correctly fitted Statistical Methods’ to predict 

the weighs of important attributed from online customer review, 

predicting an appropriate price range for customers was available 

based on Hedonic Pricing Model. 

In fact, the set of attributes and the weighs that were 

obtained from the descriptions can improve the performance of the 

model if with the right fitted regression models. As the time goes 

by and more data are collected, with the supervised machine 

learning technics, descriptions as customer reviews will give more 

accurate results on determining price value on the view of 

customers and help prediction the behaviors of the customers that 

corporates can get insights.  

In addition, it was found that more than shrinking 

dimensionality or finding a simple way, what was more important in 

prediction better was to consider correlations and variances 

between attributes and coefficients that weigh attributes from LDA, 

TF-IDF by supervised method, PLS. The framework introduced in 

this study can be applied to various industries using online review 

systems that has intention to reflect customer’s view on price of 

their services. With the process of applying customer reviews to 

the price, both customer and corporate can be considered in seeking 

reasonable value of the services. 

For future studies as extension, it seems reflecting brand 

effect would contribute on better pricing. On the interpretation part 

of the attributes that came out, there seemed more factors that 
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affect the price besides the words given by the reviews, and the 

most effective part may be the brand power. Thus, more works on 

putting the brand power and name value of the subscription services 

into account would give more predictability to price on the view of 

customers.  
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Sample of TF-IDF result conducted for the application part  
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Result of coefficients brought by Y prediction and dimensionality 

reduction with PLS algorithm conducted for the application part 
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Result of trials on getting values of independent variables using OLS 

(Ordinary Least Squares) regression 
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Trials on testing coefficients to reduce dimensionality with other 

methods, LASSO regression.  
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요약 (국문초록) 

  

구독형 전자상거래 시장은 지난 5년간 매년 100% 이상 성장세

를 이어오고 있으며, 이에 따라 구독 서비스에 대한 연구의 중요성은 커

지고 있다. 그러나, 중요성에 비해 구독서비스의 가격 책정은 대개 구조

가 불분명하며, 합리적 가격제시는 고객관계관리의 가장 중요한 요소 중 

하나임에도 소비자는 불명확한 가격 책정으로 불만을 호소하고 있다. 따

라서 본 연구는 사용자가 생성한 고객 데이터를 바탕으로 고객의 선호도

를 반영한 속성들을 고려하고, 고객이 합리적으로 수용할 수 있는 가격

책정 방식을 머신러닝과 쾌락적 가격책정 모델을 통해 보다 객관적으로 

예측해 보고자 한다. 

데이터는 10,000건의 온라인 리뷰를 활용했으며, 대표적인 5개

의 동영상 스트리밍 구독 서비스들의 리뷰로 구성했다. 이 데이터를 가

지고 머신러닝을 활용해 토픽모델링, 리뷰의 벡터화, 차원 축소 및 속성

들의 가치 값을 도출했고, 이를 통해 헤도닉 가격 모형을 도출해 서비스

의 합산 가격을 정의했다.  

이 과정에서 텍스트 기반 데이터로 서비스 가격 책정 시 지도학

습된 잠재디리클레할당 이 가능한 부분최소제곱법을 통해 각 값들 간 공

분산을 고려함으로 예측도가 높은 값을 얻을 수 있음을 논했다. 또한, 

Netflix, Amazon Prime Video, HBO Max는 고객의 평가보다 높게, 

Disney+, Hulu는 낮게 가격책정 된 것으로 결과값이 도출된 것에 대하

여 본 논문은 가격과 속성과의 관계를 통해 고객이 중요시 생각하는 속

성들과 상황적 고려 등을 통해 각 서비스들에 대한 인사이트와 시사점을 

제시했다. 

…………………………………… 

주요어: 가격책정, 구독서비스, 머신러닝, 잠재디리클레할당, 

부분최소제곱법, 헤도닉가격모형 
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