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Abstract 

Chronic Low Back Pain Recognition  

Using a Smart Chair 
 

Wookjae Lee 

Department of Industrial Engineering 

The Graduate School 

Seoul National University 
 

This study developed a smart chair-based chronic low back pain (CLBP) recognition 

system. The system analyzes a seated person’s posture-time data during a one-hour sitting 

session to determine whether the person is a CLBP patient or not . The smart chair is 

equipped with six pressure and six infrared reflective distance sensors, and, can classify a 

sitting posture as one of 11 predetermined posture categories in real-time. The smart chair 

utilizes the light gradient boost machine algorithm to achieve good posture classification 

performance and is an improvement over a previous version that employed the k-Nearest 

Neighbor algorithm. Fourteen CLBP patients and fourteen non-patients were recruited for 

data collection. They performed computer typing sitting on the smart chair for an hour. A 

dataset consisting of the participants’ sitting posture-time data was constructed using the 

smart chair. Afterward, the patient and the non-patient group were compared in terms of 

the sitting posture-time data and a set of features that divide the two groups were selected. 
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Finally, the CLBP recognition system was successfully developed by utilizing a CatBoost 

algorithm on a basis of the features selected and its performance was evaluated as well.  

This study demonstrated that it is possible to recognize CLBP on the basis of sitting 

posture-time data. Furthermore, this study reports some findings on the differences 

between CLBP patients and non-patients in the postural characteristics during sitting. They 

are expected to support developing future CLBP diagnosis and prognosis systems. 

 
Keywords: chronic low back pain, recognition system, machine learning, posture 

classification system, smart chair  

Student Number: 2021-22053  
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Chapter 1 
 

Introduction 
 

 

1.1 Research background 

Low back pain (LBP) is a musculoskeletal disorder that occurs in the lumbar vertebrae of 

the spine, which is known as the most common disorder worldwide (Muslim, 2013). If LBP 

persists for more than three months, it is defined as chronic low back pain (CLBP). CLBP 

is also quite common. Its prevalence is known to be about 23% globally (Al-Eisa, 2006).  

 LBP and CLBP cause enormous economic and social losses. A total healthcare 

expenditure for low back pain patients was estimated to be around US$17.7 billion in 2005 

(Roer, 2005). Furthermore, there are huge productivity losses caused by absenteeism at 

workplace. In the United States, CLBP is the main cause of absenteeism at workplace, 

resulting in an economic loss of about 12 to 24 billion (Mychaskiw, 1992). In another study, 

the aggregate annual productivity losses from back pain were reported to be $34 billion 

(Rizzo, 1998). LBP is one of the most frequent reasons for hospitalization and doctor visits, 

resulting in high medical care costs (Parthan, 2006). 

 Regular hospital visits are important for managing and curing LBP because 

physical exercise and cognitive behavioral therapy are two effective LBP treatments (Chou, 

2018). Also, self-home care is no less important (Greene, 2012). However, both hospital-

based and self-home care have problems: 1) it is difficult for patients who lived in medically 

undeserved areas to visit a hospital, and 2) they may not be able to take systematic self-
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home care due to lack of knowledge. Thus, mobile healthcare (mHealth) has been developed 

to address the problems by offering telemedicine management (Hamine, 2015). It helps to 

manage low back pain through various types of communication such as text, call, and survey 

(Chen, 2021; Mork, 2018). Although it is possible to remotely identify a patient’s condition 

through mHealth, accurate diagnosis is tricky because mHealth heavily depends on patients' 

subjective evaluation. 

 To overcome the above-mentioned problem of mHealth, several studies have 

developed LBP recognition/diagnosis methods based on physical, physiological and 

psychological measurements so as to support remote CLBP/LBP management. Hu (2018) 

developed a system that recognizes CLBP by analyzing motion capture, IMU sensor, and 

forceplate data in a static standing posture. The system showed an accuracy of 97%. 

Abdollahi (2020) created a system that classifies LBP patients into three stages according 

to severity on the basis of the IMU sensor, center of pressure, and subjective psychological 

data during a flexion/extension task. Liew (2020) developed a system that performs LBP 

diagnosis utilizing EMG and motion capture data during a repetitive lifting task. The system 

achieved an accuracy level over 96%. In addition, there have been many similar attempts 

that showed good classification performance (Marras, 1995; Zurada, 1997; Sheeran, 2019; 

Bacon, 2020). However, most of the methods/systems utilized equipment that are usually 

not available at users’ home, such as EMG and motion capture systems, and artificial 

physical tasks like repetitive lifting and flexion/extension. This makes it difficult to use these 

methods/systems in the daily life of users. In order to support the mHealth for LBP, real-

time recognition/diagnosis systems that are readily applicable to the user's daily life settings 

are required. 

 Therefore, this study proposed a CLBP recognition system using a smart chair with 

built-in pressure and distance sensors. The use of a chair provides the following benefits: 1) 

it is easy to collect a large amount of continuous data because many people spend a lot of 

time sitting on a chair, 2) a chair is a non-intrusive instrument that is used during daily life. 
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In fact, it is impractical to install equipment such as motion capture systems or force plates 

at home or in public places. On the other hand, chairs are usually available at users’ home 

as furniture, and 3) it is likely that CLBP can be diagnosed through the analyses of sitting 

posture data. Several studies have reported differences between CLBP/LBP patients and 

non-patients in the kinematic patterns during sitting. 

 As for the differences between CLBP/LBP patients and non-patients, in the sitting 

kinematics, some major findings are as follows: 1) patients with LBP exhibited more static 

sitting rather than dynamic sitting behaviors with infrequent but large shifts in posture 

(O'Sullivan, 2012; Telfer, 2009; Vergara, 2002), 2) LBP patients showed larger pelvic 

asymmetry while prolonged sitting, and showed a different trunk range of motion compared 

to non-patients (Al-Eisa, 2006), 3) LBP patients tend to have a smaller lumbar spinal range 

of motion during prolonged sitting (Dunk, 2010), 4) CLBP patients are known to adopt fear-

avoidance behavioral strategies that affect movement kinematics during sitting (Van, 2009). 

In consideration of the above four findings from past research, it was thought that a smart 

chair system, in particular, our smart chair with built-in pressure and distance sensors (Jeong 

and Park, 2021), could be used as a basis for collecting sitting posture-time data in real time 

and accurately recognizing CLBP on the basis of the data. 

 

1.2 Research objective 

The long-term goal of our research is to develop a smart chair-based system for predicting 

the future occurrence of CLBP, which contributes to preventing the disorder before it 

becomes chronic. As an initial study towards this goal, the purpose of the current study was 

to: 1) identify the differences between CLBP patients and non-patients in biomechanically 

and ergonomically relevant features derived from smart chair sensor data, 2) develop a smart 

chair-based system that is capable of classifying the presence or absence of CLBP utilizing 

relevant features and validate its performance – the system was named “the smart-chair 

based CLBP recognition system.” The results of the current study would provide knowledge 
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that enhances our understanding of CLBP and support developing CLBP diagnostic systems 

for LBP mHealth. Also, the study results would provide an important foundation for 

developing a CLBP prediction system for the prevention of the disorder. 

 To accomplish the research objectives, this study conducted three main tasks: first, 

a new smart chair system for posture classification was developed and evaluated. It was an 

improvement over a previous one (Jeong and Park, 2021) in terms of prediction performance.   

 Next, a dataset for developing and validating the smart chair-based CLBP 

recognition system was constructed. A group of participants (CLBP patients and non-

patients) performed a standardized typing task for 1 hour using the smart chair. The smart 

chair-based posture classifier collected sitting posture-time data from the participants. The 

CLBP patient and non-patient groups were compared in terms of the sitting posture-time 

data. Important features were identified and they provided the basis for designing the smart-

chair based CLBP recognition system. Finally, the smart-chair based CLBP recognition 

system was developed, and, its recognition performance was empirically evaluated. 

 

1.3 Organization of the thesis 

The thesis is composed of five chapters. Chapter 2 is the method section of this thesis. It 

describes the design of the smart chair-based posture classifier, the methods used to compare 

CLBP patients and non-patients in sitting behaviors, and the design of the CLBP recognition 

system. The smart chair-based posture classifier is a component of the CLBP recognition 

system and is an improvement over a previous one (Jeong and Park, 2021). The comparative 

evaluation was to inform the development of the CLBP recognition system by identifying 

relevant features. Chapter 3 presents the results of the study. It includes the performance 

evaluation of the smart chair-based posture classifier and that of the CLBP recognition 

system. Chapter 3 also presents the results from the comparison of the CLBP patients and 

non-patients in sitting behaviors. Chapter 4 provides a discussion of the study findings. 

Finally, some concluding remarks, including possible implications of the research findings, 

limitations of the study, and future research directions, are given in Chapter 5. 
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Chapter 2 
 
Method 
 

 

2.1 Smart chair-based posture classifier 

A real-time sitting posture classification system was developed utilizing a sensor-embedded 

smart chair. The system classifies a sitting posture at a particular time instant as one of 

eleven predefined sitting posture categories. The eleven sitting posture categories are 

presented in Figure 1. They are: (1) keeping back against lumbar support, (2) erect sitting, 

(3) forward inclination, (4) left legs crossed, (5) right legs crossed, (6) leaning left, (7) 

leaning right, (8) lumbar convex, (9) slumped sitting, (10) left trunk rotation, and (11) right 

trunk rotation. The eleven posture categories were selected by reviewing previous 

ergonomics research studies and ergonomics design guidelines relevant to sitting postures 

and seated work tasks (Jeong and Park, 2021). The smart chair was created by attaching a 

mixed sensor system, which consisted of six pressure sensors and six infrared reflective 

distance sensors, to a typical office chair (Figure. 2). The pressure sensors were embedded 

in the seat pan to collect pressure distribution data in real time. The distance sensors were 

embedded in the seat back to collect distance between the upper-body and the seat back at 

different positions in the frontal plane. 

 Jeong and Park (2021) recruited thirty-six participants to collect sitting posture 

data, which was utilized to train and test a posture classification system. They employed a 

k-Nearest Neighbor algorithm for posture classification and the classification accuracy was 

0.92.  
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 In this study, instead of a k-Nearest Neighbor algorithm, six machine learning 

algorithms were utilized to develop smart chair-based posture classification models. The six 

algorithms were: the extreme gradient boosting (XGBoost), random forest, the categorical 

boosting (CatBoost), the light gradient boosting machine (LightGBM), the gradient 

boosting, and the logistic regression algorithms/methods. These six algorithms were chosen 

because they were expected to produce high performance in the development of posture 

classification model. Zemp (2016) discovered that the use of advanced algorithms such as 

boosting methods and the random forest were effective for classifying the sitting postures. 

Ahmad (2021) achieved the best posture classification performance through the LightGBM 

among five machine learning algorithms (kNN, SVM, decision tree, random forest, 

LightGBM). Ran (2021) reported that the accuracy of 95.8% was attained through the 

logistic regression for classifying the sitting postures. 

 

 

 

 

Figure 1 : Eleven sitting posture categories: 
(1) Leaning on the seatback while keeping 
the back straight, (2) detaching the back 
from the seatback and keeping the trunk 
erect, (3) flexing the trunk forward about 45 
degrees (slouch), (4) leaning against an 
armrest with lateral bending (left), (5) 
leaning against an armrest with lateral 
bending (right), (6) sitting on the leading 
edge with convex trunk, (7) leaning back 
with hips slightly forward (slump), (8) legs 
crossed (left), (9) legs crossed (right), (10) 
rotating the trunk about 20 degrees (left), 
and (11) rotating the trunk about 20 degrees 
(right)   
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2.2 Data collection 

To create a smart chair-based CLBP recognition system on the basis of the smart chair and 

the posture classifier system, sitting posture-time data were collected from a group of CLBP 

patients and non-patients. The smart chair and the posture classifier system were utilized for 

the data collection. Fourteen CLBP patients and fourteeen non-patients were recruited from 

the Seoul National University community following a screening procedure based on a 

chronic pain grade (CPG) questionnaire (Von, 1992) (Table 1). The participants were 

required to complete the CPG questionnaire for assessing pain intensity and pain related 

functional disability in the previous six months. The CPG questionnaire consists of 7 items, 

of which scale ranges from 0 ("no pain") to 10 ("worst possible pain"). Using simple scoring 

rules, pain severity was graded into 4 classes: Grade 1 (low disability, low pain intensity); 

Grade 2 (low disability, high pain intensity), Grade 3 (high disability, moderately limiting 

Figure 2 : Physical construction of the 
mixed sensor system: (a) placement of 
sensors, (b) distance and pressure sensors 
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pain intensity), Grade 4 (high disability, severely limiting pain intensity). In this study, the 

participants in Grade 1 or higher were recruited as CLBP patients, otherwise non-patients 

(Von, 1992). The exclusion criteria included: (a) participants whose body mass index (BMI) 

was higher than 40; (b) received a spine or lower extremity surgery or experienced an injury 

in the body areas during the previous 6 months.  

Each participant conducted a one-hour standardized typing task, and, the Bruce’s 

unusual typing program was utilized for the task. Before beginning the typing task trial, the 

height of the chair was adjusted so that the knee angle became 90 degrees when the foot 

touched the ground. The computer monitor was also adjusted to be located at the 

participant's eye level. The participants were instructed to move as comfortably and 

naturally as possible during the task trial. The sampling frequency of the sensor data 

collection was 10Hz.  

The study protocol was approved by Seoul National University Institutional 

Review Board Protocol 2209/002-023 and consent was received from all participants before 

the experiment. 

 

Table 1 : Participant demographic information 

 
 
 
 
 
 
  

Gender N Age 
(year) 

CLBP 
patients 

Non  
patients 

Male 14 25.6±4.3 6  8 

Female 14 26.2±5.7 8 6 
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2.3 Feature engineering for designing the CLBP recognition 

system 
The smart chair-based CLBP recognition system was conceptualized as utilizing some 

features computed from a seated person’s posture-time data to perform a binary 

classification (CLBP vs no CLBP). It was assumed that posture-time data collected over a 

one-hour time period during a computer typing task would enable CLBP recognition. 

To identify useful features, an analysis of the sensor-time data collected from the 

28 participants was conducted. The purpose of the data analysis was to identify features that 

separate the CLBP patient and non-patient group. The data analysis process was as follows: 

for each participant, the one-hour sensor data was divided into a series of 5-second data 

segments. For each 5-second data segment, the median sensor measurement value was 

determined for each of the 12 sensors (6 pressure and 6 distance sensors). The median values 

for the 12 values were used together as the input vector to the smart-chair based posture 

classifier (Section 2.1). Then, the posture classifier determined one of the 11 posture 

categories as the posture for the 5-second data segment. Thus, each participant’s sitting 

behavior for the one-hour experimental task trial was represented as a time sequence of 720 

postures (each represented as one of the 11 posture categories). A set of numerical summary 

descriptors of sitting behavior were devised as candidate features for designing the smart 

chair-based CLBP recognition system (Table 2). They were: a) relative frequency of 

occurrence for each posture category; b) change of relative frequency of occurrence for each 

posture category; c) time-averaged peak pressure ratio d) number of posture categories 

observed; e) number of postural shifts observed. Table 2 provides the definitions of the 

candidate features. Each of the candidate features summarizes a sitting posture-time 

sequence consisting of 720 postures.  

 The CLBP patient and non-CLBP groups were compared for each candidate 

feature above, and, t-tests were conducted to detect significant statistical differences. The 

candidate features that showed significant between-group differences were adopted as the 

features for designing the CLBP recognition system. 
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Table 2 : List of candidate features 
 

Candidate features Definition 

Relative frequency of 
posture category 
occurrence (for each 
of the 11 posture 
categories) 

The number of occurrences of each posture category divided by 
the total number of observations (720 observations in the current 
study) 

Change of relative 
frequency of posture 
category occurrence 
(for each of the 11 
posture categories) 

The difference between the relative frequency of a posture 
category for the first 15 minute period and that for the last 15 
minute period. 

Time-averaged 
peak pressure ratio 

Peak pressure is the maximal pressure around each ischial 
tuberosity. Time-averaged peak pressure ratio is calculated as the 
higher PP divided by the lower PP. The higher the PP ratio, the 
more asymmetrical the sitting posture (Akkarakittichoke, 2016) 

Number of posture 
categories observed 

The number of posture categories observed during an 
experimental task trial (720 observations in the current study) 

Frequency of 
postural category 
shift 

The number of postural category changes that occurred from one 
5-second interval to the next one during an experimental task trial 
(Akkarakittichoke, 2016; Zemp, 2016) 
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2.4 Design and evaluation of CLBP classifier 

The dataset for model training and validation was prepared, which consisted of data for the 

features selected from the data analysis mentioned earlier (Section 2.3). Six machine 

learning algorithms were utilized to develop CLBP classifier. The six algorithms were: the 

categorical boosting (CatBoost), the extreme gradient boosting (XGBoost), the gradient 

boosting, the decision tree, the naïve bayes, and the logistic regression algorithms/methods. 

These six algorithms were chosen because they were expected to produce high performance 

in the development of CLBP classifier. Several studies have shown that bagging/boosting 

algorithms are effective for classification of LBP/CLBP (Paramesti, 2019; Al Imran, 2020; 

Shim, 2021). Besides, decision tree, naïve bayes, and logistic regression still have been 

actively used and have shown good performance as well (Caza-Szoka, 2015; Sandag,2018; 

Paramesti, 2019; Shim, 2021). Selected machine learning algorithms were trained and 

optimized on the dataset using Python scikit-learn library. Accuracy, precision, recall, and 

F1-score were considered as major performance metrics, and evaluation was implemented 

through 10-fold cross validation, which is typically useful when the sample size is small 

(Vabalas, 2019). 

 

/ 
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Chapter 3 
 
Results 
 

 

3.1 Posture classification performance 

Table 3 presents the performance of the smart chair-based posture classification models 

produced by the six machine learning algorithms. All the posture classification models 

showed an accuracy greater than 90% except the logistic regression model. Among the six 

models, the light gradient boosting machine (LightGBM) model showed the best posture 

classification performance (accuracy: 93.8%). Thus, this model was utilized as the posture 

classification model for developing the CLBP recognition system. The confusion matrix for 

the LightGBM model is presented in Figure 3. 
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Table 3 : Performance of posture classification 

 

 
Figure 3 : The confusion matrix of the posture classification results (LightGBM) 

 

 

Algorithm Accuracy 
(%) 

Precision 
(%) 

Recall  
(%) 

F1-score 
(%) 

LightGBM 93.8 92.3 93.5 92.7 

XGBoost 92.5 90.5 92.5 91.1 

CatBoost 91.3 90.5 91.6 90.8 

Gradient Boost 91.3 89.5 90.4 89.0 

Random Forest 91.3 90.1 91.5 90.4 

Logistic Regression 73.8 72.7 74.0 73.8 
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3.2 Comparison of CLBP patient and non-patient groups  

in candidate features 

As a result, the relative frequency of occurence for posture category 2 (labeled “detaching 

the back from the seatback and keeping the trunk erect”) was remarkably high, followed by 

posture categories 10, 11 (labeled “rotating the trunk about 20 degrees left & right”) and 

posture category 1 (labeled "keeping back against lumbar support") (Figure 4). It seems to 

be due to a particular situation that computer typing is performed intensively. 

 Table 4 presents the results of the between-group comparisons in the candidate 

features. For each candidate feature in Table 2, the group means and the t-test result are 

provided. Significant between-group differences were as follows:  

l Relative frequency of occurrence for posture category 3 (labeled “flexing the trunk 

forward about 45 degrees”) was on average larger for the CLBP patient group than 

for the non-patient group (p-value=0.0193). 

l Relative frequency of occurrence for posture categories 4 and 5 (labeled “leaning 

against an armrest with lateral bending left and right”) was on average larger for 

the CLBP patient group than for the non-patient group (p-value=0.0058); posture 

categories 4 and 5 rarely occurred for the non-patient group.  

l Change of relative frequency for posture category 2 (labeled “detaching the back 

from the seatback and keeping the trunk erect”) was on average larger for the CLBP 

patient group than for the non-patient group (p-value=0.058); the CLBP patients 

showed positive values and non-patients showed negative values on average, 

resulting in large differences between the groups. 

l Number of posture categories observed was on average larger for the CLBP patient 

group than for the non-patient group (p-value=0.0124). 

 Related to the results on the “change of relative frequency of posture occurrence” 

features, Figures 5a and 5b present the time change of the group mean relative frequency 
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distribution across the four 15-minute time periods during the experimental task, 

respectively for the two participant groups. The two figures show that the time change of 

relative frequency of occurrence for posture category 2 differed significantly between the 

two participant groups. 

 

 

Table 4 : Comparison of CLBP patient and non-patient groups in candidate features: group 
means and t-test result 

Features CLBP  
group non-CLBP group P-value 

Relative frequency of 
occurrence for  
posture category 1  

16% 12% 0.542 

Relative frequency of 
occurrence for  
posture category 2 

53% 58% 0.732 

Figure 4 : Relative frequency of occurrence for all the posture categories 
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Relative frequency of 
occurrence for  
posture category 3 

4% 1% 0.019* 

Relative frequency of 
occurrence for  
posture category 4&5 

2% 0% 0.006* 

Relative frequency of 
occurrence for  
posture category 6 

1% 3% 0.951 

Relative frequency of 
occurrence for  
posture category 7 

2% 3% 0.827 

Relative frequency of 
occurrence for  
posture category 8&9 

4% 3% 0.824 

Relative frequency of 
occurrence for  
posture category 
10&11 

18% 20% 0.761 

Change of relative 
frequency of 
occurrence for  
posture category 1  

-9% 3% 0.179 

Change of relative 
frequency of 
occurrence for  
posture category 2 

9% -13% 0.058* 

Change of relative 
frequency of 
occurrence for  
posture category 3 

-5% 0% 0.113 

Change of relative 
frequency of 
occurrence for  
posture category 4&5 

2% 0% 0.289 

Change of relative 
frequency of 
occurrence for  
posture category 6 

0% -2% 0.598 
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Change of relative 
frequency of 
occurrence for  
posture category 7 

3% 0% 0.420 

Change of relative 
frequency of 
occurrence for  
posture category 8&9 

-1% 1% 0.430 

Change of relative 
frequency of 
occurrence for  
posture category 
10&11 

2% 12% 0.335 

Time-averaged 
peak pressure ratio 1.23 1.18 0.134 

Number of posture 
categories observed 6.7 4.9 0.013* 

Frequency of postural 
category shift 91.5 88.3 0.854 
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Figure 5a : Time change of group mean relative frequency distribution across the four 15-

minute time periods during the experimental task (CLBP patient group) 

 
Figure 5b : Time change of group mean relative frequency distribution across the four 15-

minute time periods during the experimental task (non-patient group) 
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3.3 Performance of CLBP classification 

Through the comparative analysis above, the relative frequency of occurrence for posture 

category 3, 4&5, the change of relative frequency of occurrence for posture category 2, and 

the number of posture categories observed were adopted as the key features for the smart 

chair-based CLBP recognition model training. 

 As mentioned earlier, a total of six machine learning algorithms were considered 

for training the binary classification model for recognizing the presence of CLBP. After 

training and optimizing, the six resulting models were tested and evaluated using the 10-

fold cross-validation scheme. As shown in Table 5, the CatBoost model achieved the best 

performance (accuracy of 78.3% and F1-score of 81.3%), followed by the XGBoost, the 

logistic regression, the decision tree, the naïve bayes, and the gradient boost model.  

 To find out reasoning process underneath the algorithmic decisions, SHAP 

(SHapely Additive exPlanation) was employed to investigate how much each feature 

contributes to the CatBoost-based model's final prediction. Figure 6 shows the contribution 

of influencing features in descending order according to the mean absolute SHAP values. 

The relative frequency of occurrence for posture category 4&5 was the most influencing 

feature, followed by the relative frequency of occurrence for posture category 3. The 

remaining two features (number of posture categories observed, change of relative 

frequency of occurrence for posture category 2) were not relatively influential on the final 

prediction. 
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Table 5 : Performance of CLBP classification 
 

Algorithm Accuracy  
(%) 

Precision  
(%) 

Recall  
(%) 

F1-score  
(%) 

CatBoost 78.3 95.0 76.6 81.3 

XGBoost 71.6 85.0 75.0 73.3 

Logistic Regression 71.6 80.0 60.0 66.7 

Decision Tree 68.3 70.0 65.0 63.3 

Naïve Bayes 65.0 75.0 58.3 61.7 

Gradient Boost 65.0 75.0 55.0 60.0 

 

 

Figure 6 : SHAP output of the CLBP classifier 
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Chapter 4 
 
Discussion 

 

 

4.1 Discussion 

This study developed a smart chair-based system to recognize CLBP by analyzing sitting 

posture-time data during a one-hour seated typing task. The system classified sitting 

postures into 11 pre-defined posture categories in real-time. Furthermore, it performed 

various posture analyses such as the relative frequency of occurrence for each posture 

category, the number of postural categories observed, etc. Finally, the CLBP recognition 

system was developed by utilizing the CatBoost algorithm on a basis of the posture analysis, 

and its performance was evaluated as well. 

The sensor-embedded smart chair system capable of classifying the sitting postures 

using the kNN algorithm achieved an accuracy of 0.92 (Jeong and Park, 2021). In this study, 

the performance of the posture classifier was improved by using LightGBM instead of the 

kNN algorithm, achieving accuracy of 0.94. 

Afterward, development of the binary classification of CLBP was tried, and total 

of six algorithms (CatBoost, XGBoost, gradient boost, decision tree, naïve bayes, logistic 

regression) were trained and tested in 10-fold cross validation. CatBoost algorithm showed 

the best performance in terms of accuracy (0.78) and F1-score (0.81). 

The CLBP patients took posture category 3 (labeled “flexing the trunk forward 
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about 45 degrees”) more than the non-patients (Table 4). Van (2009) found that people with 

CLBP showed higher angular deviation in the anterio-posterior direction than normal people 

while sitting, and which would be reflected in a higher relative frequency of occurrence for 

posture category 3 in the CLBP group. Akkarakittichoke (2016) discovered that the CLBP 

group took more slumped sitting posture (posture category 3) than normal people during an 

hour of computer work, which is aligned with our experimental result.  

The CLBP patients also took posture categories 4&5 (labeled “leaning against an 

armrest with lateral bending left and right”) more than the non-patients (Table 4). Al-Eisa 

(2006) showed that there is a significant difference between the CLBP group and the non-

CLBP group in lumbar lateral flexion. The range of lumbar lateral flexion during sitting was 

higher in the CLBP group than in the control group, and which would be reflected in a higher 

relative frequency of occurrence for posture categories 4&5 in the CLBP group as well in 

this study. 

The difference in posture categories 3, 4&5 between the two groups may be 

attributed to the CLBP impacts on postural sway during prolonged sitting. The postural sway 

of LBP patients increased more than that of the healthy people over time (Hamaoui, 2003). 

Higher postural sway is highly correlated to larger angular deviation of anterio-posteior 

movement of trunk (Van, 2009) and the range of lumbar lateral flexion (Al-Eisa, 2006), 

which resulted in a high relative frequency of posture category 3, 4&5. 

The two participant groups exhibited different patterns in the time change of 

relative frequency of occurrence for posture category 2 (labeled “detaching the back from 

the seatback and keeping the trunk erect”) (Table 4). For the CLBP patient group, from the 

first 15-min period to the last, relative frequency of occurrence for posture category 2 

increased (Figure 5a). On the other hand, the non-patient group showed a gradual decrease 

in relative frequency of occurrence for posture category 2 (Figure 5b). The longer they sit, 

the greater the discomfort (Waongenngarm, 2015) so that they try to relieve the discomfort 

by keeping the trunk erect. 
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There was also a difference in the number of posture categories observed (Table 

4). CLBP patients took more diverse postures (6.7) than non-patients (4.9) on average. 

CLBP patients were likely to have taken more diverse sitting postures to avoid and relieve 

the pain caused by prolonged sitting. As described above, this study contributed to 

producing knowledge about the postural characteristics of people CLBP patients. 

The development of the smart chair-based CLBP recognition system was 

successful. The final model developed based on the CatBoost algorithm achieved the 

accuracy of 78.3% and the F1-score of 81.3%. The precision and recall of the model were 

95.0% and 76.6%. Interestingly, the precision was much higher than the recall, and this 

phenomenon was identified in the remaining other algorithms as well (Table 5). That is, if 

the CLBP recognition system diagnoses the user as a CLBP patient, it is a highly reliable 

result. However, if the CLBP recognition system predicts the user as a non-patient, it is not 

a credible result. In most of cases, algorithms should have a good balance between recall 

and precision. In case of medical diagnosis, the recall is more favorable metric because it is 

more important not to miss a disease than to have more false positives. (Roblot, 2019). 

Therefore, it is essential to improve the recall to increase the acceptance of the smart chair-

based CLBP recognition system. 

It was possible to classify the presence or absence of CLBP with only four adopted 

features (the relative frequency of occurrence for posture category 3, 4&5, the change of 

relative frequency of occurrence for posture category 2, and the number of posture 

categories observed). However, as shown in Figure 6, the relative frequency of occurrence 

for posture category 3 and 4&5 played a key role among the four features in CLBP 

classification. Therefore, the relative frequency of occurrence for posture category 3 and 

4&5 should be included as key variables to progress the smart chair-based CLBP recognition 

system in the future. 
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If a real-time alarm service is provided by linking the system proposed in this study 

with a sensor or application, it is possible to reduce/prevent the deterioration of disease by 

recognizing CLBP that was not previously recognized. The results of this study can serve 

as a cornerstone of future research that utilizes the smart chair system to collect and analyze 

data of seated people to predict chronic low back pain. In addition, receiving an alarm from 

the data that future back pain may occur can induce prevention in advance because it can 

alert the management of CLBP. 

This study was about recognizing CLBP using the collected data when performing 

the typing task for an hour during a prolonged sitting, but there are various tasks other than 

computer typing in the actual environment. If data would be collected in various situations 

in the future, the smart chair-based CLBP recognition system would recognize the presence 

of CLBP in various environments. A further collection of more subjects will be required to 

improve the accuracy of the model. Finally, research on predicting the future occurrence of 

CLBP should be conducted to contribute to the prevention of CLBP. 
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Chapter 5 
 
Conclusion 
 

 

5.1 Conclusion 

A smart chair-based CLBP recognition system was successfully developed using the 

CatBoost algorithm based on the produced knowledge about the difference in sitting 

postural pattern between the CLBP patient and non-patient groups. Through the success, it 

was found that the relative frequency of occurrence for posture category 3, 4&5, the change 

of relative frequency of occurrence for posture category 2 and the number of posture 

categories observed were effective in recognizing the presence or absence of CLBP. This 

study demonstrated that it is possible to recognize CLBP on a basis of sitting posture-time 

data and will support developing future CLBP diagnosis and prognosis systems. 
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국문초록 

 

 
본 연구는 스마트 의자를 활용해 오랜 시간 의자에 앉아있을 경우, 그 자세를 

분석하여 만성요통의 유무를 진단하고자 하였다. 스마트 의자는 좌판에 압력 센서 

6개, 등판에 적외선 거리 센서 6개를 부착하여 개발되었으며, 실시간으로 총 

11개의 앉은 자세를 분류해낸다. 본 연구에서는 이전 연구에서 적용되었던 kNN 

알고리즘 대신 LightGBM 알고리즘을 적용하여 분류기의 성능을 높였으며, 개선된 

스마트 의자는 데이터 수집을 위한 목적으로 실험에 활용되었다. 이후, 만성요통 

환자 14명, 정상인 14명을 모집하여 1시간 동안 스마트 의자에 앉아 컴퓨터 

타이핑을 실시하도록 하였으며, 스마트 의자를 통해 센서값을 실시간 수집하여 

데이터셋을 구축하였다. 구축된 데이터셋을 바탕으로 만성요통 환자와 정상인 간 

앉은 자세를 비교 분석하였으며, 분석 결과를 바탕으로 만성요통 진단 시스템 

구축을 위한 변수를 채택하였다. 최종적으로, 구축된 데이터셋과 채택된 변수를 

중심으로 CatBoost 알고리즘을 적용하여 만성요통 진단 시스템을 성공적으로 

개발할 수 있었다. 본 연구를 통해 앉은 자세를 분석하는 것만으로 만성요통의 

진단이 가능하다는 점을 밝힐 수 있었으며, 만성요통 환자의 앉은 자세 패턴, 

시계열에 따른 자세 변화와 관련하여 새로운 지식을 제공하였다는 점에서 의의가 

있다. 이러한 연구 결과는 향후 만성요통 진단 및 예측 시스템 개발에 크게 

기여할 것으로 기대된다. 
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