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Abstract

The arrival of the Internet of Things (IoT) era has opened a new way of living
by connecting the physical and the virtual domains as a single domain. Wireless
sensor networks (WSNs) may play a key role for combining the two domains in a
very efficient manner. A number of technologies have been developed for the
deployment of WSNs, in consideration of IoT services in various operation
environments. The primary concern on WSN operation is the provision of
connectivity that can provide reliable and seamless communications among devices.
ZigBee and Bluetooth Low Energy (BLE), low-power connectivity technologies,
have widely been applied to loT services. However, they may not provide desired
performance when applied to large-scale [oT service environments. It is of great
concern to develop wireless connectivity technologies that can provide desired

performance in commercial IoT service environments.

In this dissertation, we consider low-power connectivity technologies in large-
scale IoT service environments. We first investigate the connectivity problem of
legacy ZigBee in a multi-hop tree-structured networking configuration that may not
provide full connectivity in large-scale environments. We may improve the
connectivity problem by focusing on device selection and resource allocation for

routers. We make devices join the network as an end device in the first stage. Then,



parent devices convert some of their child end devices to their child router devices
in consideration of geographical network expansion. The resource is allocated to
routers in consideration of data traffic and addressing parameters, improving the

throughput and latency performance, while preserving the network scalability.

We also investigate the connectivity of BLE with adaptive frequency hopping
in the presence of co-channel interference (CCI). We consider the reduction of time
for the detection of CCI by means of channel grouping, where devices operate
using a single channel group in the normal operation. Upon the detection of severe
CCI, the devices may operate using multiple channel groups to find a channel
group least affected by CCI. By fast detecting severe CCI and fast investigating the
frequency band, the proposed scheme may maintain connectivity even in presence
of rapidly time-varying CCL

Finally, we verify the proposed schemes by means of extensive computer
simulation and hardware implementation. The proposed schemes can significantly

enhance the connectivity of ZigBee and BLE, improving the scalability, latency,

memory footprint and power consumption.

Keywords: Internet of Things, large-scale low-power wireless sensor networking,
network self-configuration, interference avoidance, ZigBee, Bluetooth

low-energy
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Chapter 1

Introduction

Recent advances in sensors, actuators, communications and semiconductor
technologies have made the deployment of Internet of Things (IoT) services quite
feasible in various application environments [1-3]. These IoT services may need to
employ open and generic networking technologies that can accommodate various
devices in various interface specifications. Wireless sensor networks (WSNs) may
play a key role for IoT services by bridging the physical and the virtual domains,
with lower deployment complexity and higher scalability than wired networks [3].
The deployment of commercial IoT services may need WSN technologies that can
reliably provide networking performance, such as the connectivity, data
transmission reliability, power consumption and deployment/operation cost, even
in large-scale operation environments [4]. It has been a long-time challenge to
develop WSN technologies that can provide reliable networking performance for

IoT services.



The deployment and operation of commercial IoT services should consider the
return-on-investment (Rol). Many of IoT services consider the use of unlicensed
frequency bands for the networking to reduce the cost for deployment and
operation. The operation in unlicensed frequency bands may require networking
technologies that can provide reliable connectivity and communications among
devices even in the presence of co-channel interference (CCI). Power consumption
may be of another great concern especially when the IoT service needs battery-
based operation. As these issues are closely related to each other, technical
challenges may become even harder when operating in power-, complexity- and
capacity-limited environments. ZigBee and Bluetooth Low Energy (BLE)
technologies have widely been applied to IoT services in the past decade [5, 6].
They may quite be suitable in battery-powered operation environments with the use
of low-duty cycle operation. However, they may not provide desired performance

when applied to large-scale WSN environments.

ZigBee may not guarantee the full-node connectivity in large-scale service
environments. Its first-come, first-serve (FCFS) strategy for the selection of routers
may make the network configuration proceed to a certain direction, referred to
biased networking problem [7, §]. Previous studies on the router selection strategy
have focused on the enhancement of link quality, rather than the improvement of
the connectivity [9-11]. Furthermore, ZigBee provides no practical guidelines for
resource allocation to routers [5, 12]. Since the resource allocation may directly

affect the data transmission performance, it is of great concern to allocate



orthogonal resources to routers to avoid so-called beacon collision problem and to
adequately allocate the amount of resources according to the data traffic [13].
Although numerous studies have been conducted on the resource allocation for
ZigBee [13-17], they did neither consider spatial reuse of communication resources
[13, 14] nor distributed networking [15-17], making them impractical for
application to large-scale WSNs. To the author’s best knowledge, no practical
solution has been proposed in consideration of selection and resource allocation for
routers, especially in large-scale WSN environments. In practice, ZigBee is

applicable to small-scale WSN environments [7, 18].

BLE, quite applicable to small-scale personal-area network environments [19-
21], demonstrates potential for application to large-scale networking [22-26]. It
may employ a frequency-hopping time-division multiple access (FH-TDMA)
technique in the connection mode and an ALOHA technique in the connectionless
mode. The connectionless mode (e.g., BLE Mesh) has been applied to large-scale
networking environments [22- 24]. However, it may not provide desired
networking performance mainly due to the use of ALOHA technology that may
suffer from random access and hidden node collision [27]. In practice, BLE with
the connectionless mode may not be suitable for large-scale, low-power
networking environments. BLE with the connection mode [25, 26] may also suffer
from unstable networking (e.g., link disruption), especially in the presence of CCI
when applied to large-scale networking environments [28]. Since the occurrence of

a single link disruption may seriously affect the entire network operation, the effect



of link disruptions may seriously be of great concern as the network size increases.
Numerous studies have considered the avoidance of interference in Classic
Bluetooth systems by means of adaptive frequency hopping (AFH) [28-34].
However, they may not be applicable to BLE whose operation frequency is quite
lower than Classic Bluetooth. AFH schemes reliant on channel quality
measurements on each channel have been developed for BLE [35-38]. However,
they may take a long-time making the measurement. In presence of rapidly time-
varying CCI, they may suffer from the link disruption problem as well as sub-

optimal performance due to the outdated information.

In this dissertation, we consider the networking in large-scale low-power WSN
environments. We investigate the biased networking and the beacon collision
problem of ZigBee and the link disruption problem of BLE in large-scale low-
power WSN environments. We design practical and implementable solutions that

may provide desired connectivity performance.

We consider the biased networking and the beacon collision problem in legacy
ZigBee when applied to large-scale network environments. We may alleviate the
biased networking problem by making the parent node pick routers that have
potential to expand the networking area. We also consider the resource allocation
to routers to reduce the beacon collision. We determine the length and the time-
offset of resource according to data traffic to improve the throughput while

reducing the latency, without sacrificing scalability.



We also consider the link disruption problem in BLE with the connection
mode in the presence of CCI. We propose fast detection of CCI to handle rapidly
time-varying CCI. The fast detection of CCI may suffer from potential detection
errors due to infrequent operation of BLE in the connection mode. We may reduce
the detection error by making devices use a group of adjacent channels and gather
channel quality statistics on the group in the normal operation. Upon the detection
of severe CCI, we make devices use multiple channel groups to find a channel
group least affected by CCI. We further consider the improvement of connectivity
even in the presence of transmission failure of AFH command frames. The
operation in a channel-group basis may require minimal memory for the collection
of channel quality statistics and reduce the computational overhead for the AFH

operation, while providing desired connectivity performance.

Following Introduction, Chapter 2 describes the system model in consideration.

Chapter 3 proposes a network construction scheme for ZigBee, quite applicable to
large-scale WSN environments. Chapter 4 describes a frequency hopping scheme
for BLE that can fast detect and avoid the CCI. Finally, conclusions and further

works are summarized in Chapter 5.



Chapter 2

System model

2.1. Multi-hop cluster-tree structured networks

We consider a cluster-tree structured network comprising a coordinator, routers
and end devices, as illustrated in Fig. 2-1. The coordinator may work as a sink
when the data is collected and a gateway to outside network. For a pair of devices
connected directly, a device that has a network depth (i.e., the number of hops
between the device and the coordinator) less than the other is defined as a parent
device, and the other is defined as a child device. Router may have their child
devices. For example, the coordinator operates only as a parent, an end device
operates only as a child device and a router may operate as both a parent and a
child device. The coordinator and routers can be a cluster head of clusters
consisting of them and their child devices. The clusters are connected in a tree

structure, yielding a cluster-tree structured network.
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Fig. 2-1. Cluster-tree structure

2.2. Co-channel interference

Low-power WSNs operating in unlicensed frequency band may noticeably be
affected by the presence of CCI like IEEE 802.11x wireless local area network
(WLAN) traffic [39-43]. The channel occupancy ratio (COR) of WLAN signal,
defined by the portion of time that WLAN signal presents, may significantly vary
over the time even in a time scale of minutes [44]. It may be desirable for low-
power WSNs to employ a transmission scheme that can effectively avoid major
interference [34, 42, 43]. We may design such a transmission scheme by exploiting

the COR of WLAN signal.



The WLAN traffic workload can be characterized by so-called sessions that
represent WLAN users, the number of traffic flows generated by a session and the
inter-arrival time between the traffic flows [45]. The arrival of sessions can be
represented by a time-varying Poisson process and the traffic flow arrival by a bi-
Pareto distribution [45]. It may well characterize large-scale behavior of WLAN
channel occupancy, but it may not well characterize the inter-arrival time of
WLAN signal since it does not consider the medium access control (MAC) of

WLAN.

The WLAN channel occupancy can be represented using a single-layer semi-
Markovian process in consideration of WLAN MAC [46, 47], where the transition
between the states is deterministic and depends on the data size, as illustrated in
Fig. 2-2. The medium may be in an idle state when WLAN devices are in a back-

off state to avoid collision or has no data to transmit, referred to free-time (FT).

Fig. 2-2. Semi-Markovian channel occupancy model [46, 47]



The probability density function (pdf) of the sojourn time in the idle state can be

represented as [46]

fi(7)=pfe(r)+(1-p) fx (7) 2.0

where pe[0,1] is a mixture variable, f.(z) denotes the pdf of the contention
window for random back-off that follows uniform distribution, and f, () denotes
the pdf of FT. Here, f.(z) follows an uniform distribution due to selection of CW
of WLAN. Considering the transmission characteristics of WLAN signal, f; (7)
can be represented using a heavy-tailed pdf which has longer tail than the

exponential distribution (ED) (e.g., GPD) as [46]

-1-1/¢
7= H{1ve ) )

where the shape parameter & and the scale parameter o depends on WLAN
traffic. It was shown that the semi-Markovian modeling of WLAN channel
occupancy is effective for statistical characterization of WLAN signal [46, 48].
However, the semi-Markovian modeling may not effectively characterize time-

varying nature of WLAN signal due to the use of fixed shape and scale parameters.

Based on characterization of WLAN users [49], we may assume that the usage
pattern of WLAN users is similar to each other and that the COR of WLAN signal
is a function of the number of WLAN users, which solely depends on the
arrival/departure of WLAN users. We may characterize the inter-arrival time by an

ED parametrized by the time-varying COR of WLAN signal, achieving heavy-tail



characteristics. The memoryless property of ED makes it easy to analyze and

simulate the WLAN signal.

We may represent the WLAN channel occupancy in a two-layer process as
illustrated in Fig. 2-3, where the upper and the lower layer process represent the
arrival/departure of WLAN users and the generation of WLAN signal, respectively.
The arrival and departure of WLAN users can be represented by a Poisson process
since WLAN users may come in and out independently of each other. The number
of WLAN users at time ¢, denoted by #,, can be represented by an M/M/m/m
queueing process with parameters A, and g, , representing the arrival rate and
the departure rate of WLAN users, respectively. Letting N be the maximum
number of WLAN users, it can be shown that the average number of WLAN users

can be represented as [50]

Nr?m( n
_ ‘ A !
N :Z";?m"( o/to) iy 2.3)
Znio (A‘A/tuD) /n!
Letting p, =&(n,) be the COR of WLAN signal at time ¢ and &(n)=pqn, the

average COR of WLAN signal in the steady state can be represented as p = p.N,..

The lower layer process can be represented as a two-state semi-Markovian
process where the state “Active” represents Data, SIFS and ACK, and the state
“Idle” represents CW and FT [47]. Since WLAN signal is present only in Active
state, the duration of Active state depends on the size of WLAN packets [45].
Provided that the sojourn time of Active state does not significantly vary in time,

the sojourn time of Idle state (i.e., the inter-arrival time of WLAN signal) can be

10



represented by an ED with mean 4,'(¢). Letting 7, be the average time duration
of Active state, the COR of WLAN signal at time ¢ can be represented as

p(t)=pene (1)

T (2.4)
—_ #
T,+4 (1)
Model input
Large-scale modeling parameters Small-scale modeling parameters
R e
| NoAy o ¢(n).T, }
! i

Proposed model {}

Upper layer: large-scale dynamic modeling

| Ay A4 Ay |
|

| |
! . 1
3@
| |
M2y Nup

[
| 1 |
| |

. |

i fA (T) @ f}(z-’/ll ([)) }

[
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L L

Model output {}
_ WLAN signal
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time
Idle || | L] | || || - >

t

Fig. 2-3. Proposed time-varying WLAN traffic model
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We evaluate the validity of the proposed model by computer simulation. Table
I summarizes parameters of the proposed model for the evaluation, where we
assume that the arrival rate is once a 30-second, which may represent a highly
dynamic operation scenario. We generate the WLAN signal for an interval of 104
seconds. To verify the validity of the proposed model, we perform Kolmogorov-
Smirnov test on the empirical distribution of inter-arrival time of WLAN signal and

the GPD fitting [51].

Fig. 2-4 depicts the empirical CDF when p=0.1 and p=0.3. The fitting
parameters and its goodness-of-fit of GPD are summarized in Table 2. It can be
seen that the empirical distribution is well approximated by a GPD. It can also be
seen that the GPD fitting works well when p=0.3 because the variance of COR
of WLAN signal increases as p increases, which agrees well with the result in

[48].

Fig. 2-5 and Fig. 2-6 depict WLAN signal generated by the proposed model
and the single-layer semi-Markovian model [47], respectively, where (a) depicts
the COR of WLAN signal measured in one-second bins, and (b) and (¢) depict the
presence of WLAN signal when the measured COR of WLAN signal is the highest
and the lowest, respectively. It can be seen that the inter-arrival time of WLAN
signal generated by the two models may well be approximated by a GPD in a long-
time interval. It can also be seen that the proposed model generates WLAN signal
showing time-varying nature of COR of WLAN signal, while the single-layer

semi-Markovian model does not.
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Table 2-1. Fitting parameters for GPD over the distribution of

inter-arrival time of WLAN signal

)2l 0.1 0.2 0.3
Fitted parameters of generalized Pareto distribution
3 0.2256 0.2609 0.3024
o 0.0091 0.0036 0.0021
Goodness-of-fit under Kolmogorov-Sminorv test
p-value 0.0040 0.2873 0.7165
D-value 0.0134 0.0073 0.0050

14




COR

0.5
0.4 1
031 ' 1
0.2r \
01r b

0 . . . . .

0 50 100 150 200 250 300

Time (sec)
(a) Average COR measured in one-second bins

= . T . T : . T
[y
3]
w
3
g Il 1 1 1 1 1 1

41 411 412 413 414 Tt 415 -'-1-‘16 417 418 419 42

(b) WLAN sig nal generated in [41, 42]

™
=
[=)]
‘o
3
=

96 96.

96.1 96.2 96.3

96.4

Tlme sec

{c) WLAN signal generated in [96, 97]

Fig. 2-5. WLAN signal generated by the proposed model with p = 0.3

15



COR

0.5 T T T T T
0.4 1
0.3
0.2 r 1
01 (46, 0.27) (24, 0.324) -
a . . . . .

] 50 100 150 200 250 300

Time (sec) .
(a) Average COR measured in one-second bins

o

=

(=]
‘o
3
=

46 461 462 463 464 465 466 467 468 469 47

_ Time (sec)
(b) WLAN signal generated in [46, 47]

™

=

[=)]
‘o
5
=

94 94.1 942 943 944 945 946 947 948 949 95

~ Time (sec)l )
(c) WLAN signal generated in [94, 95]

Fig. 2-6. WLAN signal generated by [47] with p =0.3

16



Chapter 3

Construction of large-scale low-

power wireless sensor networks

In this chapter, we consider the biased networking and the beacon collision
problem of ZigBee employing IEEE 802.15.4 beacon-enabled mode [12]. Legacy
ZigBee may have a tendency of network construction to a certain direction,
referred to biased networking, hampering full node connection and networking
expansion. We also consider the collision among super-fames in multi-hop tree-

structured networking environments.

We may alleviate the biased networking problem by making devices join the
network as an end device and then making the parent node select routers among its
child end devices that has a potential to geographically expand the network,
referred to scalable child router selection (SCRS). We may also alleviate the
beacon collision problem by orthogonally allocating the super-frame of clusters in
the time/frequency domain in consideration of data traffic, referred to traffic-aware

super-frame scheduling (TASS). The TASS exploits the super-frame schedule of

17



two-hop neighboring clusters to reduce collision among the super-frames of
clusters that have the same network depth. It determines the length and the time
offset of the super-frame in consideration of data traffic and addressing parameters
to increase the throughput with low latency, while preserving the scalability. The
router selection and the resource allocation procedures are organized into a single
on-line algorithm that may be executed in a distributed manner, making it suitable

for real-world implementations.

3.1. ZigBee over IEEE 802.15.4

ZigBee can construct a large-scale network of up to 65,535 devices as a single
network by means of multi-hop cluster-tree structured networking protocols [5, 12].
ZigBee can operate with the IEEE 802.15.4 technology that can operate in beacon-
enabled or non-beacon-enabled mode. The beacon-enabled mode allows devices to
make communications only in the active period, saving the power consumption by
putting the device in an idle status in the inactive period. It can employ a time
division multiple access (TDMA) technique to improve the throughput
performance, while supporting bounded latency in a multi-hop cluster-tree
structured network [52-54]. The non-beacon-enabled mode does not make use of
duty-cycling, requiring routers powered in all time. It may suffer from so-called
hidden-node and random-access collision [27], yielding poorer throughput

performance than the beacon-enabled mode.
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As illustrated in Fig. 3-1, a cluster head r can make synchronized
communications with its child devices by means of periodic transmission of beacon
frames. After transmitting a beacon frame, it can communicate with its child
devices during its super-frame. The duration of the beacon interval and the super-
frame of cluster head r can be represented as, respectively,

=aBSDx2" 1, 3.1
=aBSDx 2% ¢ 3.2)

sym

T,

BI,r

T,

SD,r
where aBSD denotes a base super-frame duration, BO, and SO, respectively
denotes the beacon order (BO) and the super-frame order (SO) of the beacon

interval and the super-frame of cluster head r.
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] O End device
’

Super-frame of
cluster head 0
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Fig. 3-1. An example of a cluster-tree structured network

using IEEE 802.15.4 beacon-enabled mode
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3.2. Previous works

A number of studies have been conducted to construct large-scale networks by
using ZigBee in the IEEE 802.15.4 beacon-enabled mode [7, 8, 55-59]. Few works
have considered the scalability issue of ZigBee in IEEE 802.15.4 beacon-enabled

mode.

ZigBee can construct a cluster-tree structured network by using a distributed
address allocation mechanism (DAAM) [5]. DAAM introduces a trade-off between
the breadth and depth of a cluster-tree structured network, imposing limitation on
the number of child devices that a parent device may adopt [55, 56]. As DAAM
makes a parent device select those limited number of child devices in an FCFS
manner, the selected child devices may not be evenly distributed. This may make
the cluster-tree structure network predominantly expand in a specific geographical
direction, referred to the biased networking problem [8, 9]. A stochastic address
allocation mechanism (SAAM) may alleviate the biased networking problem by
making parent devices randomly assign the network addresses to their child
devices, eliminating the restriction on the maximum number of child devices [5].
However, SAAM may require to verify the uniqueness of assigned addresses by
means of broadcasting, resulting in significant increase of signaling overhead,
referred to broadcast storm problem [57, 58]. It also requires a routing algorithm

like the Ad Hoc on Demand Distance Vector (AODYV), further increasing the
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signaling overhead. As an alternative approach, 6LoWPAN employs a Duplicate
Address Detection (DAD) technique [59]. The DAD makes a parent device assign
random network addresses to its child devices and makes a network coordinator
verify the uniqueness of the allocated address, requiring two-way multi-hop
communications. However, it may require considerable signaling overhead
verifying the uniqueness of allocated addresses and necessitates the use of complex
routing mechanisms such as AODV. In practice, SAAM and DAD have not been

applied to large-scale WSN environments.

Multi-step DAAM (M-DAAM) is an improvement of DAAM that may
effectively mitigate the trade-off between the breadth and the depth of cluster-tree
structured networks by adjusting the addressing parameters of DAAM in a multi-
step manner [7]. The approach proposed in [7] further introduced a child selection
scheme where the parent device chooses child devices with the fewest potential
parents as their child routers. However, in high-density network environments,
child devices may have the same number of potential parents, regardless of
whether they are in the propagating position (i.e., located farther away from the
parent device in the coordinator's view) or not. In such environment, the child
selection scheme may lead to waste of network depth, failing to achieve the full-

node connectivity.

ZigBee simply suggests the use of IEEE 802.15.4 beacon-enabled mode for
unique allocation of a super frame to each cluster in cluster-tree structured network

environments [5]. The IEEE 802.15.4b amendment introduces the concept of
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beacon-only period (BOP) for application of the beacon-enabled mode to large-
scale networking environments. Beacon frames from multiple clusters can be
transmitted in the BOP [14]. However, the IEEE 802.15.4b amendment does not

specify how to set key parameters.

A time division beacon scheduling (TDBS) scheme may alleviate the beacon
collision problem by means of setting the time offset of super frames using a
pinwheel algorithm, enabling an individual super-frame configuration for each
cluster [13, 60]. However, TDBS does not consider spatial reuse of time and
frequency resource and data traffic, making it unsuitable for large-scale WSN
environments. A two-way beacon scheduling (TWBS) scheme may take account of
the data traffic, focusing on the latency of uplink and downlink data traffic [15].
TWBS enables each cluster to have two active periods, namely an uplink active
period and a downlink active period, in a single beacon interval. The time offset of
these active periods is set to minimize end-to-end latency. However, TWBS did not
consider the amount of the data traffic. Both TDBS and TWBS operate in a

centralized manner, yielding large signaling and computational overhead.

3.2. Proposed self-configuration scheme

The aforementioned scalability issues, namely the biased networking and the
beacon collision problem, may not be solved individually, as a selection of a router

and resource allocation for a router may not be independently executed. In this
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section, we consider a self-configuration procedure comprising the proposed SCRS

and TASS, as illustrated in Fig. 3-2.

A network-joining device & scans communication channels to find nearby
cluster head. During the scanning, it collects a set of super-frame schedules of
nearby clusters, denoted by B,, and a set of potential parents, denoted by P, .
Then, it selects a device in P, as a potential parent device, say r. It initiates the
network joining by transmitting an association request message to the potential

parent r, with B, for TASS and with |P,| and I for SCRS. Here, |P,|

revert,k

denotes the cardinality of P, and / denotes the reversion tree construction

revert .k

flag indicating that device & may be located closer to the coordinator than the

potential parent r. [ =1 implies that the selection of device &k as a router

revert .k
may not be effective for the expansion of tree structure. Receiving the association
request, device r can accept device & as an end device by allocating an network

address to it.

We assume device r, being a cluster head, collects the super-frame schedules
of nearby clusters before adopting child devices. The super-frame schedule may be
collected periodically or just before the child adoption. Device r waits for other

association requests until

Cl“

does not grow. Using SCRS and TASS algorithm,
device r selects its child devices satisfying following criteria.

¢ The child device should be in a propagating position (i.e. I

revert k

:0)

e A new super frame is schedulable for the child device
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Then device r sends an association response messages to these new router
devices with new network addresses (i.e., router addresses) and the super-frames

schedule. The new routers begin to operate as cluster heads.

8 8

Cluster head r Device &

Collecting super-frame
schedules of nearby clusters
while constructing P,

Collecting super-frame
schedules of nearby clusters

J
I
i N\
Choose a parent candidate
r from P,
I
¢+ ————————————— = N\
( Associate the deyice k L Association request Tx ass_ociation request to r
as an end device “Association response with [P,[.B,. 1.,
(End device address)
Wait until
C | does
not grow
Choose e __
super-frame schedulable Association response Rx association response
C* among (Router address,
con’sidering P, :BAJW,[ '} super-frame schedule)
Wait until the
beacon Tx offset

(Start as a cluster head)

! }

[ Start periodic beaconing ’

Fig. 3-2. Distributed self-configuration procedure
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3.2.1. Scalable child router selection

The biased networking problem can be alleviated by selecting nodes with a
minimum number of potential parents as child routers (i.e. selecting devices in the
area where the routers are most sparsely located) [7]. However, it may not be
efficient when devices are densely located. In this section, we delineate the

proposed SCRS.

The SCRS first make cluster head » accept all devices as end devices and
then switches some of them as routers later. It makes cluster head r keep
receiving association requests for better selection of child routers until |C| does

not increase, i.e.,

CI‘

=Cm(I)-Rm(l) or |C,| remains unchanged for a time

interval.

The SCRS makes cluster head r select outermost end devices as routers, as
shown in Algorithm 3-1. Cluster head r selects a set of end devices whose
reversion tree construction flag is unset, C*”. To this end, a device ceC™ is
expected to be located farther away from the coordinator than the cluster head r.
The SCRC selects one with the minimum number of potential parents in C*’as a
router candidate, say ¢. Since ¢ is located in an area where the routers are most
sparsely located, it may effectively handle devices to be networked. Finally, the
SCRC verifies the availability of a new super-frame for ¢, which can be processed
by the proposed super-frame scheduling algorithm described in Section 3.2.2. If a
new super-frame is schedulable for ¢, cluster head r selects device ¢ as an its

child router. Then ¢ is removed from C® . Then cluster head r sends an
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association response to device ceC* with super-frame scheduling information.

The SCRS can allow cluster head » to select child devices located outermost as

routers using only local information, easily expanding the hierarchical structure of

a network in a distributed manner.

Algorithm 3-1. Scalable child router selection (SCRS)

Initialize
érED <« {c | C e C'., Iryverf‘c = 0}
Cle@

while |C,_R|<Rm(l) and |C*

>0

P

c

¢ = argmin

ce C,.ED

if TASS(¢)#FALSE

CH «CrU{¢e}
end if
e e (e
end while

return CF
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3.2.2. Proposed super-frame scheduling

The TASS may reduce the super-frame collision. It partitions the time domain
into a number of dedicated intervals and allocates cluster heads with the same
network depth to a dedicated interval, eliminating super-frame collision among
cluster heads with different network depth. The super-frame collision among
cluster heads with the same network depth can be reduced by exchange of bitmaps
indicating super-frame schedules of cluster heads nearby. TASS arranges the
dedicated intervals according to the network depth, reducing the transmission
latency. It determines the length of super-frame in consideration of data traffic and
addressing parameters to increase the throughput and energy efficiency as well.

A. Scanning procedure

The TASS schedules the super-frame of child routers in consideration of super-
frame schedule of neighboring clusters. To notify other device of the super-frame
schedule, cluster heads in the network broadcast their time-offset on which their
beacon frames are transmitted, on their beacon frames. For example, cluster head

r may quantize its beacon Tx offset 7,

by

T
o T 3.3
Offset,r \‘ aBSD x 250w Lom ( )

where SO_. is the minimum SO to be shared by all devices.

A device & (a cluster head or a device to join the network) may scan each
operation channel for 7, to get the super-frame schedule of neighboring clusters.

It may store the schedule in the form of a N, x2°°*%= bitmap B,.Let B, (i, )
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be the bit representing the i-th channel and the j-th time slot. When device &
receives the beacon frame transmitted from cluster head » through channel #, it
may update its bitmap B, as

B, (h,j)=1, where T3

SO, =SOpin
Offset,r + 2 .

7 4
< ] < TOffset,r

34
Fig. 3-3 depicts an example of bitmap, where the grey part represents the

BO=8 and SO_. =1. The

min

TQ

Offset,r

updated bitmap when A=1, =32, SO, =3,
bitmap may be sent to the cluster head with an association request message. Thus,
the cluster head may avoid super-frame collision by using the 2-hop super-frame

schedule.

B. Dedicated interval

The TASS partitions the beacon interval into a number of dedicated intervals to
avoid super-frame collision and reduce the end-to-end packet transmission latency.
It schedules the super-frames of clusters with the same network depth in each

dedicated interval.

Let T, denote the dedicated interval for super-frames of clusters of network
depth /. To avoid super-frame collision between clusters with different network

depth, the TASS determines dedicated intervals so that

| M

=
Eﬂ
5’\! i 4
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T,NT,

I+m — @ (35)
where m=1,2. (3.5) implies that the TASS reuses the time domain resource by
allowing clusters with different network depth of at least 3 to use the same time

interval. Super-frame collision between clusters with the same network depth can

be resolved by exchanging the super-frame schedule of clusters nearby.

To reduce the end-to-end packet transmission latency, it is required to set the
relative time offset of super-frames in the routing paths. This is mainly due to that
devices should hold data packets and wait for the super-frame of the next-hop
router in the IEEE 802.15.4 beacon-enabled mode. It is critical to reduce the
waiting time between the super-frames in the routing paths. To measure the
minimum end-to-end delay inherently imposed by the super-frame structure, we
define the traversing time by the summation of waiting durations between beacon

Tx offsets in the routing path. The traversing time can be represented as

Lm—1
D(r)= 2 d(pi(r)) (3:6)

i=0
where p,(r) is the i-th hop parent of cluster head » (ie, p,(r)=r and
p,(0)=0). Here, d(x) is the waiting duration from the super-frame of device x

to the super-frame of the parent of device x and can be represented as

d (x) = (Tij’Sé’t,p(x) - To;]ser,x) mod T, 3.7

where “mod ” denotes the modulo operation. The maximum traversing time 7,

tr

can be represented as

7™ = max {D(r)} . 3.9)

reP
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When the coordinator periodically transmits its beacon frame at time
t=nT,(neZ), T,(/=0,1---,Lm—1) can be represented as
T, =[nTy, + 0Ty +a, + 3] (3.9

where 0<¢, and 0< }, .Itcanbe seen that 7, is bounded by

™™ < {(al—am)modTB]}. (3.10)

To reduce the traversing time of uplink data traffic, the TASS determines the
dedicated interval so that T, , precedes T, for /=0,1---,Lm—2 in the time

domain, minimizing (¢, -, )mod7,, of (3.10).

We may easily handle the super-frame collision between clusters with different
network depth using the concept of dedicated intervals. Furthermore, the super-
frames may be scheduled in a sub-optimal way so that the traversing time may be
reduced. We may obtain the optimal solution that minimizes 7" of (3.10)
under the assumption that all parent nodes have knowledge of the entire network
structure and the location of all nodes in the network, which is very complicated
for the processing.

C. Heuristic design of dedicated intervals

The TASS is aware of traffic bottleneck problem in the vicinity of the sink.
Thus, it differentiates the super-frame length, SO, according to the network depth.

Let SO(/) be the SO of the super-frame of depth / cluster.

In the uplink scenario, whole data traffic gathers at the super-frame of the

coordinator. The SO of the coordinator can be calculated as
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SO(0)=min{n|#aBSDx2" > 1,,aBSDx 2"

7 3.11)
= BO—{log2 —J

rUL

where 7, denotes the data generation rate of the entire network and 7 denotes
the expected throughput in the super-frame. We use 7 instead of the actual
throughput because the throughput of hybrid MAC using CSMA/CA and TDMA
has not been obtained in a closed form [61, 62]. Heuristically, 7 is approximately
60 Kbps when IEEE 802.15.4 PHY uses direct sequence spread spectrum (DSSS)

at a data rate of 250 Kbps.

The cluster heads with network depth />1 may use smaller super-frame than
their parent. Assuming that the tree structure is evenly distributed under depth /-1
cluster head, the sufficient condition for successful data collection may be

represented as

#Rm(1-1)aBSDx2*" < 7aBSDx 2*"™") . (3.12)

Thus, SO(!)(!=1,2,---,Lm—1) may be conditioned as
SO(1)< SO(1-1)~log, Rm(I~1) . (3.13)
In practice, the cluster-tree structured networks may not be constructed in a

balanced tree structure form. We may calculate SO(/) with some margin as

SO(1) = max{ SO,

min ?

SO(1-1)~|log, Rm(I=1) |}, 1=1,2,--,Lm~1.  (3.14)

T, is the dedicated interval in which the super-frames of coordinator’s child
routers are scheduled. The coordinator must allocate super-frames of depth-1

routers that are orthogonal to each other unless it knows the complete knowledge
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of whether or not a signal transmitted form a router can reach another router. As
such knowledge may not be easily obtained, the duration of T, in a beacon

interval, denoted by 4, , must satisfy

N,,B, = Rm(0)aBSDx2*""t . (3.15)
When SO(1) follows (3.14) and p, =1T,,, it can be seen that
Ny 2 ﬂ?—iﬁ&ﬁ% : (3.16)
The right-hand side of (3.16) is bounded as
Rm(O) Tspyo < plog: Am(0)-{log; Rm(0) % <4 (3.17)

ollog: km(0)] /4~ 1/4T,
BI BI

since Ty, , <17, and x—|x|<1 for VxeR. We may claim that it may be
sufficient to schedule depth-1 routers with values of g =47, and N, =4

regardless of addressing parameter, provided that SO(1) follows (3.14).

We may also claim the value g, =<7, may be sufficient for depth-2 routers
alongside with (3.14), based upon following observations: We may successfully
construct a connected tree that 16 clusters of the same depth are schedulable in a
radius of two hops. For addressing parameters that can successfully construct a
connected tree, (3.14) implies that SO(2)<SO(0)-3. For N, >4, the above
observations imply that the super-frame of depth-2 cluster is schedulable with an
aid of spatial reuse resources by means of bitmaps exchange (refer to Section 3.2.2-

B).
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We may apply the same claim as T, to T,,T,,--,T,, , that +7, may be
sufficient as the duration in a single beacon interval. For simplicity, we may
determine T,,T,,---,T,, , by

T =T, [ =34, Lm—1. (3.18)

mod3?

To reduce the traversing time of uplink data traffic, the TASS determines
T,,T and T, so that they circulate as T, > T > T, > T, > T, ---. It can easily
be seen that 7,"" <17, in this heuristic design for Lm =3. Fig. 3-4 illustrates the

super-frame scheduled in T,, T, and T,.

I Beacon ﬁ Super—frame

chA

Fig. 3-4. Dedicated interval and example of super-frame schedule
(N, =4,B0O-580,,=T)
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D. Super-frame scheduling

As the heuristic design of the dedicated intervals (i.e., T,,T,,---T,, ,) does not
require on-line observations, the dedicated intervals may be pre-implemented.
Then the super-frame of child router candidate ¢ can be scheduled using
Algorithm 3-2. Device r calculates the SO of ¢ by (3.14) and merges the
super-frame schedule of itself and ¢ to avoid super-frame collision. If a super-
frame schedule is available in T,,, the available resource is assigned to child
router candidate ¢, where [ is the depth of cluster head r. If not, cluster head r

needs to initiate another selection process.

Algorithm 3-2. Traffic-aware energy-efficient super-frame scheduling (TASS)

(Super-frame scheduling for child router candidate ¢)

Calculate SO, using equation (3.14)

Merge nearby super-frame schedules of cluster head » and the candidate ¢

if time/frequency is available in T,,, for super-frame of SO,
h. < channel of available resource

Tper.e < beacon Tx offset of available resource
Update nearby super-frame schedule of cluster head »
return (SO,.h,.T,,, )

else

return FALSE (initiate another selection process)

end if
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3.3. Performance evaluation

We verify the performance of the proposed self-configuration schemes in terms
of the scalability, traversing time and energy consumption by computer simulation.
The simulation parameters are summarized in Table 3-1. For comparison, we also
evaluate the performance of ZigBee with two configurations; configuration 1 uses
the same Rm at network depth zero as the proposed scheme and configuration 2
maximally utilizes the addressing space, where Rm is a relatively larger number.
We assume that ZigBee operates with collision-free super-frame scheduling, where
the collision of super-frames among two-hop neighbor clusters is avoided. We also
evaluate the performance of M-DAAM which selects child nodes with the smallest
number of potential parents as routers to verify the benefit of SCRS.

A. Connectivity

Fig. 3-5 depicts snapshots of self-configuration of ZigBee (config.1 and config.
2), M-DAAM and the proposed scheme. The links connecting cluster heads and
their child end-devices are omitted in the graphs for the visibility. It is shown that
all those schemes connect the network when |K| =100, since the addressing space
is enough for 100 devices. However, in the tree structure formed by ZigBee, the
branches go back and forth due to FCFS router selection. MDAAM places routers
in better positions than ZigBee since it places routers in the router-sparsest area.
Comparing M-DAAM and the proposed scheme, it can be seen that depth-1 routers

are located farther in the proposed scheme, since the proposed scheme
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Table 3-1. Simulation parameters

Value
Parameters ZigBee Proposed
scheme
Deployment area 81.2x81.2 m’

Number of devices (|K| )

100, 500, 1000

Maximum network depth

3

Beacon order (BI) 8(3932.16 ms)
Coordinator 4 (245.76 ms)
S“per('?Da;ne order |1y sth-1 router 2 (61.44 ms) 1 (30.72 ms)
Depth 2 router 1 (30.72 ms)
Number of operating channels (V,,) 1 4
Transmit power -10 dBm

Maximum data rate

250 kbps (IEEE 802.15.4 PHY)

Data packet size

19 + 20 bytes (header + payload)

Offered traffic load (payload only)

0.5 ~ 15 kbps

Traffic type

Uplink/downlink

ZigBee Config. 1 (Cm,Rm,Lm)

64, 14, 3 (18% of addressing space)

ZigBee Config. 2 (Cm,Rm,Lm )

64, 31, 3 (97% of addressing space)

M-DAAM, Proposed scheme
(Cm,,Cm,,Rm,,Rm,,L,,Lm)

64,64, 14,7, 1, 3 (5% of addressing
space)

avoids the branches to come back by placing routers who seem to be in propagating

positions.

Although ZigBee and M-DAAM achieved 100% connectivity in |K|=100

scenario, the aforementioned benefits of the proposed scheme can be clearly seen

in large-scale networks. Fig. 3-6 depicts snapshots of self-configuration when



|K|:1000. As the network become denser, ZigBee and M-DAAM suffer from
connectivity problem, especially in the edge region of the deployment area. It can
be seen that ZigBee tree goes back and forth of the network, not in one direction,
limiting the scalability. One may expect that ZigBee config.2 has more opportunity
of expanding the tree, since it has much larger Rm than ZigBee config.1. But it
can be seen that they suffer from almost the same problem, since the number of
routers saturates at 64 and does not increase. This is because in this scenario only
64 (2°97°°) super-frame is schedulable, witnessing the cross-layer scalability
problem. Although M-DAAM shows better performance than ZigBee, it
occasionally forms a wriggling tree. It is mainly due to that the number of potential
parents may not so different between exterior children and interior children in a
dense environment. The proposed scheme, however, by locating depth-1 router
farther and by utilizing the revert tree flag, guarantees 100% connectivity even in a

densely deployed environment.

To evaluate the scalability, we evaluated the above schemes in terms of self-
configuration success rate' as the number of devices increases in the same area.
We also measured the traversing time to evaluate the structural lower bound of the

end-to-end data transmission latency.

! The self-configuration is defined to be successful only if all the devices have
successfully joined the network.
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Fig. 3-7 depicts the success probability of self-configuration according to the
number of nodes. It can be seen that ZigBee may be successful for the connection
when the number of nodes is less than 100, but it fails as the density of nodes
increases. It is mainly due to the fact that the tree may not properly be expanded.

The proposed scheme guarantees full connectivity regardless of the node density.

Fig. 3-8 depicts the average and the maximum traversing time according to the
number of nodes. Since ZigBee does not consider the arrangement of super-frames,
the traversing time may increase near 27, , which is the upper-bound of traversing
time when Lm=3. ZigBee data transmission may suffer larger latency due to the
use of super-frame structure. The proposed scheme with TASS can guarantee the
traversing time being less than 17, . Table 3-2 summarizes the average and the
maximum traversing time of ZigBee, the proposed scheme and the optimal solution
found using a brute-force algorithm?. It can be seen that the performance of the
proposed scheme approaches the optimal performance as the network size
increases. This is mainly because more routers are created as the network size

increases, making it possible to allocate super-frames in a compact manner,

reducing the gaps among the super-frames.

2 The bure-force algorithm searches all possible super-frame schedules for given
network configurations, finding a super-frame schedule with the minimum end-to-end
traversing time.
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(c) M-DAAM [7] (d) Proposed scheme

Fig. 3-5. Snapshots of self-configuration

(|K| =100, red star: coordinator, yellow square: router, dot: end device)
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y[m]

y[m]

(¢) M-DAAM [7]

(d) Proposed scheme

Fig. 3-6. Snapshots of self-configuration
(|K|=1000 | red star: coordinator, yellow square: router, dot: end device, blue

triangle: orphan device)
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Table 3-2. End-to-end traversing time (unit: sec, denoted as ‘average/maximum’)

Technology K| =100 K| =500 K| =1000
ZigBee 4.2/7.4 3.8/7.3 3.5/6.5
Proposed scheme 1.3/2.0 1.4/2.0 1.4/2.0
Optimal solution 1.1/1.5 1.2/1.7 1.3/1.9

B. Data transmission performacne

Fig. 3-9, Fig. 3-10 and Fig. 3-11 respectively depict the throughput, the average
end-to-end latency and the energy efficiency due to offered uplink data traffic. It
can be seen that the proposed scheme may adjust the length of the super-frames
according to offered traffic load, significantly improving the throughput
performance than legacy ZigBee. It can also be seen that the average end-to-end
latency of the proposed scheme is bounded by 2 BI, taking benefit of the bounded
end-to-end traversing time, as already summarized in Table 3-2. Furthermore, the
proposed scheme may also significantly improve the energy efficiency in terms of
J/bit, i.e., energy consumed to transmit data, by adjusting the length of super-

frames according to the offerered traffic load.

The proposed scheme may further be improved by applying a proper interference
management scheme. Fig. 3-12 depicts the snapshot of throughput of the proposed
scheme adopting the interference management scheme introduced in [40] and that
of ZigBee. We considered 1 WLAN AP and 4 non-overlapping WLAN AP in Fig.

3-12 (a) and Fig. 3-12 (b), respectively. We turned the WLAN AP(s) on at 50 sec
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and turned the WLAN AP(s) off at 150 sec. We offered 4 kbps of the data traffic. In

can be seen that ZigBee may not handle the data traffic but only provides 1 kbps of

throughput. The throughput performance of legacy ZigBee is further degraded

when WLAN AP(s) are turned on. On the other hand, the proposed scheme,

calculating the super-frame duration using 7 in consideration of WLAN load (i.e.,

CORI), may yield reliable data transmission even in presence of severe CCI.

15

—H— ZigBee
—&— Proposed

10f------———-

Throughput [kbps]

Offered load [kbps]

Fig. 3-9. Throughput according to the offered load (uplink)
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C. Hardware implementation

We implemented the legacy ZigBee and the proposed scheme using HB2200
SoC of AyBee Inc. We further implemented the proposed scheme alongside with
the interference management scheme introduced in [40], denoted as hyBee. Table
3-3 summarizes the memory footprint of the hardware implementation. It can be
seen that the proposed scheme may be implemented using minimal additional

RAM.

Fig. 3-13 and Fig. 3-14 respectively depict the end-to-end reliability and latency.
Here, the duty-cycle of ZigBee (a) is the same as depth-1 routers of the proposed
scheme. The duty-cycle of ZigBee (b) is 1/16, which is the maximum duty-cycle
allowed under multi-channel usage. It can be seen that the proposed scheme
significantly increases the data transmission performance of legacy ZigBee. It can
be further seen that the implementation of the proposed scheme and a proper
interference management scheme may yield the data transmission performance

suitable for commercial IoT service environments.

Table 3-3. Memory footprint of hardware implementation

) Proposed scheme
ZigBee Proposed scheme
and [40]
Coordinator: Coordinator: Coordinator:
ROM | 26,638 bytes +3,012 bytes (11%) | +4,352 bytes (16%)
(program) Terminal device: Terminal device: Terminal device:
27,070 bytes +2,928 bytes (11%) +3,616 bytes (13%)
Coordinator: Coordinator: Coordinator:
RAM | 1,334 bytes +60 bytes (4.4%) +108 bytes (8.1%)
(data) Terminal device: Terminal device: Terminal device:
1,450 bytes +32 bytes (2.2%) +74 bytes (5.10%)
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Chapter 4

Network connectivity in presence
of co-channel interference

As illustrated in Fig. 4-1, BLE operates in the 2.4 GHz Industrial, Scientific
and Medical (ISM) band shared with other wireless communication technologies
such as Classic Bluetooth, ZigBee, Z-Wave and Wireless LAN (WLAN) [6].
Employing frequency hopping spread spectrum (FHSS), BLE may be robust to the
presence of multi-path fading and narrow-band interference signal [63]. However,
FHSS is quite susceptible to the presence of wide-band interference signal like

WLAN [64].

A communication system using FHSS may employ an adaptive frequency
hopping (AFH) scheme to avoid CCI [65]. Defining a set of channels selected for
frequency-hopping as a channel map, AFH detects ‘bad’ channels more affected by
interference signal than others and excludes them from the channel map, referred to
blacklisting. It also performs whitelisting operation that restores presumably ‘good’

channels among the blacklisted ones to the channel map.
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Fig. 4-1. Channel usage of BLE and WLAN in 2.4 GHz ISM band

Both BLE and Classic Bluetooth may employ AFH but do not precisely
suggest how to employ it. Classic Bluetooth effectively employ an AFH technique
[28-34], BLE not. For example, neither Zephyr and Mynewt, popular open-source
real-time operating systems (RTOSs) employing BLE, do not utilize any AFH
technique nor does Raspberry Pi 3 [35, 66]. It may be desirable for the employment

of AFH to carefully consider the following issues.

Interference detection: Upon blacklisting, it may need for AFH to fast detect
whether an undesirable level of CCI exists in a channel of the channel map. Since
the CORI fast changes in time [44], delay in interference detection may cause

‘good’ channels to be blacklisted.

Whitelisting: A ‘bad’ channel may not be bad forever. Whitelisting is a testing
process whether the condition of channels excluded from the channel map is in a
good condition (i.e., the CORI has been decreased). If the whitelisting is performed
in a late manner, it may not be easy to update the channel map due to increased

packet error ratio (PER) of channels in the channel map. On the other hand, hasty
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whitelisting may not well utilize the benefit of blacklisting. This issue will further

be discussed in Section 4.3.

Channel map update: Unless a pair of devices use the same channel map, they
may not encounter each other, yielding a link disruption. When the CORI
dynamically changes, it may be required to frequently update the channel map. A
pair of devices need to exchange commands to update the channel map following
the standardization [6], which may cause latency problem due to increase of

signaling overhead.

Energy consumption: When BLE is applied to battery-based operation
environments, it is of great concern to reduce the energy consumption for other
than communications. It may not be desirable to estimate the CORI using energy

detection for low power operation [67].

Memory footprint. Advances in semiconductor technologies allows the use of
system-on-chips (SoCs) with large memory while lowering the power consumption.
It may be possible to use a cheap SoC with hundreds of Kilobytes of random-
access memory (RAM) [68, 69]. Nevertheless, however, it may not be practical to

estimate the statistics of all channels in low-cost implementation environments.

In this section, we investigate the performance of BLE in presence of CCI. We
then design a channel-group-wise, detection-and-whitelisting AFH (GDW-AFH)
scheme. The GDW-AFH operates using a group of adjacent channels and collects
channel quality statistics on the group in the normal operation, reducing the time to

detect the presence of severe CCI. Upon detection of severe CCI, in contrast to
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existing AFH schemes that performs blacklisting channels, it utilizes multiple
channel groups to find a channel group least affected by CCI. The GDW-AFH
further introduces a rendezvous algorithm to maintain connection even in the
presence of transmission failure of AFH command frames. The channel-group
basis operation of the GDW-AFH does not need extra energy consumption and

occupies minimal memory for the implementation.

4.1. Bluetooth low-energy (BLE)

BLE uses one of 40 channels in the 2.4 GHz ISM band (2402 + 2k MHz,
k=0, ..., 39). The channels of k=0, 12, and 39 are used as advertising channels and
the rest of channels are used as data channels. The slave device sends a
subscription request message, referred to ADV_IND, through the advertising
channels and receives a subscription permission message, referred to
CONNECT IND, from a master device, establishing ‘connection’. Then the slave
device periodically communicates with the master device at a period of connection

interval (CI) through a data channel, referred to connection event.

As illustrated in Fig. 4-2, the connection event begins with packet transmission
by the master device. Receiving a packet, the slave device transmits a packet after
an inter-frame spacing (IFS) of 150 s . The master or the slave device transmits
an empty packet for no data to be transmitted. We refer this process to round-trip.

The next round-trip begins when at least one packet of the previous round-trip sets
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the more data (MD) flag in the packet header. The connection event may be
terminated in the presence of following cases; no data to be transmitted, cyclic
redundancy check (CRC) errors in two consecutive round-trips, transmission errors
in the access address field and no preamble detection. The connection event may be
treated as a failure in the case of no preamble reception or transmission errors in
the access address field. Consecutive connection event failure during
supervisionTimeout leads to a link disruption where the master and the slave stop

making communications.

Packet transmission error(s) in the previous round trip may be recovered by
means of stop-and-wait flow control using sequence number (SN) and next
expected sequence number (NESN) flags in the packet header. The SN is toggled
when a new packet is transmitted and the NESN is toggled after successful packet
reception. A device re-transmits the last transmitted packet if it receives a packet

with the NESN equal to that of the previously received packet.

The initial channel map is contained in the CONNECT IND transmitted by the
master device. The master device may change the channel map using
LL CHANNEL MAP IND command frame that contains the new channel map
and the time when the new channel map will be used, referred to a channel map

update instance.
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Fig. 4-2. An example of connection events

4.2. Performance of BLE in the presence of CCI

In this section, we analyze the average of data transmission delay of BLE. The
number of packets remaining in the buffer in each connection cycle can be
calculated using a Markov chain according to the result of data
transmission/reception between the master and the slave device in consideration of

packet error rate and data traffic generation in the presence of CCI.

We consider unidirectional data communications, which transfers data from the
master device to a slave device. We assume that there is no link disruption due to
consecutive connection event failure. We also assume the CORI of all BLE

channels are the same.

When a new data packet is generated, it will be transmitted after the
transmission of data packets stored in the data buffer. When a data packet occurs, it

may wait for 7,,/2 on the average until the next connection event starts, where
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T, is the connection interval. We can represent the average transmission delay

from the generation of data packet to the delivery to destination L as

- 1 B _
L=§TC[+anopn (5.1
n=l1

where B is the maximum number of data packets that can be stored in the buffer,
p, 1s the probability that » data packets are stored in the connection event
immediately after the generation of a new data packet and I, the time taken for

transmission of a data packet from the beginning of a connection event.

In the case of two CRC errors or a access address error, the connection event is
terminated and data transmission must be retried after 7,,. I, can be represented

as

I, = z[{l—(ngr)}"{r(ﬂa + Ty )+ QL (nT,, +2TRT)}} (5.2)

where Ty, is the round-trip time. When IFS is denoted by 7., T, can be

represented as

Ter :(LData +LAck)/R+2TIFS' (5.3)

Let " be the probability that one round trip will succeed (i.e., the probability to
successfully transmit both data packets and ACK), and Q be the probability that
only a CRC error occurs without an access address error in a round trip. ' and

Q) can be represented as, respectively,

r = rDalarAck (5 4)
Q= FDataQAck + QDataFAck + QDataQAck : (55)
55
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We may assume that A, (7) of Section 2.3 is a constant (i.e., 4, (r)=4) and

the bit error rate in the absence of CCI is p,. Then the probability I' and

Data

I, that the data packet and the ACK are successfully transmitted, respectively,

can be represented as, respectively,

T e = (1= ) (1= p, ) & oual® (5.6)
Ty =(1-p)(1-p,) " & /% (5.7)

The probability Q,,, and Q,, that respectively only the CRC error will occur

Data

without error in the access address of the data packet and the ACK can be

represented as, respectively,
Ly _
QDam =(1—p)(1—pb) ‘A4 e ALy, /R

) {1 _ (1 ~p, )LDaza Ly + (1 b, )LData —Lya (1 _ e*A(LDm ~Lyy)/R ]}

QAck _ (1 —p)(l -p, )LAA efiLAA/R

.{1 - (1 -p, )LAck‘LAA + (1 ~p, )LAck_LAck (1 B e—ﬂ(LAck —LAA)/RJ} .

(5.8)

(5.9)

Here L

Data >

L L,, and R denote the data packet length, ACK length,

Ack
access address length, and data transmission rate, respectively.

Let S, be the state that n data packets exist in the buffer at the beginning of
each connection event. The probability of changing the state to S, in the next
connection event depends only on §,, which can be represented as a Markov

chain. The state transition probability can be represented as
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Ninax

> P(i|n)Q(m—n—i), m<B

P(S,18,)= ﬁi ; (5.10)
Z(;sz)k_z O(k), m=B

where N, (:{T /T, RTJ) denotes the maximum number of packets that can be

transmitted in a connection event, P(z’ |n) is the probability of successful

transmission of i of n data packets in a connection event and Q(x) denotes

the probability of occurrence of n data packets during 7,,. Assuming that data

packets are generated as a Poisson process with a mean of » packets/sec, we can
represent O(x) as

X T | <
0(x)={(Ter) € @ fx, 0sx (5.11)
0, olw
Letting p(i |k) be the probability that i round trips are successful after £

round trips, it can be represented as

P(iln)=3 p(ilk) (5.12)

k=i

Let (D(i,k) be the number of cases that i round trips are successful after &
round trips (i.e., the number of cases where two consecutive CRC errors occur only
at the end, or two consecutive CRC errors do not occur). Letting P, (k) be the
probability that the connection events ends after k& round trips, p(z’ |k) can be

represented as

p(ilk)=T'Q""®(i,k)P, (k). (5.13)

It can be shown that [70]
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CI)(i,k):(litliJ+{2{k_i_zj+(k—3)[k :12}131 (5.14)

20, +Q2  +Q% . 0<k< Ny, —2
P, (k)=12Q,,, k=N, -1 (5.15)
1, k=N,

where F is the probability that two failed round trips do not terminate the

connection event and can be represented as

pP= 2QDataQAck (1 - QData )(1 - QAck)

1 2 . (516)
(Q +QAck)

Data
From (5.11)-(5.16), we can calculate the steady state probability that » data
packets is in the buffer when the connection event is initiated. From (5.1) and

(5.2), we can also calculate the average of data transmission delay.

We perform computer simulation in the operation environment summarized in
Table 4-1 to measure the average transmission delay according to the data
generation rate and the interference load. We generate data by the Poisson process
of (5.11). Each experiment runs for 10,000 connection events and the simulation
data is collected after 2,000th connection event. Each experiment is repeated 100

times.

Fig. 4-3 depicts the average of transmission delay according to the data
generation rate, where the symbol indicates the simulation results and the solid line
indicates the analysis result. It can be seen that the simulation result agrees well
with the analysis. In the presence of no interference signal, the average data

transmission delay is about 50 msec, which is the waiting time until the next
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connection event starts after the data packet occurs, whereas the connection event

termination occurs due to a packet error as the interference load increases. As a

result, there is increase of the transmission delay at least by about 40%. It can also

be seen that the transmission delay increases as the packets accumulated in the

buffer increases when the data generation period is short. This effect increases as

the interference load increases.

Table 4-1. Simulation parameters for data transmission delay analysis

Parameters Value
Lpwar Lyor» Lug 37, 10, 4 bytes
T, 100 msec
T 10 msec
B 10 pkts
R 1 Mbps
Py 10°°
T, 1 msec
P 0- 03
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4.3. Previous works

A number of AFH schemes have been proposed for Classic Bluetooth. Packet
loss rate (PLR)?, defined by 1 - (number of successfully received packets) /
(number of transmitted packets), has widely been applied to the measure of channel
quality for AFH schemes because no additional power consumption or signaling
overhead is required. However, we may need a very large number of samples to
accurately estimate the PLR [30]. Assuming that packet losses occur independently
of each other, the number of samples, K, to guarantee that the absolute estimation
error of PLR does not exceed &"* with a confidence level of v can be

abs

represented as [67]

KZZ[LI(V)]Z‘P(I—‘P) (5.17)

max
gabs

where erf(-) denotes the error function and ¥ denotes the PLR. For example,
more than 57 samples are needed when ¥ =0.3 with &’ =0.1 and moderately

relaxed confidence level of v=0.9.

3 Since a master-slave pair of BLE devices transmits packets every connection interval,
it can be judged as a preamble error if the preamble is not received in the connection event
(on the other hand, preamble error is difficult to measure when a random-access technology
such as CSMA is used). Unlike the packet error rate (PER), PLR can measure the channel
quality even if the preamble is not received.
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For fast detection of CCI, previous works designed AFH schemes blacklisting
channel groups with the use of estimated PLR of each channel group [28-31].
However, they do not consider whitelisting [29, 30] or simply reset the channel
map (include all channel groups in the channel map) in a fixed time interval [28,
31], making it impossible to frequently probe blacklisted channels. For continuous
monitoring of all channels, some works designed AFH schemes that lower the
frequency of visit of a ‘bad’ channel, rather than complete blacklisting [32-34].
However, they may slowly estimate the PLR and require a non-standard channel

selection algorithm (CSA).

Table I summarizes previous works for the design of AFH for BLE. A previous
work blacklists the channel when the estimated PLR is below a threshold, where
the PLR is estimated by means of moving average [36]. When the size of channel
map becomes below a threshold, it may reset the entire channel map. [37] designed
a simple method for the estimation of PLR in a certain time interval and
whitelisting a channel after a time interval after the channel is blacklisted and
further optimized those time intervals. In [38], a short-term PLR is used for
blacklisting and a long-term PLR is used for calculating a timeout for whitelisting.
CI of BLE (7.5 ms ~ 4 sec) is more than ten times longer than that of Classic
Bluetooth (625 us). However, in contrast to fast estimation schemes (e.g., [28-
31]), these algorithms do not consider the reduction of PLR estimation time.
Another AFH scheme for BLE that adjust the frequency of visit of each channel

has been proposed in [35]. In addition to sharing the same shortcomings of [32-34],
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Table 4-2. AFH schemes for BLE

Blacklisting Whitelisting criteria Channel CSA
criteria map update
Spork’20 [36] PLR When channel map Standard Standard
(moving average) size is below a
threshold

Mast’21 [37] PLR during a fixed | Timeout (a fixed time Standard Standard

time interval interval)

Poirot’21 [38] Short-term PLR Timeout calculated Standard Standard

using long-term PLR

Pang’21 [35] Single connection Single connection Standard | Proprietary

failure success

it also requires significant signaling overhead because it updates the channel map

even after a single connection failure.

We analyzed the AFH of Broadcom BCM43012 BLE-WLAN combo chipset
implemented on a smart phone. As shown in Fig. 4-4, BCM43012 uses all 37 data
channels at the first time, and when the smart phone is connected to a WLAN AP,
BLE channels inside the frequency band of the WLAN AP is blacklisted. It can be
seen that the channel map update is performed every 4 seconds, regardless of the
number of channels being used. The adaptation time to the change in the
interference environment was slower than that, and after 20 seconds or more since

the WLAN was turned on, the channel map update was performed as the channel
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overlapping the WLAN band was blacklisted. When a channel is blacklisted due to
the presence of WLAN interference, it can be whitelisted after a certain time
interval of between 100 and 400 seconds. The number of channels in use in Fig. 4-
4 (a) and (b) do not exceed 6. This shows that the minimum number of channels
threshold that is higher than the BLE standard (at least 2 channels). When the
channel is blacklisted and the available channels were less than the threshold (i.e.,
6), The channel is whitelisted by selecting some of the channels from the

blacklisted channel (420 to 450 seconds in Fig. 4-4 (a), 70 to 120 seconds in Fig. 4-
4 (b)).

The AFH algorithm of BCM43012 generalized through the above-described
measurement is summarized in Fig. 4-5 and Fig. 4-6, where N, denotes the
number of consecutive connection event failures and 7, is the maximum number
of connection event failures. The BLE determines that the connection is broken if

the connection event is not successfully executed during supervisionTimeout. For

the connection interval of T, 7y, can be represented as

supervisionTimeout
SH = T

CI

(5.18)
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Letting ¢, be the initial connection establishment time, the conventional BLE
updates the blacklist B among the entire channel map H by driving the

blacklisting and whitelisting algorithm of Fig. 4-6 for each channel classification

period 7., . If the number of available channels |H—B , 1s less than the
minimum number of channels N[}" , any blacklisted channels are deleted from the
blacklist. The update of channel map is notified by sending LL. CHANNEL

MAP_IND.

It may be assumed that the channel is classified using the recommendations of
the BLE standard (packet loss ratio (PLR), received signal strength (RSS), etc.). If
the PLR of a channel measured for a certain time is greater than or equal to a
threshold ( 0,,; ), the channel is blacklisted, and the blacklisted channel is

whitelisted after a certain time (N, T, ).

Using the AFH algorithm of Fig. 4-5 and Fig. 4-6, the connectivity and the
effective CORI (CORI averaged over channels in use) are examined by computer
simulation, where the simulation parameters are summarized in Table 4-3. Note

that N, is configured so that the effective CORI may be minimized.

Fig. 4-7 depicts snapshots of the operation of conventional BLE AFH algorithm,
where the graph on the left displays the channel map in use as yellow color, the
graph in the middle displays the number of channels in use, and the graph on the
right displays the effective CORI. The average CORI of six channels with the

lowest CORI among 37 data channels is further displayed in orange color.
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Table 4-3. Simulation parameters for the conventional AFH algorithm

Parameter Value
Average CORI 0.3
WLAN AP WLAN Ch. 1, 5,9, 13
Topology One-to-one
Connection interval (7, ) 50 ms
Channel classification period ( 7., ) 4 sec
PLR threshold (5,,; ) 0.15
Whitelisting interval ( N, ) 8(in T.,)
Minimum number of channels ( N3 ) 6
Connection failure threshold ( z, ) 6

In Fig. 4-7 (a), it can be seen that the connection is disconnected when the
number of used channel decreases, as it may be hard to make a channel map update
when CORI of the small number of the used channels increases. In Fig. 4-7 (b), the
existing BLE AFH algorithm recognizes the change in the interference
environment and attempts to update the channel map. If the number of available
channels is less than a threshold after the blacklisting/whitelisting, some of
blacklisted channels are whitelisted again. In this way, it may not be easy to find a
channel with less CORI, and it can be seen that the connection is lost after several

channel map updates.

In either case, the connection is lost even though there exist channels with low
CORI, as the average CORI of six channels with the lowest CORI (depicted in

orange lines) shows. To make an AFH scheme applicable to BLE, it may be
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desirable to swiftly make decision of a channel map update (i.e., detect severe CCI)
before the CORI of the used channels becomes too high. It may also be desirable to
conduct more frequent investigations across the entire frequency bands to identify

channels less affected by CCI.
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Fig. 4-7. Broadcom BCM43012 operation snapshot (simulation)

(left: channel map, middle: the number of utilized channels, right: effective CORI)
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4.4. Proposed adaptive frequency hopping scheme

It may take a long time to accurately estimate the channel quality statistics for
BLE, making it impractical in presence of rapidly time-varying CCI. It may be
desirable to use an AFH scheme that can quickly gather channel quality statistics
and take appropriate actions, although it may have some degree of inaccuracy.
Moreover, the AFH technique may have the capability that can correct decision
associated with erroneous channel quality statistics, ensuring reliable operation

even in dynamic interference environments.

The proposed GDW-AFH collects statistics of a set of channels, a channel
group. It normally operates on a single channel group, making the detection of CCI
fast. We consider immediate whitelisting that makes use of multiple channel
groups after the detection of CCI. This strategy not only reduces the impact of CCI
but also may mitigate erroneous interference detection by further investigating the
previously utilized single channel group. The GDW-AFH makes devices use the
multiple channel groups after a pre-determined number of consecutive connection
event failure, maintaining connections even in the failure of transmission of

channel map update.

4.4.1. Interference detection

The GDW-AFH normally operates using a single channel group, referred to

single channel group operation (SGO) mode. Each channel group consists of
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adjacent channels whose channel quality (CORI) may be similar to each other,
assuming that the major interference source has a bandwidth significantly larger

than that of BLE.

In the SGO mode, when experienced n, failures during the last W,

,
connection events, the master device makes a whitelisting by means of transition to
multiple channel group operation (MGO) mode. It update the channel map, where

multiple channel groups will be used N connection events after the

update,S2M
current connection event. Grouping channels eliminates the need to collect

statistics of individual channels. Instead, the channel status can be monitored with

the use of less momory.

Fig. 4-8 depicts the CDF of the number of connection events taken for the
interference detection, where the solid and the dotted line respectively denote the
CDF when CORI is 0.3 and 0.1, representing the presence of severe and moderate

levels of CCI, respectively. By decreasing », and increasing W, it can be

/
inferred that the transition to the MGO mode occurs more rapidly in the presence
of severe CCI. However, this may also lead to frequent transitions to the MGO
mode when the CORI is low, which may not be desirable. This is because
remaining in the SGO mode could offer better performance when the CORI in
other channel groups is higher. It may be not easy to accurately estimate the
interference level before transition to the MGO mode since the measurement of

interference level of other channel groups is not feasible. It may be desirable to

handle incorrect transition due to estimation inaccuracy of interference level.
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4.4.2. Whitelisting & blacklisting

The GDW-AFH makes transition to the MGO mode, which is basically
whitelisting, after the detection of severe CCI. It may be desirable to select channel

groups that are sufficiently spaced apart considering the signal bandwidth of CCI.

Let K, be the number of channel groups utilized in the MGO mode. The
master device collects channel statistics, including the failure rate of connection
events for an interval of K, W, ., connection events. Letting e, be the failure
rate of connection events of channel group g, the channel group with the lowest

e, 1s selected for the next transition to the SGO mode and other channel groups
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are blacklisted. The master device updates the channel map that will be used for an

interval of N

waaenr2s  CONNECtion events. It may require for K, W, , bits of

memory to get the channel statistics.

4.4.3. Channel map update

BLE utilizes the LL CHANNEL MAP IND command frame for the update
of channel maps. However, multiple connection events may be required to transmit
this command frame in high CORI environments, yielding data transmission delay.
This delay becomes significant in rapidly changing CORI environments, leading to

degradation of transmission performance.

The GDW-AFH can work with the use of BLE standard command frames, but
it may further enhance the transmission performance by avoiding transmitting
command frames. It can piggyback the channel group and channel map information
on data packets. Thus, it can improve the transmission performance without the
need of additional command framing overhead. Assume that the total number of
channel groups within 12 and the timing for the channel map update is within 15
connection events. Then, the channel group index and the update timing can be
represented in a form of 4 bits, respectively, as shown in Table 4-4. It may reduce
the transmission delay associated with the update of channel map at a small
expense of throughput. When applied to WSN environments with small data, this

trade-off is quite acceptable.
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Table 4-4. An example of piggybacked information for a channel map update

Operation Channel group index Channel map update instance
SGO mode 0x0D Don’t care
MGO mode 0xO0E Don’t care
Transition from 0xOF Lower 4-bit of the connection
SGO to MGO mode event count when the updated
Transition from The index of the selected | channel map will be used
MGO to SGO mode | channel group

To avoid disconnection due to missing channel map update in the SGO mode,
the master or the slave device can make immediate transition to the MGO mode
after Wy + Nypuuesan  COnsecutive  connection failures. This may ensure
continuous operation and avoid disruption by disconnection, improving the

reliability of communication link.

4.4.3. Optimal design of the proposed scheme

In this section, we consider the implementation of the proposed scheme in
terms of the CORI. Letting p(h(t),t) be the CORI of channel #(r) at time ¢,
we can make decision for the transition of operation mode to minimize
lggl.[o p(h(r).7)dr . It may not be practical to accurately estimate the CORI. To this
end, we may utilize a partially observable Markov decision process (POMDP) for
the decision of transition. However, since the dimension of the state of POMDP
exponentially increases as the number of channels increase, it may be extremely

hard to enumerate.
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We can assume that, if a device decides to switch to the MGO mode, it dwells
in a SGO mode for Ty, in a MGO mode for 7,, and in a new SGO mode for
another 7,. We can also assume that the SGO is affected by independent WLAN
APs. By using the WLAN model of Chapter 2, we may to switch to the MGO

mode if

1+Ts

Nys =1 2T+ Ty,
‘mc(r)dr+.|‘:+TS+Tw ! m,.(r)dz'+jr e m,(t)dr (5.19)

+Ts NMCS pary 1+T+Ty,

J‘HZTXJFTM
t

m, (r)dz' > J'

where ¢ and ¢’ respectively denote currently used and newly selected single
channel group (SG)and m,(¢) denotes the number of WLAN clients affecting the

SG ¢ attime ¢.

The device must rely only on m,(7) to decide the change of operation mode.

Using the WLAN model of Chapter 2, it can be shown that

L(m',m,t)="Pr[m’ clients at ¢ =7 +1, | m' clients at t = 1,]

min(m,m") N.— '+ e (520)
= Y (mj(l—m)kwl”k( C m)(l"/’A)N‘ i

'
k=max(0,m+m'=N) k m _k

Here the probability of an active client at time ¢, to be idle after 7, y, and the
probability of an idle client at time ¢, to be active after 7z, w, can respectively

be represented as

v, :(l—ﬂ)(l—e’““‘)’) and (5.21)
v, = ﬂ(l —e*““*)f) (5.22)

where B =A/(u+2). Without loss of generality, let ¢=0. Taking the expectation

of both side of (5.19), we may optimally switch to the MGO mode if
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M (T +T,,,T;,m (0))> ! E{NfIM(TM,o,m,.(TS))}+E{M(TS,TM,mC,(TS))} (5.23)

MCS i=0

where

Ne
M(T,to,mo)éJ.:O+TZmL(m,m0,r)df. (5.24)

m=0

The first term of the right-hand side of (5.23) takes the expectation over
m (Ty) (i=0,++,Nyes—1) since Pr[m, (Ty)=m]=L(m,m,(0),T;). For other SGs,
the device does not have prior knowledge on the number of WLAN clients. It can
be seen that w, and w, converge to S and (1-p) as the time increases,

respectively. When the decisions epochs are sufficiently separated in time, it can be

shown that
L(m,ml.(O),Ts), i=c
= _ =m|= ) 5.25
pu (m) =P, (1) =] g, e O
m

The second term of the right-hand side of (5.23) takes the expectation over
m,(Ty). The proposed scheme makes m, (7;)= min m,(7;) and the distribution
of m,(T;) canbe calculated by (5.25).

The device may not acquire perfect information on the number of the WLAN

clients due to detection error. When the CORI is p in a certain channel, the

distribution of the measured CORI p can be represented as [65]

w _
Pr{ﬁ:%}:(djpd(l—p)njd ford =0,1,---,W . (5.26)
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Let d,=0<d <---<d, <d, ,=W be thresholds. Assume that the device

Ne+l
detect m WLAN clients when d,<d<d,, . The distribution of measured
WLAN clients can be represented as

pM\M (rh | m)
, (5.27)

1]
M
ity
SRS
N—
i
jS 9
T
>
A
:

where m=0,1,---,N., and m=0,l,---,N.. Using the Bayes’ theorem, it can be

shown that
g, ()= i 2112 () (5.28)
Zm:() M|M (m | m le (m)
and
p/l;fl (nAi) = Pr[m" (TS): 'ﬁ] = Z:iopnﬁfw (rh | m)pM, (m) : (529)

The cost of staying in the SGO mode (i.e., the left-hand side of (5.23)) can be

re-arranged as

Ne

Cyes = 2 M (Ty +T,,, Tg,m) p,, , (m |, (0)). (5.30)

n=0
Calculating the cost of switching to the MGO mode, it is worth notifying that the
first term of the right-hand side of (5.23) is independent of the detection error. The
distribution of m,(7;) is required to calculate the second term of (5.23). There
may be chances to choose an SG with high CORI due to the detection error in the

MGO mode. Using the Bayes’ theorem, it can be shown that, for i=0,---, N, -1,
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Pr[m =m | Selecting ¢’ in MCS} =
Pr|:m y<m, (Ty) | m, (T, m]pM (5.31)

z [ ( )S ( ) s :k:lpMﬂ

where

Pr[ i, (Ty) <, (Ty) fori=0,+,Nyes =1 m, (T.)=m]=
R Nycs =1 W R . (532)
S i G1m) T 5 ()

i=0 =
From (5.31), the cost of switching to the MGO mode can be represented as

CMCS:ﬁ(i_O,,,N {Z M (T,,,0,m, ( ))}+m(%s){M(T T.m, (Ty))} - (5.33)

Css and C,.s dueto m, (0) may be calculated before the deployment of BLE
network. The threshold for the transition to the MGO mode can be determined by

the smallest value of m_(0), where C, islessthan Cy.
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4.5. Performance evaluation

As summarized in Table 4-5, we perform performance experiments with a pair
of parents-child devices using the CCI model of Chapter 2 where the average
CORI is 0.3 in all bands. After randomly generating and storing 1000 interference
occurrence scenarios for 500 seconds, performance experiments were performed
using each interference scenario. Table 4-6 summarizes AFH parameters for the
performance evaluations. Legacy BLE used the Broadcom algorithm of Chapter
4.3. We consider the use of whitelisting of 8 and 2 cycles for legacy BLE the

proposed scheme, respectively.

Table 4-5. Simulation parameters for performance evaluations

Parameter Value
Average CORI 0.3
WLAN AP WLAN Ch. 1, 5,9, 13
Topology Star
Connection interval (7, ) 250 msec
Simulation time per iteration 500 sec (2,000 connection events)
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Table 4-6. AFH parameters

Parameter Legacy BLE Proposed scheme
Channel classification period (7., ) 4 sec -
PLR measurement window (77 ) - 8
PLR threshold (5,,,) 0.15 0.15
Whitelisting interval ( N, ) 8 T -
Minimum number of channels ( N3" ) 6 2
supervisionTimeout 1.5 sec (6T,) -
Channel map update time (N, ) - 7
Self-healing threshold (75,70 ) - (6,20)
Number of channels in an SG(K ) - 4
Number of SGs in the MGO mode - 4
(Ky)
Spacing between SGs in the MGO - 8 MHz
mode

4.5.1. Connectivity and effective CORI

Fig. 4-9 depicts the empirical cumulative distribution function (CDF) for the
number of connection events that represents the connection maintenance time, i.e.,

the time taken from the connection establishment to the connection loss. Fig. 4-10
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depicts the average of effective CORI as an empirical distribution function. Here
'Legacy-Legacy' represents the case when a pair of legacy BLE devices is
connected, 'Legacy-Proposed' represents the case when a legacy BLE child device
is connected to a parent device with the proposed scheme, and 'Proposed-Proposed'

represents the case when a pair of devices with the proposed scheme.

When a pair of legacy BLE devices are connected, the connection is lost for
about 2,000 connection events on the average, which means that the connection is
lost once every 8 minutes. As seen in 4.3, legacy BLE has a low channel
classification speed and does not actively perform whitelisting when the number of
available channels is small. When a legacy BLE device is connected to a parent
device with the proposed scheme, it can be seen the improvement of connectivity
compared to a pair of legacy BLE devices. It can be seen that the connection is
well kept for a duration of about 50,000 connection events (i.e., 200 minutes). This
is mainly because the parent device normally operates in SGO mode comprising a
small number of channels and it can quickly find an empty band using the MGO
mode. It was observed that the connection loss is very rarely occurred (i.e., once in
3,200 experiments) with use the proposed algorithm. This is mainly due to that the
proposed algorithm can make child devices to be synchronized with the parent
device even in the transmission failure of channel map information. It can be seen
from Fig. 4-10 that the proposed scheme has a low effective CORI by quickly

avoiding the interference signal.
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4.5.2. Design of channel sets

Fig. 4-11 depicts the average of effective CORI according to the channel set
configuration, when the interval between channel groups utilized in the MGO
mode is 8~24 MHz and the number of channels in a channel group, K, is 3~6.
Here, black indicates K = 3, and red, green and blue indicate K =4, K =35,
and K = 6, respectively. The square indicates the case when the number of

is 2, the inverted triangle, and the

m

channel groups utilized in the MGO mode, N

triangles N, =3 and N, =4, respectively. It can be seen that the larger N, , the

lower the effective CORI factor regardless of K. This is mainly because the
probability of finding an empty band increases due to N,. When K = 4, the

effective CORI is the lowest.
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4.5.3. Hardware implementation

We implemented the proposed scheme on nRF52840 SoC [68], using mynewt
RTOS [66]. Table 4-7 summarizes the memory footprint implementing the
proposed scheme. It can be seen that the proposed scheme may be implemented
using only 0.4 KB of RAM, which corresponds to 0.7% additional memory

overhead.

During 24 hours of evaluation under the average CORI of 0.3 using four non-
overlapping WLAN APs, the proposed scheme experienced link disruptions after
4000 connection events in average, yielding 99.95% of connectivity. Fig. 4-12
depicts the empirical CDF of latency. It can be seen that 99% of data is delivered in
two connection intervals, showing that the proposed scheme effectively finds

frequency band with low CORI.

Table 4-7. Memory footprint of hardware implementation

Parameter Mynewt Proposed scheme
ROM (program) 148.6 KB +8.2 KB (+5.5%)
RAM (data) 56.3 KB +0.4 KB (+0.7%)
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Chapter 5

Conclusions

In this dissertation, we have considered construction and management of
large-scale low-power WSNs. We first have considered a multi-hop cluster-tree
structured self-configuration scheme that guarantees the successful configuration of
large-scale low-power networks while providing the backward compatibility with
legacy ZigBee. We have also considered network management to mitigate inherent
problems of cluster-tree structured networks, namely inflexible network structure

and unbalanced power consumption.

We have considered the scalability problem of ZigBee with IEEE 802.15.4
beacon-enabled mode. The proposed scheme can guarantee full node connectivity
in large-scale wireless sensor networks by placing routers in appropriate positions.
The proposed scheme allows efficient data transaction since the super-frames are
allocated considering data traffic. The computer simulation showed that the

proposed scheme can support the construction of large-scale WSNs of up to a
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thousand nodes with much lower end-to-end latency and power consumption than

legacy ZigBee.

We have considered interference management for BLE networks, which can
fast detect and avoid the CCI. The proposed scheme may significantly reduce
interference recognition time by dividing the entire band into a number of channel
groups and operating by using a single channel group. Detecting the interference, it
uses a union of several channel groups to the find best channel group, while
keeping the connectivity. The computer simulation results showed that the
proposed scheme can greatly increase the connectivity by switching the channel

groups.

We summarize some interesting future researches regarding the connectivity
problem of WSNs below.

o Self-healing: Multi-hop cluster-tree structured WSNs are quite susceptible for a
link disruption of a router. This is mainly because devices reside in the sub-tree
of the router also lose connection with the network, referred to the single point
of failure problem [71]. Re-connecting those disconnected devices to the
network, so-called self-healing, may lead to extra energy consumption as well
as degradation of data transmission performance. It may be desirable to design a
‘sustainable’ self-healing scheme that may preserve the networking structure so
that multiple self-healing procedures may be effectively handled for the entire
network lifetime.

¢ Role-switching: Multi-hop cluster-tree structured WSNs may be limited in their

network lifetime when operating using batteries because routers consumes 3-10

88



times more energy than end devices in a large/multi-hop network. It is of great
concern for multi-hop cluster-tree structured WSNs to equalize of power
consumption of devices. It may be desirable to design a role-switching scheme
that switches role of routers and end-devices, while preserving the normal

operation.
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