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Abstract

In this dissertation, an octa-phase clock corrector performing octa-phase error

correction and duty-cycle correction operating at 8 GHz is proposed and examined

with two prototype chips. An 8-GHz Octa-phase Error Corrector (OEC) employing a

digital delay-locked loop (DLL) with a coprime phase comparison scheme is proposed.

To alleviate timing constraint during the phase comparison, clock phases spaced in

coprime to 8 is utilized, enabling up to a 64-Gb/s link operation. In particular, this

prototype applies a 3T/8 spaced clock rather than T/8. In addition, by employing a

clock-divided 5-bit selection scheme, a high-speed 8:2 multiplexer (MUX) operates

seamlessly without glitches. To minimize a mismatch and calibration-induced jitter,

a single shared phase comparator and a finite-state machine (FSM) for tracking the

minimum total delay are employed. The test chip has been fabricated in the 40-nm

CMOS technology in an active area of 0.0814 mm2. The core phase calibration loop

consumes 10.8 mW at 8 GHz at a 0.9-V supply achieving a maximum residue phase

error of 0.95 ps.

In addition, another prototype is presented with an 8 GHz octa-phase clock cor-

rector using a shared clock selector-based digital DLL. The corrector can be sorted by

function: Octa-phase Error Corrector (OEC) and Duty-Cycle Corrector (DCC). The

phase error is detected via the 3T/8 delay line and the duty cycle error is detected by

exploiting opposite polarity edges in a differential clock without the use of an addi-

tional delay line. An Edge Converter (EC) is designed to match the edge propagation

delay through an 8:1 MUX and an EC to achieve a high level of accuracy in duty-cycle

calibration. Furthermore, to save power and area, a clock selector composed of a MUX

and a logic generator is shared between the phase and duty-cycle error detection loops.

The prototype chip has been fabricated in 40-nm CMOS technology and occupies an

i



active area of 0.047 mm2. The total calibration power consumption of the corrector is

17.1 mW at a 1.0-V supply.

keywords: coprime, digitally controlled delay line (DCDL), digital delay-locked loop

(DLL), duty-cycle corrector (DCC), multiplexer (MUX), octa-phase error corrector

(OEC)

student number: 2018-24582
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CHAPTER 1. INTRODUCTION 1

Chapter 1

INTRODUCTION

1.1 MOTIVATION

In recent years, there has been a significant increase in data traffic due to the growth

and advancements in Over-The-Top (OTT) services such as Netflix and YouTube, the

proliferation of cloud computing services, and the emergence of Artificial Intelligence

(AI) technologies like Chat Generative Pre-Trained Transformer (Chat-GPT). As il-

lustrated in Fig. 1.1 this surge in data traffic can be attributed to these technological

developments. One of the main contributors to the growth of Internet traffic is the

video services sector, which includes TV, video, and streaming downloads. According

to Fig. 1.2, video services account for a staggering 65.93% of the total Internet traffic

volume [2]. A more detailed analysis of Internet traffic in the video domain is presented
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Fig. 1.1. Global data center traffic growth [1].

in Fig. 1.3, which shows that Netflix dominates the market with a share of 14.92%,

while YouTube follows closely behind with 11.61%. To effectively manage the vast

amount of internet data generated by the growth of aforementioned services, such as

OTT services, cloud computing, and AI technologies, system I/O bandwidth must be

increased.

Significant efforts are being made to develop high-speed electrical interfaces capa-

ble of handling large volumes of data traffic in response to the increasing demand for

increased I/O bandwidth. Among these efforts, IEEE P802.3ck Ethernet Task Force [3]

is actively working on the development of 200 Gb/s and 400 Gb/s Ethernet standards

to provide a solid foundation for the next generation of high-speed data communica-

tions as in Fig. 1.4. Furthermore, advancements in DRAM technology and interface

specifications, such as the Peripheral Component Interconnect Express (PCIe), are
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Fig. 1.2. Global application traffic in 2023 [2].

Fig. 1.3. Breakdown of internet traffic of video category [2].

helping address the growing demand for increased I/O bandwidth. These advances not

only result in faster memory and data transfer rates but also improve overall system

performance by optimizing data processing and reducing latency. In Fig. 1.5 shows

the development trend of the DRAM. At Samsung Tech Day 2022, Samsung unveiled

its breakthrough 36 Gb/s GDDR7 memory technology that uses PAM-3 signaling to
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achieve high-speed data transfer rates [4]. This cutting-edge memory solution requires

a Data Query (DQ) clock of up to 12 Gb/s/pin, demonstrating the company’s commit-

ment to pushing the boundaries of memory performance and meeting the growing de-

mand for higher data throughput. Along with DRAM advancements, the PCIe standard

is evolving to meet the growing demand for faster data rates. The recently announced

PCIe Gen7 specification aims to deliver an impressive 128 GT/s [5], requiring a clock

frequency of up to 16 GHz when applying a quarter-rate architecture.

As I/O bandwidth continues to grow at an exponential rate, roughly doubling

every 2-3 years, it will inevitably reach a saturation point. Various strategies are being

investigated to avoid this impending limitation. One such method is to use higher

modulation schemes, such as PAM-5, PAM-6, or PAM-8, which can significantly

increase the data rate without increasing the required bandwidth. Increasing the level

of of parallelism used in data communication systems is another promising approach to

address bandwidth constraints. Moving from conventional half-rate or quadrature-rate

architectures to octal-rate (8 parallel channels) architectures can significantly improve

overall system performance, enabling higher data throughput while minimizing the

negative effects associated with reaching the bandwidth limit. However, as the level

of parallelism in data communication systems increases, so does the need for more

accurate clock correction and compensation due to the increased complexity of clock

distribution networks. This is especially important when implementing an octal rate

architecture, where eight parallel channels require precise synchronization and align-

ment for optimal performance. As a result, any differences or discrepancies in the

individual clock signals can degrade system performance. Given these difficulties, this

thesis focuses on the investigation and development of an octa-phase clock corrector

that aims to address the aforementioned issues by providing a robust and reliable

method of synchronizing and compensating for variations in individual clock signals

within an octal-rate system.
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1.2 THESIS ORGANIZATION

This thesis is organized as follows. In Chapter 2, the background of the clock cor-

rector is explained. The topologies to detect clock error such as analog-based detection

correctors, statistically detected correctors, and digital-based detection correctors have

been illustrated. Delay line topologies, an important component of DDLL, have also

been discussed and organized.

In Chapter 3, the proposed octa-phase clock corrector with octa-phase error correc-

tor (OEC) is described. The overall architecture of the proposed OEC is depicted and

to operate at high-speed and alleviate timing constraints, the concept of the coprime

spacing comparison is explained. Then, the circuit implementation is described.

In Chapter 4, the improved version of the octa-phase clock corrector with OEC

and duty-cycle correction (DCC) is presented. With the operating OEC, the concept of

utilizing phase correction results to perform the DCC scheme is presented. Following

that, the overall architecture is proposed, and circuit implementation is described. To

perform a falling edge to rising edge comparison, an edge converter is proposed and a

simulation result is included.

In Chapter 5, the measurement results of the fabriacted chips in Chapter 3 and

Chapter 4 are presented. The power consumption of the proposed clock correctors is

measured and a comparison with the prior works is presented. Also the measurement

setup and measurement circuit such as eight-phase generator and CML PI for justifying

the phase corrected result on-chip is presented.

Finally, Chapter 6 summarizes the proposed works and concludes this thesis.
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Chapter 2

BACKGROUND ON CLOCK CORRECTION SCHEME

2.1 OVERVIEW

The rapid increase in global data traffic has necessitated a corresponding increase

in the data bandwidth capacity of wireline interfaces. However, the potential for the growth

of these systems is limited by factors such as physical dimensions and bandwidth

limitations. As a result, modern interface standards have shifted away from low-speed

multi-lane configurations and toward higher per-lane data rates and Pulse Amplitude

Modulation with four levels (PAM-4).

As shown in Fig. 2.1 [6], the increased demand for high per-lane data rates man-

ifests itself in a variety of wireline applications, including memory systems, back-

planes, rack-to-rack connections, and local area networks (LANs). In particular, the
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Fig. 2.1. Per-lane transfer rate trend of interface standards [6].

demanding transfer rates in these applications have demonstrated a near doubling

every four years, moving from slow Double Data Rate (DDR) DRAM interfaces to

fast Chip-to-Equipment Interfaces (CEI). However, due to inherent limitations within

the fabrication process, the operating speed is constrained. Fig. 2.2 shows the clock

amplitude reduction ratio as the clock frequency increases and implying that the max-

imum achievable bit rate Rb,max of the process as [7],

Rb,max = 1/(8 · FO-4) (2.1)

where FO-4 delay for the process can be roughly approximated by [8],

FO-4 =
channel length [nm]

2
ps (2.2)
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Fig. 2.2. Clock amplitude reduction (%) with clock period (in FO-4 delays) [7].

To overcome speed penalty due to process limitation parallelism has been imple-

mented. In Fig. 2.3, the trend of the per-lane sub-rate clocking transmitter is plot-

ted [9–31]. Until now, papers in the literature have featured half-rate architectures

with speeds of up to 112 Gb/s [17] and quarter-rate architectures with speeds of up

to 224 Gb/s [26]. Furthermore, the ongoing development of the Ethernet standard

at 200 Gb/s and 400 Gb/s results [3] in another candidate to overcome the speed

limit. For example, higher-order modulation, such as PAM-5/6/8, or octal-rate clocking

architecture, is taken into account. In the GDDR interface, for example, octa-data

rate (ODR) is mentioned as a potential candidate [32]. However, previously published

papers implementing an octa-date rate system only operate at a few GHz [29–31].

The main design constraint in sub-rate clocking architecture is variation along the

clock distribution network. Clock signals may be influenced by factors such as supply

and ground noise, imbalanced PMOS and NMOS strengths, and process, voltage, and

temperature (PVT) variations as they traverse the extensive clock distribution tree
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Fig. 2.3. Per-lane sub-rate clocking transmitter trend.

through numerous clock buffers. The clock distribution network of DRAM and periph-

eral component interconnect express (PCIe) physical medium attachment (PMA) layer

is presented in Fig. 2.4 [33] and Fig. 2.5 [34]. The skews induced by the distribution

network consequently lead to the deterioration of link performance, including aspects

such as bit-error-rate (BER) performance. For example, in the case of a quarter-rate

transmitter, the distortion of the clock signals affects the valid data window. Fig. 2.6(a)

illustrates the generation of a 1-UI pulse to demonstrate the 4:1 multiplexing process.

The data D0 is carved into a 1-UI pulse width by AND gating of D0, CLK90 and

CLK180. Since data carving utilizes both the high time of CLK90 and CLK180, the

phase and duty-cycle skew affects the data window. Simulated results of the 4:1 MUX

driver output at the output node shown in Fig. 2.7. At 7-GHz clock, the achieved eye
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height is 518 mV and the horizontal opening is 34.7 ps for the ideal case with no

phase and duty cycle skew, as shown in Fig. 2.7(a). Fig. 2.7(b) and (c) show the duty-

cycle error and phase skew error case. Each case’s vertical eye closed about 20 mV

and the horizontal eye closed about 2 ˜ 3 ps. Hence, the implementation of a local

clock corrector is essential to compensate for distribution-induced mismatches in the

system. Therefore, various types of clock correctors have recently been used to per-

form both duty cycle and phase compensation [25, 35–58]. The circuits implemented

in the published reference for measuring the quality of high-speed clock signals can

be divided into three different categories and discussed in the following section. 1)

Analog-based detection correction circuit, 2) Statistical type detection 3) Digital-based

detection correction circuits.
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Fig. 2.4. Clock distribution network in DRAM [33].
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Fig. 2.5. Clock distribution network in 4-channel PCIe PMA layer [34].
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Fig. 2.6. (a) Schematics of 1-UI pulse generator and waveform of 1-UI data. (b)
Schematics of 4:1 MUX and output network.
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2.2 PRIOR WORKS

2.2.1 ANALOG BASED DETECTION CORRECTOR

Several multi-phase correction schemes have been proposed in analog domain

[37], [38], [25], [35], [45], [47], [48]. The open-loop scheme based on active polyphase

filtering was found to have a relatively low RMS jitter contribution [37, 38]. However,

q

1
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 stage

a0 b270

b180

b90
b0

a180

a90

a270

a180

a90

a0
a270

CKP

CKN

2
nd 

to 4
th

 stages

Fig. 2.8. Circuit diagram of a quadrature corrector [37].

Fig. 2.9. Circuit diagram of the phase generator/rotator [38].
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Fig. 2.10. Simplified distributed DLL-based multi-phase generator.

Fig. 2.11. Circuit and timing diagram of phase detector implemented in the distributed
DLL.

due to the open-loop nature of the system, a residual phase error remains after error

correction, making it unmanageable. In [35], an analog-based distributed delay lock

loop (DLL) that performs quadrature error correction (QEC) is presented in Fig. 2.10.

It employs a phase detector consisting of a NOR gate and an integrator to convert the

time difference of the clock into a voltage domain. The circuit diagram of the proposed

phase detector and its operating concept is shown in Fig. 2.11. Since prior work on

DLL control this each delay line cell with identical voltage or code [59], [60] results

in the increased resolution that degrades DLL clock performance. Therefore, adopting
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separate PD to control each delay line cell output separately reduces the resolution and

offers small RMS jitter. However, the distributed DLL provides a small RMS jitter, but

the residual phase error is also non-negligible due to the mismatch of error detection

circuits in each control loop.

The clock error detection methodology presented in [25], [47] utilizes a low pass

filter (LPF) and comparator to perform time-to-voltage converting to detect the error.

For duty-cycle error detection, the average voltage is filtered by LPF and compared

with the comparator for each differential pair (CK0 and CK180) and (CK90 and CK270).

The circuit diagram of the duty-cycle detector is shown in Fig. 2.12. With the high

time of each differential clock CK0 and CK180, the voltage V1 and V2 is filtered. The

correction loop works to equalize two voltages, resulting in a differential pair with

a 50% duty cycle. Similarly, an additional XOR gate is included in the phase error

detection mechanism to generate a pulse representing the quadrature phase difference.

For example, as in Fig. 2.13, the phase differences between (CK0 and CK90) and (CK90

and CK180) are converted into overlap generated pulses by XOR gate and filtered to

voltage V1 and V2 and then compared at the comparator. However, this type of circuit

can be affected by any error in the common mode or offset in the comparator, matching

between parasitic elements, which are resistors and capacitors. Therefore, the auto-

zero comparator is implemented to minimize the dc offset and improve the detection

accuracy.
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Fig. 2.12. Circuit diagram of the duty-cycle detector.
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Fig. 2.13. Circuit diagram of a quadrature detector.
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The phase error corrector with a phase detector based on a relaxation oscillator

is presented in [45] and shown in Fig. 2.14 and Fig. 2.15. The relaxation oscillator,

which works by charging and discharging a capacitor between two fixed voltages,

operates as a phase detector in the frequency domain, requiring only a small number

of active transistors and exhibiting good noise performance. The operation of the

duty-cycle detector’s timing diagram is shown in Fig. 2.14(b). In addition, to measure

quadrature error, similar circuit is applied with an XOR and XNOR gate. However with

area efficiency and good noise performance, susceptible to the mismatch of parasitic

elements and pull-up and -down current.
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Fig. 2.14. (a) Block diagram and (b) timing diagram of a relaxation oscillator-based
duty cycle detector (ICK/IBCK) [45].

Fig. 2.15. Block diagram of a quadrature phase detector [45].
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2.2.2 STATISTICAL BASED DETECTION CORRECTOR
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Fig. 2.16. Uniform asynchronous DCO clock edge density and normalized delay.

Several phase and duty cycle measurement circuits based on an asynchronous

sampling of high-speed clock signals have been proposed in recent years for clock

calibration in high-speed I/O links [56–58,61,62]. The fundamental principle of these

studies is the Code Density Test (CDT) statistical technique [63]. This entails sampling

the input clock signal(s) with a fully asynchronous random clock, ensuring that the

edge of the sampling clock is uniformly spread, and statistically analyzing the sam-

pling results to determine the phase difference between two clock signals or the duty

cycle of a single clock signal. For example, as shown in Fig. 2.16 [58], the amount

of the generated delay ∆T can be calculated by comparing the digitally controlled

oscillator (DCO) edges triggered event to the entire span of CK’s UI. The phase shift

is then determined as the normalized delay which is defined as the ratio of DCO edges

in the ∆T window to the total number of DCO edges. This can be expressed as,

Normalized Delay =
∆T

TCK
=

ΣDCO edges in ∆T Window
Σ All DCO edges

(2.3)
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Fig. 2.17. Block diagram of the asynchronous sampling-based measurement circuit
in [58].

The block diagram of asynchronous sampling-based measurement in [58] is shown in

Fig. 2.17. A synchronizer, composed of half-cycle and full-cycle FFs, spans 1.5 clock

cycles and can be expanded to more cycles. The properly synchronized samples are

compared with an XOR gate which determines if a DCO edge occurred. A return-to-

zero (RZ) circuit produces a pulse for any DCO edge. To guarantee the randomness

of the asynchronous sample clock, DCO is employed whose frequency is modulated

by a linear feedback shift register (LFSR) that scrambles the DCO digital code and

randomly modulates the DCO frequency. The frequency scrambler also ensures a

uniform distribution of DCO edges relative to the measured clocks.

In [61], both duty cycle and phase measurement of the quadrature clock is im-

plemented using the asynchronous sampling technique. The concept of the detection
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method is shown in Fig. 2.18. For duty cycle detection, the asynchronous DCO sam-

ples the differential I/IB and Q/QB clock pairs. It then compares the 1’ occurrence

between the differential pairs to determine the duty cycle error. This can be expressed

as,

DE = 0.5− CNTI

CNTI + CNTIB
(2.4)

where DE denotes duty-cycle error and CNTX denotes the occurrence of a counter

value of 1’s of clock X.

Similarly, phase measurement is performed by comparing the occurrence of 1’ at the

overlap of quadrature-spaced clocks, such as (I and Q) to (Q to IB). This can be

expressed as,

PHE = 0.5−
CNTI−Q

CNTI−Q + CNTQ−IB
(2.5)

where PHE denotes phase error and CNTA−B denotes the occurrence of a counter

value of 1’s in the overlap between clock A and B. The block diagram of the clock

measurement circuit is depicted in Fig. 2.19.
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Fig. 2.18. Concept diagram of the asynchronous sampling-based measurement circuit
in [61].
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Fig. 2.19. Block diagram of clock measurement circuit [61].
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Fig. 2.20. (a) Block diagram of the asynchronous sampling-based calibration scheme
in 4:1 MUX domain, and (b) schematic of 4:1 MUX.

Although an asynchronous sampling method is used in [62], the sampling is per-

formed in the replica 4:1 MUX output domain. In the calibration state, the test patterns

(A) 0101 and (B) 1010 are sent to the 4:1 MUX for input, and the asynchronous

oscillator samples the multiplexed data DOUT and then compares the captured 1’s

difference to detect phase mismatch between clocks. The overall block diagram of the

asynchronous sampling-based calibration scheme in the 4:1 MUX domain is shown in

Fig. 2.20(a). The schematic of the 4:1 MUX is shown in Fig. 2.20(b) and multiplexing

is performed by using the rising edges of the quadrature clock. The serialized data

DOUT (A) and (B) are sampled and 1’s occurrence is compared. For example, as shown
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Fig. 2.21. 4:1 MUX output DOUT with training patterns A and B. Ideal CKI/CKQ clock
alignment and misalignment due to early CKQ clock.
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Fig. 2.22. 4:1 MUX output DOUT with training patterns A and B. Ideal CKI/CKQ clock
alignment and misalignment due to late CKQ clock.

in Fig. 2.21, an ideal phase alignment has the same number of 1s. However, when CKQ

is early, as shown in Fig. 2.21, the number of 1’s in DOUT (B) exceeds the number of

1’s in DOUT (A). On the other hand, when CKQ is late, as illustrated in Fig. 2.22, the

count of 1’s in DOUT (A) surpasses that in DOUT(B), presenting vice versa.
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The asynchronous sampling-based technique is implemented in the digital domain,

so has immunity to PVT variation and has process scalability. However, it requires an

additional power-consuming uncorrelated oscillator and a large counter, such as 24-

bits for each register, to process sampled data to ensure stability.
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2.2.3 DIGITAL BASED DETECTION CORRECTOR

The time-to-digital converter (TDC) is widely used as a phase detector in a phase-

locked loop (PLL) with the basic concept of measuring the time delay between two

signal edges [64–67]. In [54] the duty cycle can also be corrected by the TDC. This

method can be used to measure the phase delay between two clocks on the same

rising or edges, and the duty cycle of a single clock can be used to measure the

timing between opposite edges such as rising to falling edge. Several techniques for

measuring delay have been proposed, but the simplest is to use a delay-line based

TDC, which measures the clock by delaying an input clock n times a fixed delay of

Tq. The delay-line based TDC schematic is shown in Fig. 2.23 and the timing diagram

is shown in Fig. 2.24 [64]. Two input clock signals are used for the start and stop

signals of the TDC. The phase difference between the two clocks is then detected by

TDC by sampling the n · Tq delayed start signal with the non-delayed stop signal. The

resolution of the techniques is confined by the resolution of the buffer delay, which

in this paper two inverter delays; to further improve resolution, a Vernier delay-line

TDC [66] has been proposed. Rather than simply comparing n ·Tq delayed start signal

to stop signal, the delay line in the stop signal path is also introduced to modify timing

resolution Tq of two inverter buffers to the difference of the buffers of Ts−T f in order

to achieve a smaller resolution.
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Fig. 2.23. Block diagram of delay-line based TDC.

Fig. 2.24. Timing diagram of delay-line based TDC.
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Fig. 2.25. Block diagram of Vernier delay-line based TDC.

Fig. 2.26. Timing diagram of Vernier delay-line based TDC.
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Fig. 2.27. (a) Overall block diagram of the proposed all-digital synchronous DCC and
(b) the timing diagram of the interpolator [54].

The TDC-based DCC has been presented in [54]. The proposed DCC detects the

rising and falling edges of the input clock separately, thus operating without distorting

the input duty-cycle. The overall block diagram of the proposed DCC is shown in Fig.

2.27. Clock A and B are generated within the clock generator, utilizing the measured

low-level pulse width of the input clock TL as measured by TDC. The clock generator

generates clock B, whose low-level pulse width is similar to that of the input clock.

Concurrently, clock A is generated with an inverse duty-cycle with respect to clock

B. The overall block diagram and timing diagram of the proposed clock generator is

shown in Fig. 2.28. By interpolating generated clock A and B, the duty-cycle of 50%

clock CLKINT can be generated and the equation of interpolator is given as,
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Fig. 2.28. (a) Overall block diagram of the proposed TDC-based clock generator and
(b) the timing diagram of the clock generator [54].

TL,CLKINT
= 0.5TL + 0.5(TCLK − TL)

= 0.5TCLK (2.6)

where TCLK is the period of the input clock and TL is the low-level width of the input
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clock which implies duty-cycle.

To reduce power consumption and area, the 1-bit TDC, binary bang-bang PD

(BBPD) has been widely implemented in PLL and DLL. BBPD generates a digital

0,1 output that indicates whether a clock signal leads or lags a reference clock signal

of identical frequency. A shared feedback-based digital DLL (DDLL) clock phase

corrector has been presented in Fig. 2.29, to employ power-efficient binary PD, the

BBPD, and to reduce calibration path mismatch [36]. The proposed method employs

sequential updates to four delay cells (tQ, tIB , tQB , and tquad), which are adjusted to

equalize the time difference between adjacent clocks rising edge to tquad. As a result,

tquad equals one-quarter of a clock period (T/4), effectively eliminating the four-phase

error. However, this approach introduces more RMS jitter, owing to quantization noise

and increased clock path delay due to locking at a non-optimum point. The use of

single PD for phase detection allows for the elimination of PD-induced mismatch. In

particular, with the BBPD offset of tos, all four clock’s time differences will eventually

settle to tquad + tos and the sum of the time difference is equal to the clock’s period T .

This can be expressed as,

TI↔Q + TQ↔IB + TIB↔QB + TQB↔I = 4 · (tquad + tos) (2.7)

= T (2.8)

∴ tquad =
T

4
− tos (2.9)

Therefore tquad settles to T/4 - tos resulting in the elimination of PD’s offset. However,

it should be noted that, unlike BBPD, non-common blocks induced mismatch such

as MUX and peripheral circuits such as gating logic in [41] remains. An improved

version of [36] has been proposed in [41] to minimize calibration jitter contribution by

applying minimum total delay tracking algorithm by controlling all delay line contrary

to [36], that fix I delay-line in mid-point code. It controls all five delay line (tI ,tQ, tIB ,
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tQB , and tquad) with the mentioned algorithm to achieve phase correction.

The previously proposed DDLL’s operating speed is close to a few GHz, which

targets DRAM operation; however, to apply to a high-speed link, a technique to allevi-

ate timing constraints is required. It also has the disadvantage of leaving the duty cycle

errors uncorrected. Therefore, the circuit is required to respond to falling edges of the

clock in order to detect duty-cycle errors and correct them. In the following Chapter 3

and Chapter 4, each solution will be discussed in detail.
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Fig. 2.29. Overall block diagram DDLL based QEC [36].

Fig. 2.30. Overall block diagram of DDLL based QEC with total minimum total delay
tracking algorithm [41].



CHAPTER 2. BACKGROUND ON CLOCK CORRECTION SCHEME 37

2.3 BUILDING BLOCKS OF DDLL BASED CLOCK COR-

RECTOR

The fundamental components of the proposed DDLL hold significant importance

in the overall design process, as they directly impact its performance and functionality.

These essential building blocks include the delay line, which adjusts clock timing,

MUX, which selects the input clock, and the BBPD, which contributes to the phase

detection and control mechanism.

2.3.1 DELAY LINE

[68] A delay line is composed of variable delay elements that control the rising or

falling edges of the clock to adjust propagation delay as shown in Fig. 2.31. The delay

of a CMOS gate td,CMOS can be expressed as [69],

td,CMOS ∝ CL

ID
VDD (2.10)

where CL represents the load capacitance , ID represents the drain current and VDD

represents the supply voltage. Also delay of a CML logic td,CML can be expressed

as [70],

td,CML ∝ CLRL (2.11)

where CL represents the load capacitance and RL represents the load resistance. From

(2.10) and (2.11), the propagation delay of the clock can be controlled by either varying

its RC time constant [71, 72], or output load capacitance [73] or current [74, 75] and

supply voltage [76] of the inverter. In Fig. 2.31 (a) and (b) CML type differential

buffer offer delay control of varying R or C with low sensitivity of delay to static
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Fig. 2.31. Schematic of (a) differential delay cell with R control, (b) differential delay
cell with C control, (c) SCI delay cell, (d) CSI delay cell, and (e) supply voltage
controlled delay cell.

and dynamic supply variation compared to CMOS buffer. The most common delay

element employed in multiphase DLL is a shunt-capacitor inverter (SCI) [31, 45] as

in Fig. 2.31(c) and a current-starved inverter (CSI) [59, 75] as in Fig. 2.31(d). A delay

cell based on SCI adjusts load capacitance to control delay. It has the advantage of

linear delay control, but it takes up a lot of area and power due to the additional load
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(a)

Vin Vout

(b)
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Fig. 2.32. Schematic of CSI based delay cell with (a) MOSFET switches and (b) IDAC-
based voltage control.

capacitance. The CSI-based delay cell, on the other hand, adjusts the transition time

by controlling the drain current. The topologies to control drain current in CSI-based

cells are presented in Fig. 2.32. Fig. 2.32(a) shows the digitally controlled MOSFET

switches sized in a binary fashion. It has the advantage of being simple to implement,

but it exhibits nonlinear behavior due to nonlinear effective resistance control due

to parasitic capacitance of the MOSFET switches [75]. To overcome the nonlinear

behavior, voltage controlled CSI delay cell is implemented that offers less parasitic

capacitance as in Fig. 2.32(b). This topology outperforms MOSFET switch control in

terms of jitter performance because it uses a DAC for control voltage generation to fil-

ter deterministic jitter caused by digital code dithering. The MOSFET switches-based

current DAC (IDAC) mirroring offers low pass filtering of jitter at the cost of power

consumption [75]. An alternative approach to managing the performance of inverters

is to regulate their supply voltage, using a control voltage to precisely determine the

appropriate supply voltage level as in Fig. 2.31(e). The effective switching resistance

of the inverters varies when the supply voltage is manipulated in this way.
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Chapter 3

DESIGN OF THE PROPOSED OEC

3.1 OVERVIEW

As the demand for high data bandwidth increases, the half-rate and quarter-rate

clocking architectures are widely adopted in the system design to reduce clock distri-

bution power and to allow adequate timing margin. Although the state-of-art transceiver

reached a data rate of over 200 Gb/s with quarter-rate architecture [26], [24], [77], [78],

to achieve a data rate above 200 Gb/s, employing an octa-rate clocking architecture

can be a promising candidate. Since the skew between multiphase clocks can severely

degrade bit-error-rate (BER) performance [79] and reduce the eye width [47], the need

for implementing a fine and accurate clock phase corrector is required. To reduce

phase error, several error detection and correction schemes have been proposed. For
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example, detection by analog integrators and comparators [35] offers small RMS jitter.

However, the separate phase calibration loops are susceptible to random offset voltages

in comparators and mismatches in integrators, which degrades the accuracy of a phase

corrector. On the other hand, a digital phase detector-based digital delay-locked loop

(DDLL) can alleviate the mismatch issues and additionally eliminate the effect of the

mismatch by using a single shared digital feedback loop [36].

In previous works, the phase correction by comparing two adjacent clock edges in

the shared feedback loop-based DDLL was implemented at the low-speed operation

near a few GHz [36], [41], [46]. However, as the required clock frequency increases,

comparing the adjacent clock step such as T/4 or T/8, where T represents the clock

period, becomes more challenging in generating required delays. The time difference

reaches sub-20ps, which is the minimum delay that can be generated from a delay

line based on a two-stage buffer. Fig. 3.1 shows the unit delay spacing of an octa-

phase delay and the two-stage buffer delay at various process corners in 40-nm CMOS

technology. To further achieve shorter delay, two approaches can be considered :multi-
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path delay cells such as skewed inverters [80], [81] and utilizing the difference between

two delay lines can be implemented at the cost of power consumption [26], [82]. In

addition, the tight internal timing margin becomes a problem at high-speed operation

due to the sequential clock selection loop. To solve the above issues, this work proposes

the coprime phase comparison scheme. Rather than using the phase difference between

the adjacent clock phases for delay adjustment, comparing two clock phases with

a coprime number of phases spaced apart to N phase, where N is the number of

phases, such as 3 for quadrature clock and 3 or 5 for the octa-phase clock, resolves

the issue by alleviating the timing constraint and power consumption in generating

shorter delay with the aforementioned method as the frequency increases. Fig. 3.2

shows the power consumption comparison between delay generation methods. The

resulting neighboring clock phase differences are eventually settled to T/N for the N -
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phase clock, which is the goal of the phase correction. Furthermore, the clock-divided

selection logic is applied to relax the timing margin in the clock selection loop.
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3.2 PROPOSED COPRIME PHASE CORRECTION

The phase error correction of the N -phase clock is accomplished by equally spac-

ing two adjacent clock phases with a unit time of T /N . Since the setup time of the

phase comparison can be longer than the unit time, it is necessary to extend the time

distance in comparisons. The comparison interval of M unit time relaxes the setup

time but results in the delayed settling time since the comparison results are produced

M times slower. Since the comparison must cover all the edges with equal frequency,

M must be a coprime number to N . For the conventional multiphase clock correction,

which compares adjacent clock edges is the case of M = 1. With the proposed com-

parison scheme using M ( ̸= 1), the sum of time differences, ∆T of Ns consecutive

comparison results can be written as,

∆T =
(
M · T

N

)
·Ns (3.1)

The result of a modular operation of ∆T yields,

∆T (mod T ) =
(
M · T

N

)
·Ns (mod T ) =

T

N
(3.2)

when M ·Ns = k ·N + 1, where k is an integer, or equivalently

(M ·Ns) (mod N) = 1 (3.3)

If N and M are coprime, there is always a solution of Ns that satisfies (3.3). For octa-

phase correction when N is 8, the available candidates for M are 1, 3, 5, and 7. The

number of samples Ns needed for each candidate satisfying (3.3) is 1, 3, 5, and 7,

respectively. By selecting M instead of 1 can alleviate timing constraints in generating

delay at the high frequency. However, introducing latency which is proportional to
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Fig. 3.3. Timing diagram of proposed phase comparison flow for CK0 and CK1 where
tocta is T/8.

comparison interval. Furthermore, the power consumption varies depending on M

since the amount of delay produced in the phase comparison path varies. Extending

the time interval which is equivalent to increasing value M for comparison requires a

more delay, resulting in more power consumption.

Considering the trade-off between obtaining enough timing margin, the shortest

latency, and the lower power consumption, M = 3 is selected in this work. Fig. 3.3

shows the timing diagram of the proposed scheme, where tocta is the desired time

difference T/8 between adjacent clock edges. To place the adjacent clock phases in

tocta interval, CK0 and CK1, for example, the proposed scheme corrects three phase

differences of CK0−CK3, CK3−CK6, and CK6−CK1 in the 3·tocta time spacing.

As a result, the time difference between CK0 and CK1 settles to 9·tocta which is

equivalent to placing adjacent edges in tocta. Likewise, other adjacent clock phases

eventually settle to the tocta spacing.
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3.3 OVERALL ARCHITECTURE

The overall architecture of the proposed OEC is shown in Fig. 3.4. The main blocks

of the proposed scheme are eight digitally controlled delay lines (DCDLs) that adjust

the phase of the input clock and the phase calibration loop, which uses a single shared

phase comparator to minimize mismatches between phase-detection paths [36]. The

phase calibration loop is composed of the 8:2 MUX, an octa-delay line (3T/8), a

bang-bang phase detector (BBPD), and a look-up table (LUT)-based digital loop filter

(DLF). To alleviate the tight timing margin in the sequential selection loop, rather

than operating at the full-rate, a divided-by-4 logic is implemented to secure robust

operation. Also, the additional asynchronous clock gating logic is employed to reduce

the power consumption by turning off the loop once the steady state is reached.

During the calibration process, the two 3T/8 spaced clock, CKMUX0 and CKMUX1

are sequentially selected by the 8:2 MUX and its count selection logic. The CKMUX0 is

delayed with the 3T/8 delay line, which is adjusted by the control code COCTA. Then

delayed clock CKMUX0,D is compared with CKMUX1 in the BBPD to determine phase

error polarity.The eight-phase detection results are deserialized into the loop filter.

Also, the additional SEL[4] signal is deserialized into the loop filter, in order to verify

the BBPD comparison sequence. The DLF filters out the BBPD outputs and adjusts the

codes of DCDLs, CCK0−CK7 and COCTA. Fig. 3.5 shows the timing diagram of the

proposed OEC. To eliminate glitches during phase shifting in the MUX, the selection

loop rotates in a phase-backward manner.
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Fig. 3.6. Monte Carlo simulation on at various process corners.

Considering the clock propagation path in the corrector, the possible factors that

degrade the calibration accuracy are offset in the BBPD and mismatches in the gating

logic and tri-state inverters in the MUX used in the calibration path. Since the phase

calibration loop shares the single PD to determine the error, this static offset can be

canceled. However, since the gating logic and tri-state inverters are separate blocks in

each path, their mismatches degrade PD accuracy, resulting in an output phase error.

Monte Carlo simulation as shown in Fig. 3.6, shows a standard deviation of 292 fs at

the TT corner.
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3.4 CIRCUIT IMPLEMENTATIONS

3.4.1 8:2 MUX AND SELECTION GENERATOR

MUX

Selection

Logic

CKMUX0

CKMUX1

8:1 

MUX

SEL[4:0]
DIV4

Gating 

Logic

CK0-7

td

8:1 

MUX

Fig. 3.7. Block diagram of sequential clock selection path.

The operation of the sequential clock selection is confined by selection signal

generation delay through the clock selector block, which consists of an 8:2 multiplexer

(MUX) and a MUX selection logic generator, as shown in Fig. 3.7. The selection

signal generation delay td, is the sum of delay through MUX and divider and selection

generation logic. To ensure proper functionality and selection of the subsequent clock

signal, the selection signal for example has a timing margin of 7T/8, where T is the

period of the clock, for adequate operation. This can be expressed as,

td = tMUX + tDIV 4 + tsel logic (3.4)

<
7T

8
(3.5)
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Fig. 3.8. Block diagram of (a) conventional 8:1 MUX slice, (b) proposed 8:1 MUX
slice.

However, as the frequency rises, the delay easily exceeds 7T/8, 109.375 ps; as a result,

a scheme to alleviate timing constraints in the generation of the selection signal is

required. Thus, a 5-bit controlled 8:1 MUX is used and divide-by-4 generated logic is

used to prevent full-rate operation.

The 8:2 MUX is composed of two identical slices of the 5-bit controlled 8:1 MUX.

Each slice of the 8:1 MUX shown in Fig. 3.8(b) is split into two separately controlled

paths in order to secure the timing margin in the internal nodes. The conventional 3-bit

controlled 3 stage 8:1 MUX shown in Fig. 3.8(a) has a tight and varying timing margin

during switching in the internal node (i.e., sel[2:0] changes {000 to 001} or {001 to

010} or {011 to 100}). Because of the different clock propagation paths, the clock

pulse is swallowed in some transition, causing the frequency of the MUX output to be

unstable. For example in the case when SEL[2:0] changes {000 to 001}, there is no

switching occurring in the internal node, therefore the net signal generation delay td,0

can be expressed as,
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Fig. 3.9. (a) Block diagram of clock selection signal generation path when SEL[2:0]
changes 000 to 001 (b) and its timing diagram.

td,0 = 2 · tinv + tdiv4 + tsel logic (3.6)

The delay path is colored red and the timing diagram of the clock sequential selection

sequence is shown in Fig. 3.9. In addition for the case when SEL[2:0] changes to {001

to 010}, switching occurs in the internal node of the second stage of MUX as in Fig.

3.10 and the net delay td,1 can be expressed as,
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Fig. 3.10. (a) Block diagram of clock selection signal generation path when SEL[2:0]
changes 001 to 010 (b) and its timing diagram.

td,1 = 3 · tinv + tdiv4 + tsel logic (3.7)

Furthermore, the worst delay case occurs when SEL[2:0] changes to {011 to 100}.

The generation delay of the clock propagation path td,2 can be expressed as,

td,2 = 4 · tinv + tdiv4 + tsel logic (3.8)
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Fig. 3.11. (a) Block diagram of clock selection signal generation path when SEL[2:0]
changes 011 to 100 (b) and its timing diagram.

due to switching occurring in the first stage of MUX as in Fig. 3.11. Because the

selection signal generation delays td varies as in (3.6), (3.7), and (3.8) when sequential

clock selection, the tight timing margin as the frequency increases leads to unstable

operation.

However, by separately controlling 8:1 MUX into even and odd paths (PATHe and

PATHo in Fig. 3.8(b)) by 5-bit logic allows the clock to arrive and settle in time at the



CHAPTER 3. DESIGN OF THE PROPOSED OEC 56

final MUX stage before being selected, ensuring constant selection signal generation

delay td,const of,

td,const = 2 · tinv + tdiv4 + tsel logic (3.9)

which equals to minimum delay as in 3-bit controlled 8:1 MUX. Fig. 3.12 and Fig.

3.13 show different the clock selection sequence and its timing diagram showing the

constant selection signal delay of td,const. For both cases, before the MUX output

clock changes (CK7 in PATHo and CK4 PATHe for Fig. 3.12(a) and Fig. 3.13(a)), the

next output clock (CK6 in PATHe and CK3 in PATHo) arrives in opposite path’s final

stage neglecting effect of different clock propagation path on signal generation delay.
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Fig. 3.12. (a) Block diagram of clock selection signal generation path when the MUX
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Fig. 3.14. Block diagram of divide-by-4.
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Fig. 3.15. MUX selection logic and truth table.

The MUX selection signal generator is composed of divide-by-4 and counter-based

logic. As shown in Fig. 3.14, the divide-by-4 is implemented by a 2-stage cascaded

D-FF with NOR gate for reset. Fig. 3.15 shows the generation of the counter-based

MUX selection bits which are triggered by CK0,DIV4 and its truth table. As the MUX

selection logic part uses two independent divide-by-4 units to generate CK0,DIV4 and

CK1,DIV4 so the appropriate power-up sequence is essential for the stable operation.
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To properly select CKMUX0 and CKMUX1 enable signal and their power-up sequence is

needed as in Fig. 3.16.
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3.4.2 DELAY LINE

Coarse Cell Fine Cell

CKin CKOUT

Fig. 3.17. Block diagram of four stages of delay line.

The digitally controlled delay line (DCDL) is implemented in two types: octa-

delay line and main delay line. The resolution and total delay range are the main design

constraints. A fine resolution is required because the resolution of the delay lines has

a significant impact on the accuracy of the phase correction. Furthermore, because the

resolution of the octa-delay line affects the entire output eight-phase clock, a finer

resolution was considered in the design. Furthermore, at the calibration operating

speed, which generates 3T/8 required for phase error detection, the total delay range

of the octa-delay line is significant.

Both of them employ four stages of the current-starved inverter to control the

delay, two for coarse control and the other for fine. To compensate for the non-linear

behavior of a current-starved inverter, a digitally controlled current-mirror type is used
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to generate control voltages [75]. Furthermore, a thermometer-based control code is

employed to enhance linearity. The octa-delay line is designed to cover the 3T/8

range with 6-bit control offering a resolution of 200fs/LSB. The eight main-delay lines

dynamically cover the T/8 delay with 5-bit control providing 500fs/LSB resolution.
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3.4.3 PHASE DETECTOR

(a)

(b)

D QI1

I2

Arbiter

R
CKMUX0

CKMUX1

CKMUX1,DIV4

BBPDout

I1 I2

RB SB

Fig. 3.18. (a) Block diagram of BBPD, and (b) schematic of arbiter.

The BBPD is implemented by sense-amplifer-based arbiter and flip-flop as in Fig.

3.18(a). The output of the arbiter is sampled by CKMUX1,DIV4 to properly capture

the comparison result. The sense-amplifier-based arbiter is implemented as SR-Latch

based on cross-coupled NAND gates, as shown in Fig. 3.18(b) [83]. It identifies the

preceding rising edge transition of two input signals I1 and I2 and generates logical

“0” or “1” indicating phase error information.
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3.4.4 LOOP FILTER

BBPDtD

CK0,OUT

CK3,OUT

phaseerr
CKDt0

t3

CK0

CK3

CK0,OUT

CK3,OUT

Phase error
tDtD

(a)

(b)

Fig. 3.19. (a) Clock propagation path in calibration. (b) The timing diagram of
comparison.

The DLF utilizes the minimum total delay tracking FSM [41] with an 8-bit

LUT to minimize the calibration-induced jitter. The LUT is generated by processing

the clock’s update polarities for possible 8-bit phase error sequences. During the cal-

ibration process, each BBPD result, referred to as phaseerr, indicates the polarity of

update for the corresponding DCDL codes associated with the coprime spaced clock

and the octa delay line. In order to illustrate the methodology for data processing,

the CK0 and CK3 are selected. The calibration path that each clock takes is shown in

Fig. 3.19(a). CK0 is subjected to a total delay of (t0+tD), while CK3 is subjected to a

total delay of t3 before being compared at BBPD, where tD is 3·tocta in this paper. If

phaseerr is “1”, this indicates that CKD precedes CK3. CKD, on the other hand, lags

when phaseerr is “0”. To correct the phase error for the case when phaseerr is “1”, the

delay t0 or tD can be increased and t3 can be decreased. On the contrary, for the phaseerr

“0” case, the delay t0 or tD can be decreased and t3 can be increased. To increase or

decrease the delay in this prototype chip, it is implemented by increasing or decreasing
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*RED: delay increase

*BLUE: delay decrease

t3

Fig. 3.20. When phaseerr is “1” (a) Clock propagation path in calibration. (b) The
timing diagram of comparison.

                        > tD (CK0-CK3)

BBPDtD

CK0,OUT

CK3,OUT

phaseerr
CKDt0

t3

CK0

CK3

CK0,OUT

CK3,OUT

tDtD

(a)

(b)

*RED: delay increase

*BLUE: delay decrease

t3

Fig. 3.21. When phaseerr is “0” (a) Clock propagation path in calibration. (b) The
timing diagram of comparison.

the code of the clock’s DCDL, CCKn . Fig. 3.20 and Fig. 3.21 show the phase error

correction polarity.

This 8-bit error sequence is then sorted by pre-defined priority and update polarity



CHAPTER 3. DESIGN OF THE PROPOSED OEC 67

Start

Is CCKn zero?

SET

CODE_UP = 0

CCKn = default

UP,DN candidate 

select by LUT

CODE_UP = 0?

Underflow?

Update DN candiate Update UP candiate

CODE_UP = 1

CODE_UP = 0

YES

NO

YES

NO

YES

NO

Fig. 3.22. A flow chart of DLF.

flag. When the CCK7 and CCK3 are both candidates, CCK7 takes precedence. Fur-

thermore, COCTA is controlled when all 8-bit BBPD results imply the same update

polarity for the octa-delay line. Flow chart of DLF is shown in Fig. 3.22.
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Chapter 4

DESIGN OF THE PROPOSED CLOCK CORRECTOR

4.1 OVERVIEW

With the ever-growing volume of data traffic due to advances in information and com-

munication technology such as Artificial Intelligence (AI) and Over-The-Top (OTT)

services, higher I/O bandwidth is required. Sub-rate clocking architectures such as

half-rate or quarter-rate have been widely used to improve power efficiency and over-

come intrinsic process speed limits. The distribution of multiphase clocks is prone

to skews caused by process, voltage, and temperature (PVT) variations and layout

mismatches, resulting in degradation of link performance such as bit-error-rate (BER)

performance. For instance, for the transmitter (TX) to generate a unit interval (UI) of

data, a combination of the clock’s rising and falling edges is used [84], [21]. Addition-
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(a) (b)

CLK0

CLK1

CLK2

CLK3

D0,1UI

D1,1UI

T/8

CLK0

CLK1

CLK5

CLK6

D0,1UI

D1,1UI

T/8

Fig. 4.1. Example of 1-UI pulse generation with octa-phase clock. (a) Rising-Rising.
(b) Rising-Falling.

ally, for the ADC-based receiver (RX) duty-cycle is important at track-and-hold (T/H)

interleaving operation [78]. Fig. 4.1 shows two strategies for generating 1-UI pulses at

the TX serializer using octa-phase clock edges:

1. Rising edge to Rising edge as Fig. 4.1(a)

2. Rising edge to Falling edge as Fig. 4.1(b)

According to [26], the use of opposing edge polarities can average out the random

jitter, therefore correcting both the phase and duty-cycle error of the clock becomes

more significant.

In Chapter 3, only phase correction has been implemented through rising edge

comparison. While this method is effective for phase correction, it is inadequate for

duty-cycle error correction. To further implement both phase and duty-cycle error

correction in single shared PD-based DDLL architecture, jointly operating loops have

been presented [43]. Each loop uses a separate clock selector, as shown in Fig. 4.2,

which is composed of two MUXes and a logic generator that can be shared to reduce
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MUX

Selection

Logic

CKMUX0

CKMUX1

8:1 

MUX

8SEL[4:0]

Gating 

Logic

8

CK0-7

8:1 

MUX

DIV4

Fig. 4.2. Block diagram of clock selector.

power consumption and area. To save power and space, one of the two MUXes in each

path and the logic generator (shown in blue in Fig. 4.2) are shared.

In this chapter, a shared clock selector-based DDLL executing OEC and DCC is

implemented. To share one 8:1 MUX and a logic generator between the correction

loops, the input connections at the MUXs are changed according to the calibration

loop sequence. For the OEC path, the 3T /8 delay line mitigates the process limit in

generating a delay [44]. Furthermore, the DCC path’s edge converter (EC) is opti-

mized to generate equal propagation delays between rising and falling edges in order

to achieve an accurate comparison between a falling edge and a rising edge of the

differential clock.
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4.2 PROPOSED CLOCK CORRECTION SCHEME

(a)

(b)

BBPDtocta
CK0

CK1

phaseerr

Phase Error

Detection

CK0

CK1

CK2

CK3

Phase error

phaseerr = '1' : CKD leads 

                        > T/8

CKD

phaseerr = '0' : CKD lags 

                       < T/8

toctatocta

Duty-Cycle Error

Detection

CK0

CK2

CK4

CK6

Duty-cycle error

BBPDCK0

CK4

dutyerr

dutyerr = '1'   CK0_duty > 50%

dutyerr = '0'   CK0_duty < 50%

 (CK0-CK1)ΔT 

 (CK0-CK1)ΔT 

Fig. 4.3. Concept diagram of (a) phase error detection and (b) duty-cycle error
detection.

As indicated in Fig. 4.3, the clock correction can be carried out by comparing

clock edges. For example, phase error correction can be performed by comparing the

clock’s rising edges and placing them in evenly spaced intervals. The comparison

progresses by delaying the precedent clock with equally spaced target intervals, for

instance, 3T /8 in this paper, where T is the period of the clock. And then comparison

to the following clock is made at the BBPD. For the duty-cycle error, it can be removed

by aligning one clock’s falling edge and its complementary clock’s rising edge. With

this approach, this error can be detected without an additional delay line.
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 (CK0 CK1)ΔT  (CK1 CK2)ΔT  (CK2 CK3)ΔT  (CK3 CK4)ΔT CK0

CK1

CK2

CK3

CK4

 CK0,HIGHΔT 

Fig. 4.4. Timing diagram of duty-cycle correction.

Phase and duty-cycle errors could be eliminated by jointly operating two correction

loops. In the phase correction loop all the adjacent clock spaces will eventually settle

to Tocta whose value is T/8 [44]. The duty correction loop can achieve duty-cycle

of 50% with the aid of phase correction results. For example, the CK0’s high time

can be expressed as the cumulative sum of the four neighboring phase difference be-

tween CK0 to CK4, specifically, ∆T(CK0↔CK1), ∆T(CK1↔CK2), ∆T(CK2↔CK3), and

∆T(CK3↔CK4). This behavior is shown in Fig. 4.4. When phase correction proceeds,

each phase difference settles to Tocta, therefore, CK0’s high time becomes 4· Tocta.

Which is equivalent to a 50% duty-cycle. This sequence can be written as,

∆TCK0,High
= ∆T(CK0↔CK1) +∆T(CK1↔CK2)

+∆T(CK2↔CK3) +∆T(CK3↔CK4)

= 4 · Tocta

=
T

2
(4.1)
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4.3 OVERALL ARCHITECTURE

DES

BBPD

EC
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DIV4 &
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Sel gen
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Clock
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CK6,OUT
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DESSEL[7:0]

DESSEL[7:0]

DESSEL[7:0]

CLK_DLF

8:1 

MUX

OEC path

DCC path

CCW

DLF

Fig. 4.5. Overall block diagram of proposed octa-phase clock corrector.

The overall architecture of the proposed octa-phase clock corrector is depicted

in Fig. 4.5. Both the OEC path and the DCC paths include a clock selector which

is composed of a dedicated 8:1 MUX, a shared 8:1 MUX, a shared selection logic

generator, a sense-amplifier based BBPD, and a digital loop filter (DLF). Additionally,

there is an octa-delay line (3T/8) for the OEC and an edge converter (EC) for the

DCC. The MUX is based on three-stage tristate inverters with a 5-bit control as shown

in Fig. 4.6(a). The clock control cell is composed of a delay and duty-cycle adjuster.

The DLF modifies the clock control cell code according to the look-up table (LUT).

The clock is sequentially selected by the clock selector which is composed of

MUXes and the selection logic generator to perform clock correction. For phase com-
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(b)(a)

SEL[2] SEL[1]

SELB[4] SELB[3]
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CKMUX2

Fig. 4.6. Schematic of (a) 8:1 MUX and (b) MUX input configuration at clock
correction path.

parison, the 8:1 MUXes in the OEC loop have input connections from CK0 to CK7

and CK3 to CK2. To share the MUX used in the OEC, the DCC path has an input 8:1

MUX sequence that corresponds to that of the OEC loop, CK7 to CK0. The input

configurations of three MUXes are shown in Fig. 4.6(b). The DLF filters out and

adjusts the clock control cell using the BBPD outputs. To avoid mutual pulling between

two calibration loops, bandwidth of the OEC is set to eightfold that of the DCC. The

results of OEC loop, as aforementioned, aid the duty-cycle correction operation as

well.
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4.4 CIRCUIT IMPLEMENTATIONS

4.4.1 EDGE CONVERTER
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Fig. 4.7. Simulation results on rising and falling edges in terms of PN ratio in 40-nm
GP CMOS technology at the TT corner.

This prototype chip utilizes the BBPD mentioned in Section 3.4.3. It detects

the rising edge transition of the input signals. Therefore, the EC in the DCC path

converts the falling edge of the clock to the rising edge in order to use the same

BBPD as in the OEC. The schematic of the EC is illustrated in Fig. 4.8. The main

design difficulty is due to the fact that the rising and falling edge delays are different

at high frequencies, with a PN ratio of 2:1 in CMOS design. Fig. 4.7 depicts the

simulation results of measuring rising and falling edge delay in TSMC 40-nm GP

CMOS technology in the TT corner. In this simulation results, we can find out the

appropriate PN ratio should be 1.7:1 rather than 2:1. However, to simplify the design

PN ratio of 2:1 has been selected in this design. To match the falling edge to the rising

edge (TF2R) delay and the rising edge to the rising edge (TR2R) delay through an 8:1
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Fig. 4.8. Schematic of Edge converter.

0

10

20

30

40

50

S
a

m
p

le

0

10

20

30

40

50

S
a

m
p

le

TF2R TR2R

μ: 142.81 ps 

σ: 531.35 fs 

μ: 142.86 ps 

σ: 559.27 fs 

CKFtoR
8:1 

MUX

TF2R

CKin

8

8:1 

MUX
CKBRtoR

TR2R

8
CKin

skewed

(b)(a)

Fig. 4.9. (a) Internal clock propagation path in DCC path and (b)Monte Carlo
simulation result of each path.
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MUX and an EC as shown in Fig. 4.9(a), the skewed inverter is utilized in the EC. The

post-layout two-hundred Monte Carlo simulation of the delay through the MUX and

the EC is shown in Fig. 4.9(b). The average delay difference through each path is only

0.05 ps which can induce duty-cycle error of 0.04%.
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4.4.2 LOOP FILTER

The proposed architecture includes two different control loops, the OEC loop, and

the DCC loop; it is critical that their respective bandwidths be properly configured

to avoid interference between the two loops. In addition, the DCC loop depends on

the corrected results provided by the OEC loop. Therefore, the gain of the DCC loop,

which is KDCC , must be selected to be slower than that of the OEC loop, which

is KOEC . The simulated results of phase difference correction behavior across the

various gain value of KDCC when the clock adjuster cell controls both rising and

falling edges is shown in Fig. 4.10, Fig. 4.11, and Fig. 4.12.
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Fig. 4.10. Simulated result of phase difference behavior when KOEC = 2-3 ·KDCC .

Fig. 4.10 shows the simulated result of when KOEC = 2-3 ·KDCC . This illustrates the

case where the results of the DCC loop affect the OEC loops when duty cycle adjust-

ments are made by altering both the rising and falling edges of the clock signal. Since

the DCC loop modifies the rising edges, the phase difference shows the maximum

dither of 8.6 ps in the phase-corrected state. This result highlights the design constraint

mentioned at the beginning of this section that the gain of the DCC loop should be

chosen lower than that of the OEC loop. Furthermore, Fig. 4.11 and Fig. 4.12 show
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Fig. 4.11. Simulated result of phase difference behavior when KOEC = 20 ·KDCC .
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Fig. 4.12. Simulated result of phase difference behavior when KOEC = 23 ·KDCC .

the cases of KOEC = 20 ·KDCC and KOEC = 23 ·KDCC where the gain of the DCC

is the lower or equivalent case. The maximum dither after the phase correction has

settled is 1.5 ps and 1.3 ps, respectively. Considering the trade-off between obtaining

minimum phase difference dither, the shortest latency, KOEC is selected eightfold of

KDCC as mentioned in Section. 4.3.
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The flow chart of the OEC and DCC loop filter is shown in Fig. 3.22 as in the OEC

chip and DCC loop filter in Fig. 4.13.

Start

SET

 n = 0

CCKn,duty = default

BBPD = 1?

Add code 

BBPD X Loop gain

n = n +1

Subtract code

BBPD X Loop gain

n = 7?n = 0

YES

NO

YES

NO

Fig. 4.13. Flow chart of DCC loop filter.
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4.4.3 CLOCK ADJUSTER

(a)

(b)

CKin CKOUT

OEC
Coarse Fine

DCC
Coarse Fine

Delay Control Unit Cell

Vn

Vp

CKin CKOUT

Vn

Vp

CKin CKOUT

Duty Control Unit Cell

Fig. 4.14. Block diagrams of (a) clock control cell and (b) delay and duty control unit
cell.

The clock control cell consists of two parts: delay and duty controller as in Fig.

4.14(a). Each controller has two coarse stages and two fine stages. The delay control

part utilizes a current-mirror type current starved inverter. To improve linearity for

phase detection accuracy, a thermometer code with coarse 3 bits and fine 3 bits is

utilized offering a resolution of 250 fs per LSB. The duty-cycle adjuster controls the

amount of current that sink or source at the inverter output stages. To avoid interference

between the OEC loop and the DCC loop, the DCC part only adjusts the falling

edge because it uses phase-corrected information from the OEC. Fig. 4.15 depicts the
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CLK0

'1' '1' '1' '1'Dutyerr

DelayCLK3   

CLK3

CLK4

Fig. 4.15. Timing diagram of a malfunctioning case in which the clock control cell
adjusts both clock edges to control duty-cycle.

potentially malfunctioning case when the DCC loop adjusts both edges of the clock.

For instance, consider a case in which the duty cycle of CLK0 is greater than 50%

and the phase skew between CLK0 and CLK3 is considerably aligned. In this case,

CLK4 detects that the duty cycle of CLK0 exceeds 50% and proceeds to reduce it

by adjusting both the rising and falling edges inward. However, as a result of this

adjustment, the interval between the rising edges of CLK0 and CLK3 decreases. To

compensate for this discrepancy, the system operates in a manner that continuously

increases the delay of CLK3, thereby realigning the rising edges of the two signals.

However, as the delay continues to increase, it may lead to an overflow in clock

control cell code or deviate from the minimum total delay tracking FSM case employed

in [41], ultimately resulting in suboptimal outcomes. Fig. 4.16 illustrates the post-

layout simulation outcomes of the target duty-cycle control behavior within the clock

control cell. It is managed by a 6-bit control word with 2 bits for coarse control and 4

bits for fine control.
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Fig. 4.16. Post layout simulation result of the duty-cycle adjustment component in the
clock control cell.
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Chapter 5

MEASUREMENT RESULTS

5.1 OVERVIEW

5.2 AN 8-GHZ OCTA-PHASE ERROR CORRECTOR WITH

COPRIME SPACING

The prototype chip of OEC (prototype 1) is fabricated in the 40-nm CMOS tech-

nology with an active area of 0.0814 mm2. The chip die photo is shown in Fig. 5.2(a).

For the testing purpose, the eight-phase clock is generated by dividing the quadrature

clock [19], which is implemented by feeding a differential 16-GHz clock from external

to internal open-loop quadrature generator [37]. The eight-phase generator is shown in

Fig. 5.1. To extend the bandwidth, feedforward inverters have been added to the input
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Fig. 5.1. Schematic of quadrature divider based eight-phase generator.

and output nodes of latches [85], [86], [48].

To evaluate the performance of the proposed OEC, programmable delay cells

are added for controlling initial skews for each path of the eight-phase clock. One

of eight error-corrected output clock is selected by a MUX for external monitoring.

The detailed measurement setup is shown in Fig. 5.3. The phase calibration loop

consumes 10.8 mW at a 0.9-V supply, and the power breakdown of calibration is

presented in Fig. 5.2(b). The total power consumption of the prototype chip is 30.6

mW and reduced to 19.8 mW when the calibration loop is turned off after reaching the

steady-state. The remaining power consumption includes eight main DCDLs, internal

clock distribution buffers and clock gating circuits. The measured result of the delay

curve of the main DCDLs is shown in Fig. 5.5(a), achieving an average resolution

of 500 fs per LSB. Also, in Fig. 5.5(b), the measured phase correction behavior for

five different cases is plotted in terms of the ideal eight-phase clock position. The

phase error is measured in terms of the negative edge. The maximum time error at the

corrected output is measured as 0.95 ps, while the maximum correctable input phase
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Fig. 5.5. Measurement results of the (a) delay curve of main DCDLs and (b) clock
position plot before and after correction.

difference is 11.8 ps. Fig. 5.6 shows the selected case from Fig. 5.5(b) measured by an

oscilloscope. Fig. 5.6(a) and Fig. 5.6(b) show the uncorrected and corrected octa-phase

clock waveforms, respectively. The maximum input phase difference is 11.8 ps for

PD5 which is corrected to 16.3 ps remaining phase error of 0.7 ps. The output clock’s

measured rms jitter and peak-to-peak jitter when the calibration is on are 1.01 psRMS

and 8.0 psP−P . On the other hand, 0.99 psRMS and 7.6 psP−P , when calibration is

off as shown in Fig. 5.6(c) and Fig. 5.6(d). Thus, the amount of the RMS jitter that the

OEC loop contributes is 0.2 psRMS .

Table 5.1 compares the performance of the proposed OEC with the recently pub-

lished phase correction design.
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5.3 AN 8-GHZ OCTA-PHASE CLOCK CORRECTOR WITH

PHASE AND DUTY-CYCLE CORRECTION

The proposed octa-phase clock corrector (prototype 2) shown in Fig. 5.7(a) is fab-

ricated in 40-nm CMOS technology. The chip occupies an active area of 0.047 mm2.

The design operates at the 8-GHz clock with a 1.0-V supply. The power breakdown of

the corrector is presented in Fig. 5.7(b). The eight-clock control cell consumes 19.86

mW and the clock calibration logic consumes 17.1 mW. To minimize output measure

path mismatch, as shown in Fig. 5.9, the output clock is selected with an 8:1 MUX and

measured with a single shared output clock driver. An additional CML-based eight-

phase input phase interpolator (PI) is implemented to show the performance of the

clock corrector. Schematic of the unit slice of PI is shown in Fig. 5.8.

The measured delay curve of the clock control cell is shown in Fig. 5.11(a), with a

peak-to-peak range of 16 ps and an average resolution of 500 fs per LSB. In addition,

the duty-cycle adjusted range is shown in Fig. 5.11(b). The duty-cycle control compo-

nent has a peak-to-peak control range of 10% and an average resolution of 0.26%

per LSB. PDn represents the phase difference between CKn and CKn+3, while Dn

represents the duty-cycle of CKn. Fig. 5.11(a) and Fig. 5.11(c) show the uncorrected

results and Fig. 5.11(b) and Fig. 5.11(d) show the corrected results. The maximum

residual phase error of 0.64 ps and 1.1% of duty-cycle error. The DNL and INL of PI

change caused by clock calibration are illustrated in Fig. 5.12. Furthermore, the jitter

contribution of the corrector is shown in Fig. 5.13. The peak-to-peak jitter increased

by about 1.4 psP-P, and the RMS jitter increased by about 0.19 psRMS.
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Chapter 6

CONCLUSION

In this dissertation, the digital delay-locked loop (DDLL) based high-speed octa-

phase clock corrector performing octa-phase error corrector (OEC) and duty-cycle

corrector (DCC) loop has been proposed. The proposed OEC corrects the 8-GHz clock

with coprime spacing comparison to alleviate timing constraints. To optimize power

consumption in delay generation, 3T/8 is selected for phase detection. The active area

of the OEC chip (prototype 1) is 0.081 mm2 in 40-nm CMOS technology and the

calibration logic consumes 10.8 mW at 0.9-V supply, resulting in a maximum phase

error of 0.7 ps.

In addition, both OEC and DCC operation chip (prototype 2) is proposed. The

DCC loop utilizes OEC correction results to calibrate the duty-cycle error without

additional delay lines for edge comparison. To match the rising and falling edge delay
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in a 2:1 CMOS PN ratio design, an edge converter(EC) with a skewed inverter is

implemented. The prototype chip is also implemented in 40-nm CMOS technology

with an active area of 0.047 mm2 and consumes 19.86 mW in 1.0-V supply. The test

chip exhibits performance with a maximum residual phase error of 0.64 ps and 1.1%

duty cycle error.
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초록

본 논문에서는 8 GHz에서 동작하는 옥타 위상 에러 보정 및 듀티 사이클 보정

을수행하는옥타위상클록보정기를제안하고두개의프로토타입칩을사용하여

검토합니다.서로소위상비교방식과디지털지연동기루프 (Delay-Locked Loop)를

사용하는 8-GHz 옥타 위상 오류 교정기(OEC)를 제안합니다. 위상 비교 시 타이밍

제약을 완화하기 위해 8과 서로소 간격을 둔 클럭 위상을 활용하여 최대 64 Gb/s

링크동작을가능하게합니다.특히이프로토타입은 T /8이아닌 3T/8간격의클럭

을적용했습니다.또한클럭분할 5비트선택방식을채택해고속 8:2멀티플렉서가

끊김 없이 원활하게 동작합니다. 불일치 및 캘리브레이션으로 인한 지터를 최소화

하기위해,단일공유위상비교기와최소총지연을추적하기위한유한상태머신

(FSM)이 사용됩니다. 테스트 칩은 0.0814 mm2의 활성 영역에서 40-nm CMOS 기

술로제작되었습니다.제안하는옥타위상교정루프의보정기능 0.9-V공급에서 8

GHz에서 10.8 mW를소비하여최대잔류위상오차가 0.95 ps를보입니다.

또한 공유 클록 선택기 기반 디지털 DLL을 사용하는 8 GHz 옥타 위상 클록

보정기가 포함된 또 다른 프로토타입이 제공됩니다. 보정기는 다음과 같은 기능을

가지는부분으로분류할수있습니다:옥타위상오류보정기(OEC)및듀티사이클

보정기(DCC). 위상 오류는 3T/8 지연 라인을 통해 감지되며, 듀티 사이클 오류는

추가지연라인을사용하지않고차동클록에서반대극성에지를활용하여감지됩

니다. 에지 변환기(EC)는 8:1 MUX와 EC를 통한 에지 전파 지연을 일치시켜 듀티

사이클 보정에서 높은 수준의 정확도를 달성하도록 설계되었습니다. 또한 전력과



면적을절약하기위해위상및듀티사이클오류감지루프간에멀티플렉서와로직

제너레이터로구성된클럭셀렉터를공유합니다.프로토타입칩은 40-nm CMOS기

술로 제작되었으며 0.047 mm2의 활성 면적을 차지합니다. 보정기의 총 보정 전력

소비는 1.0-V공급에서 17.1mW입니다.

주요어: 서로소, 디지털 지연선 , 디지털 지연동기루프, 위상 오차, 듀티 오차,위상

오차교정기,듀티오차교정기,멀티플렉서

학번: 2018-24582
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