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 Abstract 
 

The development of a universal quantum computer based on surface-

electrode ion traps has gained significant attention in recent years due to their 

scalability, reproducibility, and integration capabilities. However, the small 

distance between trapped ions and the nearest electrode renders these traps 

highly sensitive to even slight variations in surrounding electric fields. Of 

particular concern is the issue of stray electric fields originating from the trap 

surface, which can induce undesired micromotion of the ions and have a 

detrimental impact on the fidelity of quantum-gate operations. 

A laser-induced stray charge is one of the sources that cause stray electric 

fields at the location of trapped ions. The stray charge typically occurs when 

photoelectrons emitted from electrode surfaces accumulate on nearby 

dielectric surfaces. Since the amount of laser-induced stray charges varies 

over time, it becomes challenging to keep the stability of trapped ions over 

extended periods solely by compensating for previously observed stray 

electric fields, and therefore periodic compensation for the stray electric fields 

is required. Additionally, ion traps commonly utilize high-frequency lasers, 

which raises the possibility of stray charges being generated by the lasers. 

When the laser-induced stray charges become problematic, the suppression 

of such charges is inefficiently achieved by adjusting the laser propagation 
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paths using trial and error, as the locations of the stray charges are unknown. 

In this dissertation, a method for estimating the locations of laser-induced 

stray charges in surface-electrode ion traps is developed. How the electric 

potential at the ion location changes in the presence of an electric charge is 

theoretically modeled, and the resulting shift in the secular frequency is 

derived from the potential change. By analyzing the secular frequency shift, 

the model enables inverse estimation of stray charge locations under certain 

conditions. Specifically, measurements of the secular frequency shift can be 

performed at multiple ion locations in surface-electrode ion traps, resulting in 

the unique determination of stray charge locations. To verify the effectiveness 

of the proposed method, simulations are conducted for scenarios where stray 

charges occur at various locations, and the resulting secular frequency shifts 

are observed at multiple ion positions. The locations of stray charges are then 

estimated from the secular frequency shifts observed in the simulation results, 

and the estimated locations are compared with those derived from the 

theoretical model. Experimental evaluation of the proposed method is also 

carried out by intentionally producing electric charges at a single location 

using a laser, and by measuring the resulting secular frequency shift. The 

location of produced charges is estimated from the measurement result, and 

the estimated location is consistent with the spot where the laser is irradiating. 

The results show that the developed method is capable of accurately 
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determining the locations of laser-induced stray charges in surface-electrode 

ion traps, which can contribute to enhancing the reliability and stability of 

ion-trap quantum computing systems efficiently. 

 

Keywords: laser-induced stray charge, location of stray charge, surface-

electrode ion trap, trapped ion, secular frequency 
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Chapter 1 

 

Introduction 

 

1-1. Quantum Information Basics 

The quantum bit (qubit) is a fundamental element of quantum information 

processing. In contrast to classical bits, which can only exist in the states |0⟩ 

or |1⟩, the qubit can exist in an arbitrary superposition of states, denoted as: 

|𝜓⟩ = 𝛼|0⟩ + 𝛽|1⟩, (1.1) 

where 𝛼  and 𝛽  are complex numbers, and |𝛼|2 + |𝛽|2 = 1 , representing 

the probability amplitudes of the qubit being in the |0⟩ and |1⟩, respectively. 

Both |0⟩ and |1⟩ are vectors in a two-dimensional complex vector space, 

which corresponds to an orthonormal basis in this vector space. The 

superposition property of qubits allows for their unique computational 

capabilities in quantum information processing (QIP). 

Two classical bits can only represent one of the following four 
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configurations ( |00⟩ , |01⟩ , |10⟩ , and |11⟩ ). However, two qubits can 

simultaneously represent four states as follows: 

|𝜓⟩ = 𝛼00|00⟩ + 𝛼01|01⟩ + 𝛼10|10⟩ + 𝛼11|11⟩. (1.2) 

Similar to the single qubit, each state is measured with a probability of 

|𝛼𝑥|
2(𝑥 ∈ {00,01,10,11}), and the sum of |𝛼𝑥|

2 is 1. In general, N qubits 

can represent 2N states simultaneously. When measuring quantum systems, 

the quantum state collapses, and a random output is obtained. However, as 

Feynman pointed out, the exact probability of each state can be determined 

by repeating the same measurement multiple times. 

Quantum gates that are commonly used in quantum computing include the 

Pauli gate, the controlled-NOT (CNOT) gate, and the Mølmer-Sørenson gate. 

The Pauli gate is a single-qubit gate represented by 𝜎𝑥, 𝜎𝑦, and 𝜎𝑧 matrices, 

which can be expressed as follows: 

𝜎𝑥 = [
0 1
1 0

] , 𝜎𝑦 = [
0 −𝑖
𝑖 0

] , 𝜎𝑧 = [
1 0
0 −1

]. (1.3) 

Among these, 𝜎𝑥 is analogous to the classical NOT gate, and 𝜎𝑧 is known 

as the phase-flip gate. The two-qubit CNOT gate is represented by the matrix 

shown below: 

CNOT = [

1 0
0 1

0 0
0 0

0 0
0 0

0 1
1 0

]. (1.4) 

In other words, if the CNOT gate is defined as 𝑈̂𝐶𝑁𝑂𝑇, it operates as follows: 
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𝑈̂𝐶𝑁𝑂𝑇|00⟩ = |00⟩ 

𝑈̂𝐶𝑁𝑂𝑇|01⟩ = |01⟩ 

𝑈̂𝐶𝑁𝑂𝑇|10⟩ = |11⟩ 

𝑈̂𝐶𝑁𝑂𝑇|11⟩ = |10⟩. 

 

 

 

(1.5) 

When the first qubit is |1⟩, then the second qubit is flipped. Two-qubit gates, 

such as the CNOT gate, are closely related to quantum entanglement. When 

two qubits are entangled, their quantum states cannot be separated. For 

instance, if the two quantum states A and B are described by the following 

equation: 

|𝜓⟩ =
1

√2
(|0⟩𝐴|0⟩𝐵 + |1⟩𝐴|0⟩𝐵), (1.6) 

the state is not entangled, as it can be factored into: 

|𝜓⟩ =
1

√2
(|0⟩𝐴 + |1⟩𝐴)|0⟩𝐵. (1.7) 

Thus, the measurement result of A does not affect the state of B. Conversely, 

the following state is entangled: 

|𝜓⟩ =
1

√2
(|0⟩𝐴|0⟩𝐵 + |1⟩𝐴|1⟩𝐵). (1.8) 

In this case, measuring the state of A would affect the state of B. 

To be utilized as a physical system for quantum computing using the qubits 

and quantum gates discussed earlier, David DiVincenzo proposed five 

conditions in 2000 [1]: 
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– A scalable physical system with well-characterized qubits 

– State initialization of qubits 

– Long coherence times 

– A universal set of quantum gates 

– Capability of qubit measurements 

Several physical systems have been developed that meet these requirements. 

For example, optical systems such as photons [2], solid-state systems such as 

quantum dots [3] or superconductors [4], and atomic systems using neutral 

atoms [5] and trapped ions [6] have been extensively studied. The optical 

systems are capable of easily implementing quantum entanglement using 

spontaneous parametric down-conversion. However, confining photons poses 

a challenge, requiring a second system for information storage. The solid-

state systems are scalable and exhibit fast quantum gate operations, but suffer 

from relatively short coherence times on the order of milliseconds, and 

routing for measuring the multiple quantum state is challenging. Atomic 

systems, on the other hand, offer isolated internal states from the surrounding 

environment, and are amenable to the manipulation of atomic qubits using 

lasers or microwaves [7, 8]. Although neutral atoms have a limitation in terms 

of their short lifetime, trapped ions can have relatively long lifetimes and 

coherence times [9], and have demonstrated a large number of entangled 

states [10]. This makes the trapped-ion system one of the promising 
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candidates for implementing QIP. 

 

1-2. Ion Trap 

This section provides an overview of ion traps, including a brief history, 

ion species commonly used in trapped-ion experiments, and types of ion traps, 

as described in Section 1-2-1. It also discusses the development of surface-

electrode ion traps, which are extensively studied for their potential in 

realizing quantum computers, as described in 1-2-2. 

 

1-2-1. Ion Trap Overview 

The ion trap utilizes combinations of either an oscillating electric field and 

an electrostatic field or a static magnetic field and an electrostatic field to 

confine charged particles in space. Originally studied in the 1950s for use as 

a mass spectrometer [11], the ion trap gained significant interest in the 1990s 

after confirming that qubits can be implemented using the internal (electronic) 

states of trapped ions. This has led to various applications in QIP, such as 

quantum computers [12], quantum simulators [13], and quantum machine 

learning [14], using ion qubits. 

The ion trap is divided into two types, one is the Paul trap which uses an 

oscillating electric field and an electrostatic potential [15], and the other is the 



 

 6 

Penning trap which utilizes a static magnetic field and an electrostatic 

potential [16]. Of the two types, linear Paul traps are typically used in the 

development of quantum computers [17], although there have been recent 

reports of research cases using the Penning trap for quantum computing [18]. 

In both types of traps, photo-ionized atoms are laser-cooled, and the resulting 

ion crystal performs quantum computation. The trap depth of the ions is 

typically high, allowing the atoms to remain inside the trap over a long time. 

Two stable energy levels of a single trapped ion are used as qubits. Figure 

1-1 shows the ion types commonly used for quantum computing, which can 

be categorized into optical qubits composed of quadrupole transitions, such 

as 40Ca+ [19], 88Sr+ [20], and 138Ba+ [21], and hyperfine qubits composed of 

hyperfine transitions in the ground state with non-zero nuclear spins, such as 

25Ma+ [22], 43Ca+ [23], 137Ba+ (or 133Ba+) [24], and 171Yb+ [25]. The lifetime 

of electrons in an excited state in optical qubits is limited to only a few to tens 

of seconds, which is a disadvantage compared to hyperfine qubits that have 

reported coherence times of several tens of minutes [26]. However, the optical 

qubits have a low probability of interacting with the cooling cycle transition, 

which makes them suitable for achieving high fidelity in qubit manipulation. 
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Figure 1-1. Energy level diagrams of an optical qubit and a hyperfine qubit. 

The optical qubit shows the energy level diagram of 40Ca+, whereas the 

hyperfine qubit illustrates the diagram of 171Yb+. The yellow circles indicate 

the qubit transitions. 

 

The Paul trap can be categorized into different types, including the ring 

trap, linear trap, and surface trap [27]. The ring trap applies an RF voltage to 

the hyperbolic electrode, with the endcap electrodes on the top and bottom 

serving as the RF ground, as illustrated in Figure 1-2. The ring trap was 

commonly used in the early stages of ion trap research for basic physics 

experiments, such as frequency standards and mass spectrometers [28, 29]. 

However, the ring trap has limitations in terms of manipulating a large number 

of ion qubits and expanding to three dimensions. 
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(a) (b) 

Figure 1-2. Picture and schematic of the ring trap. (a) The picture of a ring 

trap made by Wolfgang Paul [15]. An ion is trapped inside the ring trap. (b) 

The schematic of the ring trap. The black arrows show the direction of the 

electric field when the RF voltage is positive. 

 

To address the scalability limitation of the ring trap, the linear trap was 

developed by replacing the hyperbolic electrode with a linear one [30]. In the 

linear trap, as depicted in Figure 1-3, an RF voltage is applied to two of the 

four cylindrical electrodes diagonally, while a DC voltage is applied to the 

other two opposite diagonals, creating a pseudopotential with an RF null 

parallel to the longitudinal direction of the RF electrode. However, since the 

pseudopotential alone cannot confine the ions in the axial direction (the 

longitudinal direction of the RF electrode), endcap electrodes are added at 
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both ends of the rod electrode, and a DC voltage is applied to confine the ions 

axially [31]. 

 

  

(a) (b) 

Figure 1-3. Picture and schematic of the linear trap. (a) The picture of a blade 

trap made by the University of Innsbruck [32]. (b) The schematic of the 4-rod 

linear trap. The red and blue rods indicate RF and DC electrodes, respectively. 

The black arrows show the direction of the electric field when the RF is 

positive. 

 

After the pioneering work of Cirac and Zoller in physically implementing 

quantum computation using trapped ions, numerous research groups have 

conducted QIP experiments using the linear trap. These groups have 

employed different electrode structures, including the rod [31, 33], blade [32, 

34], and sheet [35] geometries. However, the fabrication and assembly 
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processes for linear traps depend on the specific machining or assembly 

capabilities of each group, which can introduce risks of misalignment and 

other errors. Moreover, scalability is limited in linear traps as there is a 

maximum number of ions that can be confined linearly, and precise control 

of ion positions or spacing is challenging. To overcome these limitations, 

surface-electrode ion traps have been developed as an alternative approach. 

 

1-2-2. Development of Surface-Electrode Ion Traps 

The surface-electrode ion trap is a three-dimensional (3D) linear trap 

implemented on a two-dimensional (2D) plane using microfabrication 

technology [36, 37]. As shown in Figure 1-4, it achieves an RF null in a 

direction parallel to the longitudinal direction of the RF electrode by 

incorporating DC electrodes both inside and outside the RF electrodes. Unlike 

the linear trap, where axial confinement is achieved by endcap electrodes at 

both ends of the RF electrode, the surface-electrode ion trap can achieve axial 

confinement through DC voltages applied to the segmented outer DC 

electrodes [38]. 
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(a) (b) 

Figure 1-4. Picture and schematic of the surface-electrode ion trap. (a) The 

picture of a surface-electrode ion trap made by Sandia [39]. (b) The schematic 

of a surface-electrode ion trap. The green dot indicates a single trapped ion. 

The blue and red regions show DC and RF electrodes, respectively. Black 

arrows indicate the direction of electric fields when the RF voltage is positive. 

 

The surface-electrode ion trap is made using microfabrication technology 

or microelectromechanical system (MEMS) fabrication technology, which 

offers advantages in reproducibility [40] and miniaturization [41, 42], and 

enables the implementation of complex structures [43–45]. In addition, the 

surface-electrode ion trap can be fabricated using various substrate materials, 

such as silicon [46–48], GaAs [49], quartz [50, 51], and sapphire [52, 53], 

allowing for design flexibility. Another advantage is the inclusion of a large 

number of DC electrodes, which enables precise adjustment of trapped ions 



 

 12 

to desired locations, enhancing scalability [54–57]. However, it must be noted 

that surface-electrode ion traps have smaller distances between the trapped 

ions and the nearest electrode compared to macroscopic linear traps [58, 59]. 

Consequently, the trapped ions in surface-electrode ion traps may be affected 

by surface problems, including electric field noises [60, 61] and electrostatic 

charges caused by lasers [62]. 

The first reported microfabricated ion trap was developed by D. Stick et al. 

using a GaAs substrate and MEMS fabrication technologies, as shown in 

Figure 1-5 [49]. The trap was designed in a 3D shape with alternating layers 

of AlGaAs and GaAs grown on the GaAs substrate using molecular beam 

epitaxy. However, the asymmetric configuration of the electrodes led to low 

radial confinement, resulting in the loss of trapped ions. In the same year, a 

surface-electrode ion trap with a 2D structure was developed, as shown in 

Figure 1-6 [63, 64]. This design was found to be more suitable for 

microfabrication or MEMS fabrication technologies, offering high precision 

and reproducibility. However, issues regarding breakdown due to the narrow 

spacing between electrodes placed on the same plane have arisen [65]. 
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Figure 1-5. A schematic of the first Microfabricated ion trap developed by D. 

Stick et al. [49]. 

 

Figure 1-6. A picture of a 2D surface-electrode ion trap developed by S. 

Seidelin et al. [63]. 
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To mitigate the risk of breakdown, researchers proposed a structure that 

could increase the breakdown voltage by implementing the inner DC 

electrodes on a plane lower than the RF electrode, which would increase the 

distance between DC and RF electrodes. Furthermore, an oxide-nitride-oxide 

(ONO) layer, which alternately stacks silicon dioxide (SiO2) and silicon 

nitride (Si3N4), has been applied to enhance the breakdown voltage [66]. To 

prevent the dielectric pillar under the top electrode from being exposed to 

trapped ions [67], an overhang structure of the electrode was developed, and 

a method of coating the sidewall of the dielectric pillar with metal was also 

developed [68]. Since electric charges can accumulate in the silicon layer on 

the side of the loading slot and affect the trapped ions, a sloped loading slot 

structure was developed [69].  

An example of a fabrication method for a surface-electrode ion trap 

utilizing the overhang structure, metal coating on the sidewall of the dielectric 

pillar, and sloped loading slot structure is shown in Figure 1-7. The overhang 

structure is implemented by using the process of the sacrificial layer (red 

material in (g) below), and the metal coating on the sidewall of the dielectric 

pillar ((f) in Figure 1-7) is achieved using the step coverage feature of metal 

sputtering. The sloped loading slot is constructed using the anisotropic wet 

etching characteristics of silicon and the Bosch process ((a) and (j) in the 

figure below). Additionally, if the material of the top electrode can be 
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naturally oxidized, it is typically coated with gold to prevent the formation of 

the native oxide film on the electrode. 
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(a) (b) (c) 

   

(d) (e) (f) 

   

(g) (h) (i) 

   

(j) (k) (l) 

Figure 1-7. A fabrication flow chart of a surface-electrode ion trap developed 

by C. Jung et al. [69, 70]. The gray, purple, blue, orange, brown, and red 

regions indicate the silicon substrate, Si3N4, SiO2, aluminum-copper alloy (1 

wt%), gold, and polyimide, respectively. 
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The surface-electrode ion trap is commonly regarded as a quantum charge-

coupled device (QCCD) architecture [71, 72]. The QCCD is a strategy for 

operating a large number of ion qubits with one surface trap and involves 

dividing the surface trap into different regions, such as a gate zone, load zone, 

and auxiliary zone, as shown in Figure 1-8. Ion shuttling techniques have been 

investigated to move the ions smoothly to the desired region, while swapping 

techniques have been developed to change the location of ions. This 

architecture was initially proposed by D. Kielpinski et al. in 2002 [37] and is 

currently being researched by Quantinuum (previously Honeywell) [72]. 
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Figure 1-8. A schematic of QCCD proposed by J. M. Pino et al. [72]. 

 

The modular universal scalable ion-trap quantum computer (MUSIQC) is 

an alternative approach for operating a large number of ion qubits, which uses 

multiple ion traps that can be operated independently [73–75]. As shown in 

Figure 1-9, each ion trap in the MUSIQC is a small computation module 

called an elementary logic unit (ELU). The information between the ELUs is 

exchanged through an optical switch. In the MUSIQC architecture, the 

surface-electrode ion trap is used as ELUs, and IonQ is one of the companies 
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primarily researching this approach. 

Modular quantum computers can also be implemented using multiple ion 

trap arrays [44]. By matching the heights of different surface traps, ions can 

be physically moved between the traps to transmit quantum information. 

Although this approach is still in the conceptual stage, it is expected to be 

developed further in the future. 

 

 

Figure 1-9. A schematic of MUSIQC using an optical cross-connect switch 

and ELUs. In the ELU, photons are entangled with trapped ions, and the 

quantum information encoded in the photons is exchanged in the optical 

switch. 

 

Recent years have seen an increase in research on miniaturizing ion trap 

systems by integrating optical components or electrical elements into the 

surface trap [76]. In QIP with ion qubits, it is crucial to detect the light emitted 

from the trapped ions, and therefore optical access to individual ions is crucial 
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[41, 77]. While optical fibers are commonly used to collect the fluorescence 

from the ions [78–80], they can cause perturbations near the trapped ions [81]. 

By integrating an optical access hole, the dielectric surface can be prevented 

from being exposed to the ions, and the optical fiber can be placed near the 

ions [82–84]. Furthermore, integrating an optical waveguide can facilitate the 

addressing of multiple ions [85–87]. The use of a Si3N4 waveguide and a 

grating coupler has demonstrated the addressing of individual ions, enabling 

the delivery of light of various wavelengths to the trapped ions. 

The integration of electrical elements, such as trench capacitors and 

current-carrying wire (CCW), into surface-electrode ion traps has gained 

attention in recent years. For instance, poly-silicon and thermal oxide were 

used to implement a trench capacitor of approximately 100 pF [88], while 

low-pressure chemical vapor deposition Si3N4 and silicon substrate were used 

to fabricate a trench capacitor of 1 nF [39]. Moreover, research has been 

conducted on integrating magnetic field gradients to operate the Zeeman qubit. 

A permanent magnet made of SmCo was included under the surface trap, but 

a manual alignment of the trap and magnet was required [89]. The CCWs 

have also been integrated to create a static or oscillating magnetic field 

gradient. The CCWs have been implemented in-plane as a part of electrodes 

[90, 91], or fabricated under surface traps [92, 93]. Although the latter method 

has a burden associated with the damascene process, a larger gradient can be 
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obtained by reducing the distance between trapped ions and the wires. 

In recent years, the distinction between linear and surface traps has become 

less clear. Previously, surface traps were typically defined by their use of 

microfabrication technology, but a macroscopic linear trap has been 

developed by stacking wafers, as shown in Figure 1-10 [40, 94]. A blade trap 

was microfabricated using conventional microfabrication technology by 

inserting a SiO2 wafer with a thickness of hundreds of micrometers between 

two silicon wafers, and the electrode was fabricated using microfabrication 

techniques. This method achieved a microfabricated blade trap with high 

reproducibility and a high trap depth of 1 eV [40]. 

 

 

Figure 1-10. A picture of a microfabricated 3D ion trap reported by S. Auchter 

et al. [40]. 
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1-3. Laser-Induced Stray Charge 

A laser-induced stray charge can induce stray electric fields at the location 

of trapped ions [95, 96]. The stray charge is typically generated when 

photoelectrons emitted from electrode surfaces accumulate in nearby 

dielectric surfaces or when electrons are ejected from the anti-reflection (AR) 

coating of the glass substrate [62]. This charging phenomenon can be 

modeled as a photoelectric effect on a metal surface modified with a thin 

insulating film [97]. In this model, photoelectrons trapped in the native oxide 

layer form electron-hole pairs with the image charge in the electrode, which 

may create an electric field in the form of a dipole [62]. The rate of charging 

can be described by the following rate equation [97]: 

𝑄̇ = 𝛼 − (𝛿 + 𝛾)𝑄, (1.9) 

where 𝛼 is the rate at which new charges are accumulated by an incident 

laser and depends on the frequency and intensity of the incident laser. The 𝛿 

is a constant for the rate at which new charges are prevented from 

accumulating by existing charges, and 𝛾 indicates a constant for the rate at 

which accumulated charges are dissipated. The above model was verified in 

various surface traps using different laser frequencies, intensities, and 

electrode materials [62, 97]. 

The accumulation of laser-induced stray charge is a time-dependent 
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phenomenon [40, 98], which poses a challenge to keep the stability of trapped 

ions over long periods, even if an additional electric field is applied to 

compensate for the resulting stray electric field. The charging rate slows down 

over time, as described by Eq. (1.9). To minimize the impact of stray charges, 

typical ion-trap experiments are performed under conditions of slow charging 

rates, achieved by exposing the surface-electrode ion trap to the laser for an 

extended period. However, this solution is not entirely satisfactory since stray 

charges can still accumulate over time, even after several months of laser 

exposure. Therefore, a more permanent solution to the problem of laser-

induced stray charges is required. 

In most ion trap experiments, high-frequency lasers are used [6, 99], which 

can result in the emission of photoelectrons from the trap surface. These 

photoelectrons can accumulate in the surrounding dielectric surfaces, leading 

to the generation of stray electric fields on the trapped ions. To suppress the 

generation of stray charges, the laser propagation paths can be adjusted until 

the measured stray electric field appears to be minimized [100]. However, this 

process may be inefficient, since the locations of the stray charges are 

unknown beforehand. 
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1-4. Dissertation Overview 

In this dissertation, a method for estimating the locations of laser-induced 

stray charges in surface-electrode ion traps is developed [101]. By identifying 

the locations of stray charges, the following advantages can be achieved. 

– Possibility of characterizing laser-induced stray charges when stray 

electric fields are detected on trapped ions 

– Increasing the efficiency of ion-trap experimental design to avoid or 

suppress the laser-induced stray charges, leading to improved reliability 

and stability of ion-trap systems 

In the subsequent sections, the developed method is theoretically analyzed 

and experimentally evaluated. In Chapter 2, a theoretical model is presented 

to verify how the electric potential at the trapped ion location changes in the 

presence of a laser-induced stray charge, and the magnitude of the shift in the 

secular frequency of a trapped ion is derived from the model. The location of 

the stray charge is then estimated from the secular frequency shift by using 

the inverse relationship between the stray charge and the secular frequency 

shift, subject to certain constraints to ensure a unique solution. This model is 

then extended to the case where stray charges are generated at multiple 

locations, and the number of distinguishable charge locations using this model 

is analyzed. In Chapter 3, simulations are performed to support the 



 

 25 

effectiveness of the developed method. Chapter 4 describes the experimental 

apparatus and the procedure used to experimentally demonstrate the method 

by irradiating the trap surface with a laser to intentionally produce electric 

charges at a single location, and the resulting secular frequency shift is 

measured at multiple ion positions to estimate the location of the produced 

charges. The estimated location is then compared to where the laser is actually 

irradiating. Afterward, Chapter 5 provides a comprehensive summary of the 

entire study and its findings. 
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Chapter 2 

 

Theoretical model 

 

In this chapter, a theoretical model is presented for estimating the locations 

of laser-induced stray charges in surface-electrode ion traps using the secular 

frequency of a trapped ion. In Section 2-1, the change in the secular frequency 

of the trapped ion is modeled in the presence of a laser-induced stray charge, 

and the principle of estimating the locations of the stray charge using the 

relationship between the secular frequency shift and the stray charge is 

described. In Section 2-2, constraints are considered to uniquely determine 

the locations of stray charges in the process of estimating their locations using 

the secular frequency shift of the trapped ion. The laser-induced stray charges 

can occur at multiple locations, and therefore the developed method is 

extended to estimate their multiple locations in Section 2-3. 
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2-1. Model for Single Stray Charge Location 

The following discussion assumes a Paul trap, which confines charged 

particles in space using an oscillating electric field and an electrostatic field. 

Figure 2-1 shows a schematic of a surface-electrode ion trap with Cartesian 

coordinates. The surface trap typically has RF electrodes and inner/outer DC 

electrodes in a plane, and to measure the secular frequency at multiple ion 

positions (𝑧𝑖𝑜𝑛), the proposed method assumes that the trapped ion can move 

along the longitudinal direction of the RF electrode (𝑧-axis in Figure 2-1). 

When the trap center is positioned at (0,0, 𝑧𝑖𝑜𝑛 ), the electric potential 

experienced by the trapped ion consists of a time-dependent part that varies 

sinusoidally at the RF drive frequency 𝜔𝑟𝑓  and a time-independent 

electrostatic part as follows [102]: 

𝛷0(𝑥, 𝑦, 𝑧, 𝑡) =
1

2
𝑈0(𝑎𝑥

2 + 𝑏𝑦2 + 𝑐(𝑧 − 𝑧𝑖𝑜𝑛)
2)

+
1

2
𝑉0cos⁡(𝜔𝑟𝑓𝑡)(𝑎′𝑥

2 + 𝑏′𝑦2 + 𝑐′(𝑧 − 𝑧𝑖𝑜𝑛)
2), 

 

 

(2.1) 

where 𝑈0 and 𝑉0 are the electrostatic potential and the drive RF voltage, 

respectively. For a linear trap, 𝑐′ = 0 is assumed to be similar to Ref. [102]. 

The equation of motion of a single trapped ion oscillating along the 𝑧 -

direction at 𝛷0 can be then written as 
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Figure 2-1. A schematic of a surface-electrode ion trap with Cartesian 

coordinates. A green dot, RF, oDC, and iDC indicate a single trapped ion, RF 

electrodes, segmented outer DC electrodes, and inner DC electrodes, 

respectively. 

 

𝑧̈ = −
1

𝑚
×

𝜕

𝜕𝑧
(𝑍|𝑒|𝛷0) = −

𝑍|𝑒|

𝑚
𝑈0𝑐(𝑧 − 𝑧𝑖𝑜𝑛), (2.2) 

where 𝑍|𝑒| and 𝑚 are the electric charge and the mass of the trapped ion, 

respectively. The Eq. (2.2) describes the harmonic oscillation of a particle 

along the 𝑧-axis and the corresponding secular frequency (𝜔𝑧0(𝑧𝑖𝑜𝑛)) can be 

written as 

𝜔𝑧0(𝑧𝑖𝑜𝑛) = √
𝑍|𝑒|

𝑚
×
𝜕2𝛷0

𝜕𝑧2
|

𝑧=𝑧𝑖𝑜𝑛

. (2.3) 

Let 𝛷𝑞  be the potential generated by a laser-induced stray charge (𝑄 ) 
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when the stray charge is generated in the vicinity of the trapped ion. Then, the 

resulting secular frequency (𝜔𝑧) can be written as 

𝜔𝑧(𝑧𝑖𝑜𝑛) = √
𝑍|𝑒|

𝑚
(
𝜕2𝛷0

𝜕𝑧2
+
𝜕2𝛷𝑞

𝜕𝑧2
)|

𝑧=𝑧𝑖𝑜𝑛

. (2.4) 

In typical cases where 
𝜕2𝛷𝑞

𝜕𝑧2
≪

𝜕2𝛷0

𝜕𝑧2
, Eq. (2.4) can be rewritten using Taylor 

expansion as 

𝜔𝑧(𝑧𝑖𝑜𝑛) ≅ 𝜔𝑧0(𝑧) [1 +
𝜕2𝛷𝑞

2𝜕𝑧2
(
𝜕2𝛷0

𝜕𝑧2
)

−1

]|

𝑧=𝑧𝑖𝑜𝑛

. (2.5) 

Since the secular frequency shift in the z-axis (∆𝜔𝑧) is 𝜔𝑧 −𝜔𝑧0, ∆𝜔𝑧 can 

be written as  

∆𝜔𝑧(𝑧𝑖𝑜𝑛) ≅
𝑍|𝑒|

2𝑚𝜔𝑧0(𝑧𝑖𝑜𝑛)
×
𝜕2𝛷𝑞

𝜕𝑧2
|
𝑧=𝑧𝑖𝑜𝑛

. (2.6) 

Let the charge 𝑄 be a point charge induced at (𝑥𝑞 , 𝑦𝑞 , 𝑧𝑞) [62]. Also, let 

𝑥𝑖𝑜𝑛, 𝑦𝑖𝑜𝑛, and 𝑧𝑖𝑜𝑛 be the coordinates of the trapped ion, respectively. The 

∆𝜔𝑧 can be then written as 

∆𝜔𝑧(𝑥𝑖𝑜𝑛, 𝑦𝑖𝑜𝑛, 𝑧𝑖𝑜𝑛) ≅
𝐾𝑄(𝑥𝑑

2 + 𝑦𝑑
2 − 2𝑧𝑑

2)

𝜔𝑧0(𝑧𝑖𝑜𝑛)(𝑥𝑑
2 + 𝑦𝑑

2 + 𝑧𝑑
2)

5
2

, (2.7) 

where 𝐾 = −𝑍|𝑒|/(8𝜋𝜀0𝑚) , and 𝑥𝑑 , 𝑦𝑑 , and 𝑧𝑑  indicate (𝑥𝑖𝑜𝑛 − 𝑥𝑞) , 

(𝑦𝑖𝑜𝑛 − 𝑦𝑞) , and (𝑧𝑖𝑜𝑛 − 𝑧𝑞) , respectively. According to Eq. (2.7), when 

𝑧𝑑
2 <

1

2
(𝑥𝑑

2 + 𝑦𝑑
2) , the sign of ∆𝜔𝑧  is determined by the sign of 𝑄 . 
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Conversely, when 𝑧𝑑
2 ≫

1

2
(𝑥𝑑

2 + 𝑦𝑑
2), ∆𝜔𝑧 converges to zero. The resulting 

equation is obtained by taking the derivative of Eq. (2.7) with respect to 𝑧𝑖𝑜𝑛, 

which is expressed as follows: 

𝜕

𝜕𝑧𝑖𝑜𝑛
(∆𝜔𝑧) ≅ −

3𝐾𝑧𝑑[3𝑥𝑑
2 + 3𝑦𝑑

2 − 2𝑧𝑑
2]

𝜔𝑧0(𝑧𝑖𝑜𝑛)[𝑥𝑑
2 + 𝑦𝑑

2 + 𝑧𝑑
2]
7
2

. (2.8) 

According to Eq. (2.8), 
𝜕

𝜕𝑧𝑖𝑜𝑛
(∆𝜔𝑧)  approaches zero near 𝑧𝑖𝑜𝑛 = 𝑧𝑞  . In 

other words, when 𝑧𝑞 is fixed, 𝑧𝑞 can be inferred from 𝑧𝑖𝑜𝑛 where a ∆𝜔𝑧 

peak is observed. Also, the full width at half maximum (FWHM) of ∆𝜔𝑧 

peak can be approximated as 

FWHM ≅ 0.77√𝑥𝑞2 + 𝑦𝑞2. (2.9) 

Thus, 𝑥𝑞 and 𝑦𝑞 can be inferred from the FWHM of ∆𝜔𝑧 peak. According 

to Eq. (2.7), 𝑄 is a proportional constant of ∆𝜔𝑧 peak, and therefore the 

amount of 𝑄 can be estimated from the magnitude of ∆𝜔𝑧 peak. In other 

words, in principle, the single stray charge location (𝑥𝑞  , 𝑦𝑞 , 𝑧𝑞 ) can be 

estimated by fitting Eq. (2.7) to the measured ∆𝜔𝑧(𝑧𝑖𝑜𝑛). 

 

2-2. Assumption 

To ensure the unique determination of the location of stray charges from 

∆𝜔𝑧(𝑧𝑖𝑜𝑛)  measured at multiple ion positions (0,0, 𝑧𝑖𝑜𝑛) , constraints are 
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considered. Various combinations of stray charge locations and other causes 

can lead to similar distributions of ∆𝜔𝑧(𝑧𝑖𝑜𝑛). It is assumed that the secular 

frequency is changed only by laser-induced stray charges, and other factors 

are negligible [61]. Furthermore, only stray charges close to the ion position 

are considered to change the secular frequency of the trapped ion, while the 

effect of other distant stray charges is negligible. This assumption can also be 

inferred from Eq. (2.7), which shows that the frequency shift due to stray 

charges far from the ion position approaches zero. The location of laser-

induced stray charge is assumed to remain fixed over time. For stray charges 

on the trap surface, |𝑦𝑖𝑜𝑛 − 𝑦𝑞| is set to be equal to the ion height. In addition, 

𝛷0 is assumed to have the same curvature (𝜕2𝛷0/𝜕𝑧
2 = 𝑐) independent of 

𝑧𝑖𝑜𝑛, and therefore 𝜔𝑧0(𝑧𝑖𝑜𝑛) is set to be uniform. The free parameters used 

during the curve fitting are 𝑥𝑞, 𝑧𝑞, and 𝑄. 

 

2-3. Model for Multiple Stray Charge Locations 

In this section, the above model is extended to the case where the stray 

charges occur at multiple locations in the vicinity of the trapped ion. In this 

case, the electric potential generated by multiple 𝑄𝑚 is equal to the sum of 

𝛷𝑞,𝑚  by each 𝑄𝑚 . When 𝜕2𝛷𝑞,𝑚/𝜕𝑧
2 ≪ 𝜕2𝛷0/𝜕𝑧

2 , ∆𝜔𝑧  can be 

approximated as 
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∆𝜔𝑧(𝑥𝑖𝑜𝑛, 𝑦𝑖𝑜𝑛, 𝑧𝑖𝑜𝑛) ≅
𝐾

𝜔𝑧0(𝑧𝑖𝑜𝑛)
∑

𝑄𝑚(𝑥𝑑,𝑚
2 + 𝑦𝑑,𝑚

2 − 2𝑧𝑑,𝑚
2 )

(𝑥𝑑,𝑚
2 + 𝑦𝑑,𝑚

2 + 𝑧𝑑,𝑚
2 )

5/2

𝑛

𝑚=1

, (2.10) 

where 𝑄𝑚  indicates 𝑚 -th stray charge induced at (𝑥𝑞,𝑚, 𝑦𝑞,𝑚, 𝑧𝑞,𝑚) , and 

𝑥𝑑,𝑚, 𝑦𝑑,𝑚, and 𝑧𝑑,𝑚 are (𝑥𝑖𝑜𝑛 − 𝑥𝑞,𝑚), (𝑦𝑖𝑜𝑛 − 𝑦𝑞,𝑚), and (𝑧𝑖𝑜𝑛 − 𝑧𝑞,𝑚), 

respectively. When different stray charges are sufficiently far apart, the 

number of observed peaks in the plot of ∆𝜔𝑧(𝑧𝑖𝑜𝑛)  can be equal to the 

number of charge locations, as depicted in Figure 2-2(a). In this case, the 

locations of different charges can be easily estimated from each peak in the 

∆𝜔𝑧(𝑧𝑖𝑜𝑛) plot. However, when different charges are close together, only a 

single ∆𝜔𝑧(𝑧𝑖𝑜𝑛) peak can be observed, as shown in Figure 2-2(b). In this 

case, it is challenging to distinguish the locations of different charges. 

However, the proposed method can still work up to some degree. Thus, to 

figure out the number of stray charge locations that can be distinguished using 

the developed method when there is only a single dominant peak in the 

∆𝜔𝑧(𝑧𝑖𝑜𝑛)  plot, I try to fit the curve of Eq. (2.10) to numerous test data 

generated with the assumption of multiple stray charges at random locations. 

Note that all curve-fitting processes are performed using the SciPy library 

[103]. The curve-fitting algorithm is based on the least squares method, which 

is aimed at approximating the locations of stray charges. The estimated 𝑄𝑚, 

𝑥𝑞,𝑚 , and 𝑧𝑞,𝑚  in the curve-fitting processes are then compared with the 
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actual 𝑄𝑚 , 𝑥𝑞,𝑚 , and 𝑧𝑞,𝑚  used for the generation of test data. To 

quantitatively analyze the effectiveness of the curve fitting for the numerous 

test data, the errors between the estimated values and the actual values are 

defined as the maximum value among the fractional errors of fitted 

parameters, such as 𝑄1 , 𝑥𝑞,1 , 𝑧𝑞,1 , …, 𝑄𝑛 , 𝑥𝑞,𝑛 , 𝑧𝑞,𝑛 . Depending on the 

number of charge locations from 1 to 5, the average error rates are 0.0, 0.3±0.7, 

3.3±4.4, 13.4±12.9, and 24.2±13.5 %, respectively, as illustrated in Figure 2-

3. Note that the minimum distance between different charges is 10 μm in the 

test data. The increase in error rates with the number of stray charge locations 

is due to the increase in the number of free parameters, i.e., when the number 

of stray charge locations is 4, the number of free parameters to be determined 

is 12. Furthermore, the curve-fitting process often fails when the number of 

charge locations is 4 or more. Even if the curve fitting is successful, the 

reliability of the results is low, since both the average error rate and the margin 

of error are large when the number of charge locations is 4 or more. Thus, 

when there is a single dominant ∆𝜔𝑧 peak, it is concluded that up to three 

stray charge locations can be identified as long as different charges are 

separated by more than 10 μm, smaller than the typical size of beam waist 

used in ion traps, and the locations of four or more stray charges may be 

difficult to distinguish. 
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(a) 

 

(b) 

Figure 2-2. Calculation results of ∆𝜔𝑧(𝑧𝑖𝑜𝑛)  when charges occur at three 

separate locations. (a) A calculation result of three ∆𝜔𝑧 peaks by three stray 

charges that are sufficiently far apart. (b) A calculation result of a single ∆𝜔𝑧 

peak due to three stray charges close enough for each peak to overlap.  
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Figure 2-3. Errors between actual and estimated values for the number of stray 

charge locations. When the number of stray charge locations ranges from 1 to 

5, the estimated average errors are 0.0, 0.3±0.7, 3.3±4.4, 13.3±12.9, and 

24.5±13.5 %, respectively. Error bars indicate standard deviations. 

 

In typical cases, the curve-fitting process must be performed without 

knowing the number of charge locations. Thus, during the curve-fitting 

process, I vary the number of free parameters necessary for multiple charge 

locations. When the number of free parameters is larger than the necessary 

free parameters, 𝑄𝑚 = 0 for some parameters is obtained, or the total charge 

at a single location is divided into two charges located at the same position. 

Conversely, when the number of free parameters is less than the minimum 
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number to describe the actual situation, incorrect 𝑥𝑞,𝑚  and 𝑧𝑞,𝑚  are 

obtained. In this case, as the number of free parameters increases, completely 

different fitting results are obtained until the minimum number of free 

parameters is reached. Consistent results are then obtained once a sufficient 

number of free parameters are used. For instance, Figure 2-4 shows the 

simulation results of ∆𝜔𝑧 due to two different stray charges and the curve-

fitting results for the input number of stray charge locations. Of the results, 

Figure 2-4(a) shows the curve-fitting result when the input number of stray 

charge locations is 1. The curve-fitted graph has a slight difference from the 

simulated graph. The estimated 𝑥𝑞 , 𝑧𝑞 , and the amount of 𝑄  are 

inconsistent with the input value. On the other hand, Figure 2-4(b) shows the 

curve-fitting results when the input number of stray charge locations is 3, and 

the graph that matches the simulated graph is obtained. Also, the obtained 𝑥𝑞 

and 𝑧𝑞  are consistent with the input values. Regarding the amounts of 

charges, one of the two input charges is fully obtained, and the other is divided 

into two parts. 
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(a) 

 

(b) 

Figure 2-4. Simulation results of ∆𝜔𝑧 caused by two different stray charges 

and curve-fitting results of the different number of charge locations. (a) The 

simulation result and the curve-fitting result when the number of charge 

locations is 1. (b) The simulation result and the curve-fitting result when the 

number of charge locations is 3. 
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Chapter 3 

 

Simulation 

 

In this chapter, the theoretical model presented in Chapter 2 is validated by 

comparing it with computer simulation results through curve fitting. Before 

the comparison, the electric potential at the ion position is simulated, and the 

initial secular frequency (𝜔𝑧0) is calculated in Section 3-1. In Section 3-2, 

various scenarios, where stray charges occur, are simulated by introducing a 

point charge in the simulation. The resulting 𝛥𝜔𝑧 at multiple ion positions 

is then calculated and compared with the curve fitting results of Eq. (2.10) in 

Section 3-3. 

 

3-1. Simulation of Trapping Potential 

The trapping potential refers to the total potential at the location of trapped 

ions, and it can be simulated using the boundary element method (BEM) or 
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the finite element method (FEM). The BEM approach solves linear partial 

differential equations using boundary conditions, and the charged particle 

optics (CPO) software is an example of a BEM tool. On the other hand, the 

FEM approach subdivides a large space into simpler parts to solve partial 

differential equations. The COMSOL Multiphysics software is a commonly 

used FEM tool. Although both CPO and COMSOL can be used to simulate 

the trapping potential, all the results presented in this chapter are obtained 

from COMSOL, as it yields comparable results within a 5% error. 

The simulation of the trapping potential requires the analysis of the 

pseudopotential by an RF voltage and electrostatic potential by DC voltages. 

The first step is to create the layout of the ion trap to be simulated, and then 

simulate the electric field and potential at the trap center when 1 V is applied 

to each electrode. Note that the grounding of the electrodes may affect the 

simulation results. In the simulation presented below, all electrodes other than 

the one applying 1V are grounded, and the surrounding regions are also 

grounded. 

In a linear trap, the pseudopotential at the trap center due to the RF voltages 

is given by the following equation: 

𝛹𝑝 =
𝑒2𝐸2

4𝑚𝑖𝑜𝑛𝜔𝑟𝑓
2 , (3.1) 

where 𝑒 is the elementary charge and 𝑚𝑖𝑜𝑛 is the mass of the ion. In typical 



 

 40 

linear traps, the trapping position is the null point at the pseudopotential. Thus, 

as shown in Figure 3-1, the ion height can be approximately 108 μm from the 

simulated RF null point. In the case of our ion trap, the ion height cannot be 

changed since only a pair of RF electrodes are placed. However, the ion height 

can be adjusted by employing two pairs of RF electrodes. 

 

 

Figure 3-1. Simulation result of the RF pseudopotential. The deep blue region 

indicates the trap center. 
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A simulation of the total potential is performed by using a pair of inner DC 

electrodes and six pairs of outer DC electrodes. The first purpose of the DC 

voltages derived from the DC potential is to make the sum of the electric field 

at the ion location zero so that the micromotion does not occur. For example, 

consider the five-wire geometry shown in Figure 3-2. The outer-corner four 

DC electrodes are grouped (LT, LB, RT, and RB), the outer-center two 

electrodes are grouped (LC, RC), and the two inner electrodes are grouped 

(LI, RI). The voltages of each group are decomposed into symmetrical and 

asymmetrical components. In this case, components VSO, VSC, and VSI can 

move the ions in the 𝑦-direction, and VAO, VAC, and VAI may move the ions 

along the 𝑥-axis. The DC voltages applied to the segmented electrodes can 

displace the ions along the 𝑧-direction. Let E be the strength of the electric 

field applied by each component to the trap center. To minimize the 

micromotion of trapped ions, the electrostatic field component generated by 

the outer-corner electrode must be canceled with that by the inner electrodes. 

In other words, the following equations must be satisfied to remove the 

micromotion: 

𝑉𝑆𝑂𝐸𝑦𝑆𝑂 + 𝑉𝑆𝐶𝐸𝑦𝑆𝐶 + 𝑉𝑆𝐼𝐸𝑦𝑆𝐼 = 0, (3.2) 

and 

𝑉𝐴𝑂𝐸𝑥𝐴𝑂 + 𝑉𝐴𝐶𝐸𝑥𝐴𝐶 + 𝑉𝐴𝐼𝐸𝑥𝐴𝐼 = 0. (3.3) 
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Figure 3-2. Simplified layout of electrodes in the vicinity of the trap center. 

The LT, LC, LB, LI, RI, RT, RC, and RB represent DC electrodes. 

 

Another requirement for determining the DC voltage set is to rotate the 

ion’s principal axis by approximately 45 degrees so that laser cooling can be 

carried out along all axes with a single laser in one direction. This requires 

the intentional application of VAO and VAC, while ensuring that the net electric 

field at the ion location is zero to avoid inducing micromotion. The resulting 

potential at the trap center in the 𝑥 − 𝑦  plane is illustrated in Figure 3-3, 

where 𝜃  indicates the rotating angle, and 𝑥′  and 𝑦′  are the rotated 

principal axes. The trapped ion oscillates along the 𝑥′  and 𝑦′  directions, 

and therefore the secular frequencies in the radial directions are estimated in 

those directions. The Hessian matrix is used to calculate the electric field 

curvature, and the secular frequency in the 𝑧-axis is estimated with the same 

procedure. 
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Figure 3-3. The simulation result of total potential in the radial plane. The 𝜃 

indicates the rotating angle, and 𝑥′ and 𝑦′ are the rotated principal axes. 

 

3-2. Simulation of Laser-Induced Stray Charge 

To simulate the effects of stray charges in the COMSOL Multiphysics, a 

point charge is added, as shown in Figure 3-4. The location of the point is 

assumed to be (55, −108, 0) μm, which corresponds to the position on an inner 

DC electrode of our surface-electrode ion trap. The electric potential at the 

trap center due to the point charge is then calculated. 

The simulation assumes a displacement of the ion position by 40 μm, which 

corresponds to half the distance between the segmented DC electrodes of the 

ion trap used in the experiments, approximately 80 μm. To simply simulate 

the change in ion position, the point charge moves in increments of 40 μm 
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instead of the trap center. This simulation is performed over a range from 

−240 to +240 µm. 

 

 

Figure 3-4. The layout of the surface-electrode ion trap and the point charge. 

The oDC and iDC indicate segmented outer DC and inner DC electrodes. 

 

Figure 3-5 depicts the addition of the electric potential caused by the point 

charge to the secular frequency calculation code to simulate the impact of 

stray charges on the secular frequency. The potential at the trap center is 

obtained from this addition, and 𝜔𝑧 is estimated. The difference between the 

calculated 𝜔𝑧 and 𝜔𝑧0 yields 𝛥𝜔𝑧, which represents the secular frequency 

shift caused by the stray charge. 
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(a) (b) 

 

(c) 

Figure 3-5. Simulation results of the electric potential change at the trap center. 

All results show two-dimensional potentials, and (a), (b), and (c) illustrate the 

simulated potential in 𝑥 − 𝑦, 𝑦 − 𝑧, and 𝑧 − 𝑥 planes, respectively. 
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3-3. Simulation Results 

To support the effectiveness of the developed method, the curve-fitting 

results of Eq. (2.10) were compared with the simulation results. First, the 

simulation results of Δωz(𝑧𝑖𝑜𝑛) by a single point charge was shown as the 

blue dots in Figure 3-6. The amount of the input charge was set to −1000𝑒, 

and the charge was positioned at (55, −108, 0) μm. As a result of curve fitting, 

a single peak was observed at 𝑧𝑖𝑜𝑛 = 0. The fitting results to the simulated 

∆𝜔𝑧 is illustrated as the orange line in Figure 3-6. The estimated 𝑥𝑞 and 𝑧𝑞 

were 63 and 0 μm, respectively, and 𝑄 was obtained as –653𝑒. Even if 𝑛 in 

Eq. (2.10) was increased up to 3, the fitting results of 𝑥𝑞 and 𝑧𝑞 were the 

same. Thus, the number of charge locations was inferred to be 1. 
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Figure 3-6. Curve fitting and simulation results of ∆ωz as a function of 𝑧𝑖𝑜𝑛. 

The orange line and the blue dots indicate the curve-fitting result and 

simulation result, respectively. 

 

Although the curve-fitting result and simulation result was comparable, a 

discrepancy existed. This discrepancy can be attributed to errors resulting 

from the use of a first-order approximation in the theoretical model or from 

inaccuracies in the simulation itself. Also, the neglect of ion position change, 

which can be taken into account in the simulation but not in the model, may 

contribute to the discrepancy. 

Figure 3-7(a) shows the simulation result when the two charges are far 

apart (approximately 160 μm), and both charges were assumed to have an 

amount of −1000𝑒. In this case, one of the charges was assumed to be located 
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at −80 µm, and the other was set to be located at 80 µm along the 𝑧-axis 

while the 𝑥𝑞,𝑚  and 𝑦𝑞,𝑚  are 55 μm and −108 μm, respectively. When 𝑛 

was set to 1 during a curve fitting to Eq. (2.10), only a single peak at 𝑧𝑖𝑜𝑛 =

0  was observed. However, when 𝑛  in Eq. (2.10) is 2 or more, two ∆𝜔𝑧 

peaks located at two different positions were observed, as illustrated in the 

orange line in Figure 3-7(a). The estimated 𝑧𝑞,1  and 𝑧𝑞,2  were ± 80 μm, 

and both 𝑥𝑞,1  and 𝑥𝑞,2  were estimated to be 61 μm. Additionally, the 

estimated charge amount of both charges was −643𝑒. Thus, the number of 

charge locations could be inferred to be 2. The results agreed with the actual 

values regarding the coordinates and the number of charge locations. 
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(a) 

 

(b) 

Figure 3-7. Curve fitting and simulation results of ∆𝜔𝑧 caused by multiple 

stray charges. (a) The simulation result of ∆𝜔𝑧 when two stray charges are 

far apart (approximately 160 μm). (b) The simulation result of ∆𝜔𝑧 when 

three stray charges are close together (approximately 40 μm). 
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The simulation result for the case where three charges are close together is 

shown in Figure 3-7(b). The 𝑧𝑞,1, 𝑧𝑞,2, and 𝑧𝑞,3 were −40, 0, and 40 µm, 

respectively, and the 𝑥𝑞,𝑚 and 𝑦𝑞,𝑚 were 55 μm and −108 μm, respectively. 

Also, all the charges were assumed to have an amount of −1000𝑒. In this case, 

only a single peak was observed in the ∆𝜔𝑧 plot, as shown in the blue dots 

in Figure 3-7(b). When 𝑛 was 1 in Eq. (2.10), a plot similar to the shape of 

blue dots was drawn, and the 𝑧 coordinate of the peak was zero. Also, when 

𝑛 was 2 in Eq. (2.10), a graph similar to the distribution of blue dots was 

observed, and the estimated 𝑧𝑞,1 and 𝑧𝑞,2 were ±33 µm. However, when 

𝑛 was 3 or more, three different 𝑧 coordinates (±42 μm and 0 μm) were 

obtained while still observing a single peak, as illustrated in the orange line 

in Figure 3-7(b). The estimated values for 𝑥𝑞,1 , 𝑥𝑞,2 , and 𝑥𝑞,3  were the 

same, at 51 μm, with estimated charge amounts of −550𝑒 for the charge at 

𝑧𝑖𝑜𝑛 = 0  and −564e for the charges at 𝑧𝑖𝑜𝑛 = ±42  μm. From these 

observations, it could be concluded that there were three distinct charge 

locations, consistent with the coordinates of actual charge locations. 
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Chapter 4 

 

Experiment 

 

This chapter presents experiments conducted to validate the efficacy of the 

developed method. The experimental setup is described in Section 4-1. First, 

a surface-electrode ion trap is designed and fabricated. Then, laser modules 

are prepared to trap ionized atoms, while electronics are employed to generate 

the trapping potential. With this experimental apparatus, single 174Yb+ ions 

are trapped, and the trapping conditions are optimized. In Section 4-2, the 

methods to observe the secular frequency are explained, and the secular 

frequency is measured. The measurement results of the secular frequency at 

multiple ion positions are then analyzed. Furthermore, the developed method 

is experimentally evaluated by producing electric charges at a single location 

by shining a laser, and the resulting secular frequency shift is measured over 

time. In Section 4-3, the same experiment is repeated with the locations of 

laser irradiation changed, and the resulting secular frequency shift is obtained 
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at multiple ion positions. The location of produced charges is estimated from 

the measured secular frequency shift. The estimated location is compared 

with the location where the laser is irradiating in Section 4-4. 

 

4-1. Experimental Setup 

The ion-trap experiment basically requires an ion trap loaded in a vacuum 

chamber, a laser cooling system for ionized atoms, an electronic system to 

create the trapping potential, and an imaging system to detect the fluorescence 

emitted from trapped ions. A surface-electrode ion trap made of silicon and 

174Yb+ ions are selected for the experiment. Three different lasers with 

wavelengths of 369.5, 398.9, and 935.2 nm are used for cooling, ionization, 

and repumping of the ytterbium ions. A helical resonator and a digital-to-

analog converter (DAC) system are employed to deliver the RF voltage and 

DC potential, respectively. A commercial objective lens, a charge-coupled 

device (CCD), and a photomultiplier tube (PMT) are utilized to collect 

photons emitted from the trapped ions. 

 

4-1-1. Surface-Electrode Ion Trap 

In this experiment, a surface-electrode ion trap with aluminum copper alloy 

(AlCu) was used. The surface-electrode ion trap was fabricated on a silicon 
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substrate with a size of 6 mm × 6 mm. A pair of RF electrodes, a pair of 

inner DC electrodes, located between the two RF electrodes, and 32 pairs of 

outer DC electrodes were included in the surface-electrode ion trap to 

displace trapped ions in a direction parallel to the longitudinal direction of the 

RF electrodes. The dimensions of the electrodes were 80 μm for the width of 

the loading slot, 37 μm for the width of the inner DC, 75 μm for the width of 

the RF electrode, and 8 μm for the inter-electrode spacing so that the ions 

were trapped approximately 108 μm above the trap surface. The width of the 

segmented outer DC electrode was 70 μm, and all electrodes were placed on 

the same plane. All electrodes had an overhang structure with a length of 4 

μm to prevent exposure of the oxide pillar under the top electrode to trapped 

ions. To reduce the probability of laser scattering by minimizing the length of 

the laser path passing over the surface-electrode ion trap, the laser 

propagation paths were considered as shown in Beams 1 and 2 in Figure 4-1. 

In addition, as an additional laser propagation path, Beam 3 penetrating the 

slot was also designed. 
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Figure 4-1. A schematic of the surface-electrode ion trap used in the 

experiment, including its layout and dimensions [70, 104]. Beams 1, 2, and 3 

illustrate laser propagation paths. All values are given in micrometers. 
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The designed surface trap was implemented using the MEMS fabrication 

process. Figure 4-2 shows the fabrication flow chart of the surface-electrode 

ion trap. The most important process in all fabrication processes is cleaning. 

Thus, before beginning the fabrication process, cleaning with the Piranha 

solution was performed. The Piranha solution was prepared by mixing 

sulfuric acid and hydrogen peroxide in a ratio of 4:1, and a 4-inch (100) 

silicon wafer was immersed in the solution for 10 minutes. Thereafter, 

deionized (DI) water was applied to clean the wafer. The Si3N4 layers were 

deposited to a thickness of approximately 0.2 μm on both sides of the silicon 

substrate using a plasma-enhanced chemical vapor deposition (PECVD) 

process (Figure 4-2(a)). Then, approximately 1.6 μm of AlCu alloy (1 wt%) 

was constructed on the front surface using sputtering. The AlCu alloy was 

employed to prevent the formation of aluminum hillocks. After patterning the 

photoresist (PR) etch mask through conventional photolithography, the 1st 

AlCu layer was patterned through inductively coupled plasma (ICP) etching. 

Also, the Si3N4 layer under the AlCu layer was opened where the loading slot 

was created, by using a magnetically enhanced reactive ion etching (MERIE) 

process. The remaining PR etch mask after the etching process was removed 

with a PR stripper and a PR ashing process. 
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(a) Si3N4 and 1st AlCu patterning (b) SiO2 deposition & patterning 

  

(c) PI coating & CMP (d) 2nd AlCu patterning 

  

(e) Backside DRIE (f) PI removal & front side DRIE 

Figure 4-2. Fabrication flow chart of the surface-electrode ion trap [70, 104]. 

The gray, purple, orange, blue, and red regions indicate silicon, Si3N4, AlCu, 

SiO2, and PI, respectively. 
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A 10-μm thick SiO2 layer was deposited using the PECVD process (Figure 

4-2(b)). To compensate for the stress accumulated on the wafer, the thick SiO2 

layers were deposited on both sides like Si3N4 layers. Then, the 10-μm thick 

SiO2 layer on the back side was also patterned using the MERIE process. This 

thick SiO2 layer is used as an etch mask for the Bosch process to form the 

loading slot. The Si3N4 layer under the etched SiO2 layer was also removed 

in this process. The SiO2 layer on the front side was then etched using the 

MERIE process after going through PR patterning. In this process, the 

selectivity of SiO2/PR was important. The typical selectivity of SiO2/PR is 

1.5~3:1. When the PR is thick, the etch profile (how vertical the oxide pillar 

is) typically becomes low. Conversely, when the PR is thin, the etch profile is 

improved; however, there is a potential risk of damaging the layer that needs 

to be protected during the etching process. Fortunately, our MERIE machine 

had a selectivity of nearly 5:1, and therefore approximately 2.8-μm thick PR 

was used to etch the 10-μm thick SiO2 layer. Note that the thickness of PR 

was measured using an alpha step machine after patterning the PR. 

After etching the 10-μm thick SiO2 layer on the front side, the PR strip 

process was carried out, and then polyimide (PI) is spin-coated on the front 

side (Figure 4-2(c)). Since at least a 10-μm thick PI layer was required to 

cover the etched oxide pillar, a PI-540 was employed. To prevent the 

formation of voids during the curing of PI, after spin-coating of PI, the curing 
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process was performed as follows: (1) 110˚C on a hot plate for 15 minutes, 

(2) 150˚C on the hot plate for 15 minutes, and then (3) 300˚C on the hot plate 

for 90 minutes. The dehydrated PI layer was planarized by a chemical 

mechanical polishing (CMP) process. After the CMP process, cleaning was 

performed using DI water for over 30 minutes. Note that organic solvents, 

such as acetone, can dissolve the PI, and therefore it must be careful in using 

organic solvents in this cleaning process. 

The 2nd AlCu layer to be used as top electrodes was sputtered on the flat 

layer (Figure 4-2(d)). The thickness of the AlCu layer was approximately 1.6 

μm. The PR patterning and ICP etching processes were applied to pattern the 

2nd AlCu layer. The exposed silicon substrate was etched from the back side 

using the Bosch process (Figure 4-2(e)). In this process, the uniformity of the 

Bosch process in our machine was low, and therefore a fabrication margin of 

approximately 50 μm was left without forming the slot at once. The remaining 

PI was removed by a boiled PR stripper (Baker PRS-2000), and the Bosch 

process was carried out again from the front side of the substrate (Figure 4-

2(f)). Scanning electron microscope (SEM) images of the fabricated surface-

electrode ion trap are shown in Figure 4-3. 
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(a) 

 

(b) 

Figure 4-3. The SEM images of the fabricated surface-electrode ion trap [70, 

104]. (a) A large area view at low magnification. (b) A magnified view around 

the trap center. 
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The electric connection of the fabricated surface-electrode ion trap was 

tested, and no issues were found. Next, as shown in Figure 4-4, the surface-

electrode ion trap was mounted on a ceramic pin grid array (CPGA) and wire-

bonded, with silicon spacers placed beneath the trap to enable laser 

propagation parallel to the trap surface. Single-layer capacitors of 820 pF 

were connected to all DC electrodes to prevent RF coupling. The capacitors 

were glued on the outside of the CPGA using a conductive epoxy (Epotek 

H21D) and annealed at 180˚C on a hot plate. To ensure an unobstructed laser 

propagation path through the slot, a hole was drilled in the center of the CPGA. 

 

 

Figure 4-4. An optical view of the fabricated surface-electrode ion trap on the 

CPGA package [68, 104]. Single-layer capacitors are glued on the outside of 

the CPGA, and all electrodes and capacitors are wire-bonded. 
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The assembled surface-electrode trap was installed in a vacuum chamber, 

as shown in Figure 4-5. The vacuum was held while baking the system at 

approximately 200˚C to remove any outgassing issues and then stored at room 

temperature. The final vacuum inside the chamber was estimated to be less 

than 2.0× 10−11 Torr. To enhance the collection of photons emitted from 

trapped ions, a recessed viewport was installed on the front of the chamber so 

that the objective lens could be brought closer to the trap surface. Additionally, 

a ground shield was added to prevent the charging of the trap surface due to 

ambient light. The ion pump was left connected to continually maintain the 

vacuum inside the chamber, and the ion gauge was also left connected to 

continuously monitor the vacuum level inside the chamber. 

 



 

 62 

 

Figure 4-5. A picture of the surface-electrode ion trap mounted inside the 

vacuum chamber [105]. 

 

4-1-2. Lasers 

The 369.5-nm, 398.9-nm, and 935.2-nm lasers were prepared to trap 174Yb+ 

ions. The 369.5- and 398.9-nm lasers were purchased from Moglab, while the 

935.2-nm laser was from Toptica, and all lasers were modularized. To set up 

the 369.5 nm, an optical breadboard of 450 mm × 450 mm was used, as 

depicted in Figure 4-6. Electro-optics modulators (EOM) and an acoustic 

optics modulator (AOM) were installed to modulate and turn on and off the 

369.5-nm laser. The threshold current and beam shape of the laser were 

measured after mounting the laser head to the edge of the breadboard. The 
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threshold current is the value at which lasing starts and is the point at which 

flashing occurs when the output laser is reflected on a fluorescent paper. 

Additionally, the point at which the laser output becomes 1 mW is also 

considered a threshold when measuring the laser output with an optical power 

meter. The output beam shape was monitored using a beam profiler. To 

modify the elliptical beam shape of the 369.5-nm laser into a circular shape 

and minimize losses in both the optical isolator and fiber coupling, a pair of 

cylindrical lenses were placed between the laser head and the optical isolator. 
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Figure 4-6. A picture of the 369.5-nm laser module. The blue and orange lines 

indicate the main laser path and the path for reading the laser frequency. 

 

The laser delivered in a circular shape was aligned to pass through the 

optical isolator. According to the principle of the Faraday mirror, the optical 

isolator used polarization to prevent the light from traveling backward when 

the transmitted light was reflected. The beam power decreased to 

approximately 80% after passing through the optical isolator. Then, the laser 

passed through the half-wave plate (HWP) and then through the polarized 

beam splitter (PBS), dividing the laser path into two branches so that some 

were reflected and the others were passed. The dividing ratio could be 
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controlled by the HWP, and the light reflected from the PBS was 

approximately 5% of the incident laser. After fiber coupling the reflected laser, 

it was sent to a wavelength meter and used to read the laser frequency. The 

laser transmitted in the PBS passed through the quarter-wave plate (QWP) 

and HWP, and then through a 2.1-GHz EOM and a 7.4-GHz EOM. If only the 

polarization was well matched, the loss was less than 10% in the 2.1-GHz 

EOM, however, the power loss reached almost 50% in the 7.4-GHz EOM. 

When passing through the EOMs, it was advantageous to transmit a small 

beam size because the aperture of the EOM was as small as 1 mm. However 

in the AOM, since diffraction occurred well when the beam size was as large 

as 3 mm, a pair of plano-convex lenses was used, and then the beam size was 

increased by approximately 3 times. 

An additional PBS was utilized to separate the fiber coupling area from the 

double pass area. An HWP was placed in front of the PBS so that the laser 

incident on the PBS could be transmitted as much as possible and then passed 

through the AOM with maximum efficiency. Since the diffraction efficiency 

of the AOM was polarization-dependent, the polarization of the incident laser 

was crucial. However, the polarization state was not heavily considered in this 

laser module because the polarization returned in an inverted state after 

passing through the AOM and then passing again in the reverse direction. 

Fortunately, the diffraction ratio of the laser incident to the AOM was above 
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50% since the polarization state was maintained vertically while passing 

through the PBS. The first-order diffractive laser could be used for switching, 

and therefore only the 200-MHz shifted laser in the AOM could utilize this 

function. The zeroth-order laser was clipped with an iris, and only the first-

order laser was reflected by the mirror and passed through the AOM again. 

As a result, the 400-MHz red-detuned laser was passed through the QWP 

again and reflected from the PBS. The reflected laser was fiber-coupled with 

an efficiency of approximately 40%. Therefore, the laser output from the laser 

head of approximately 10 mW was fiber-coupled up to approximately 100 

μW, and the laser power delivered to the ions could be adjusted based on the 

power input to the AOM. 

The 398.9-nm laser was designed simpler than the 369.5-nm laser because 

the installation of EOM and AOM was not required, as shown in Figure 4-7. 

As in the previous procedure, the output laser from the laser head passed 

through the optical isolator and then was delivered to a beam splitter. A 

window without AR coating was used, and two beams reflected from the front 

and back sides of the window were used for reading the laser frequency and 

charging experiments. A D-shaped mirror was placed in the middle of the path 

of the two beams to separate the two parallel beams. The main laser path 

transmitted in the window could be directly fiber-coupled and sent to the 

vacuum chamber. However, the 398.9-nm laser was used to ionize neutral Yb 
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atoms and did not need to be delivered while operating the ions. Thus, a flip 

mirror was installed in the middle of the laser path to share the 398.9-nm laser 

with another chamber. It was designed to select which chamber to ionize 

neutral Yb atoms according to the state of the flip mirror. 

 

 

Figure 4-7. A picture of the modularized 398.9-nm laser. The blue and orange 

line shows the main laser path and the path for measuring the laser frequency. 

 

The 935.2-nm laser module was designed simpler than the 398.9-nm laser 

module. Since this laser was delivered after passing through the optical 
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isolator inside the laser head, the output laser coming from the laser head was 

immediately divided into two branches using a beam splitter. One path 

entered the wavelength meter after fiber coupling, and the other path was 

delivered to the vacuum chamber. Since the 935.2-nm laser had sufficient 

power, the frequency was mixed using two EOMs. The 320.57197 THz for 

174Yb+ and 320.56925 THz for 171Yb+ had a difference of 2.72 GHz, an EOM 

to transmit both frequencies simultaneously, and the other EOM was used as 

a phase modulator for 171Yb+. 

 

4-1-3. Electronics 

The resonant frequency of the helical resonator was measured using a 

spectrum analyzer, as shown in Figure 4-8. When the network analyzer 

scanned a wide range of frequencies, the resonant of the helical resonator was 

confirmed to be approximately 32.38 MHz using the S11 measurement that 

read the reflected waveform. The cavity length with the largest Q factor was 

found by adjusting the position and rotation of the end cap. 

The RF voltage applied to the ion trap was transferred, as shown in Figure 

4-9. Two signal generators (SRS SG384) were employed to both apply an RF 

drive voltage and modulate the amplitude of the RF voltage. A power 

splitter/combiner was used to combine two RF signals of different frequencies. 
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The combined RF signal was transferred to an RF amplifier with an 

amplification ratio of 36 dB. The amplified RF signal arrived at a bi-

directional coupler, which could show a reflected RF signal with a reduced 

ratio of approximately -20 dB. The forward RF signal was transferred to the 

RF electrode of the surface-electrode ion trap through the helical resonator. 

 

 

Figure 4-8. The measurement result of the resonant frequency of the helical 

resonator. The yellow line shows the measurement result, and the downward 

peak indicates the resonant frequency. 
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Figure 4-9. A diagram of RF voltage flow from the two signal generators to 

the ion trap. 

 

  One of the methods commonly used to measure the secular frequency of 

trapped ions is the parametric excitation method [106]. This method involves 

measuring the secular frequency by amplitude modulation of the drive RF 

voltage and observing that the secular motion of ions increases when the 

modulation frequency is equal to the secular frequency. Two RF signals of 

two different frequencies were combined for amplitude modulation. A similar 

effect could be achieved by using a frequency mixer to create a sideband, as 

shown in Figure 4-10. The method of measuring the secular frequency using 

the amplitude modulation of the RF voltage has the disadvantage that it is 

difficult to observe the secular frequency in the direction parallel to the RF 

electrode since an electric field cannot be applied in the direction parallel to 

the RF electrode. 
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Figure 4-10. The sideband measurement result of the drive RF voltage. 

 

The DC voltages were applied by using a DAC board. By using computer 

communication, DC voltages in the range of ± 15 VDC could be 

simultaneously applied to the DC electrodes of the surface trap inside the 

chamber via four feed-throughs located at the rear of the chamber, as shown 

in Figure 4-11. In the beginning, a 16-ch DAC was used, but later it was 

replaced with a 32-ch DAC. When the 16-ch DAC was used, 2 channels were 

used for inner DCs, and the remaining 14 channels were used for outer DC 

electrodes. On the other hand, when the 32-ch DAC was used, 2 channels 

were used for inner DCs, and the remaining 30 channels were used for outer 

DC electrodes. 
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One of the outer DC electrodes did not have a filter, and therefore an RF 

signal could be applied to the outer DC electrode. This made the RF tickle 

could be performed through the DC electrode. This RF signal could affect the 

trapped ion in three directions so that the secular frequency could be measured 

in all directions. However, at the same time, it might distort the trapping 

potential. Thus, the secular frequency measured through the RF tickle method 

was a distorted value and varied depending on the magnitude of the applied 

voltage. When measuring the secular frequency using this RF tickle in our 

surface-electrode ion trap, a result shifted by approximately 10 kHz compared 

to the measurement using the parametric excitation method was obtained. 

 

 

Figure 4-11. A picture of feed-through [105]. Four D-sub cables are connected 

to the chamber. 
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4-1-4. Imaging System 

To collect photons emitted from trapped ions, an objective lens (imaging 

lens), a CCD, and a PMT were installed, as shown in Figure 4-12. A 

commercial lens (Photongears 15470) with a numerical aperture of 0.6 was 

used as the objective lens, Thorlabs’ 1501M was used as the CCD, and 

H10682-210 manufactured by Hamamatsu was employed as the PMT. Since 

the focal length of the objective lens was a fixed value, the position of the 

lens was adjusted using a 3-axis micro-positioner. The laser was intentionally 

irradiated to the trap surface to cause light scattering on the trap surface, and 

the lens position was roughly adjusted using the image of the scattered light. 

Then, the exact position was adjusted in the stage of trapping ions. 

 

 

Figure 4-12. A schematic of the imaging system. The blue dash shows the 

propagation of the fluorescence emitted from trapped ions. 
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The CCD and PMT were also aligned using 3-axis micro-positioners to 

adjust their positions. Since the CCD has a photodetector approximately 18 

mm inside the camera entrance, the CCD was installed at a distance where 

the fluorescence emitted from trapped ions forms an image. Since Yb+ ions 

were used, a 370 nm band-pass filter (BPF) was installed in front of the CCD. 

In addition, a 650 nm low-pass filter was also fixed at the entrance of the CCD 

to block infrared rays delivered from fluorescent lamps. A pinhole was 

installed in front of the PMT to prevent errors caused by the ambient light. 

The 370 nm BPF was also installed in front of the PMT in the same regard. 

A flip mount and a mirror with a diameter of 1 inch were used to switch the 

path of the light emitted from trapped ions to either the CCD or the PMT. The 

clear aperture of the 1-inch mirror was approximately 21.4 mm, and therefore 

the mirror was aligned approximately 82 mm in front of the CCD so that most 

light emitted from trapped ions could be reflected from the mirror. A similar 

effect could be achieved using a dichroic mirror. 

 

4-1-5. Charging Laser System 

To implement the charging phenomenon by shining the laser in the 

direction perpendicular to the surface-electrode ion trap, the fiber-coupled 

light from the 398.9-nm laser module was transmitted, as shown in Figure 4-
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13. The 398.9-nm laser was delivered from a collimator, and a D-shaped 

mirror was positioned between the objective lens and the CCD to transfer the 

charging laser into the vacuum chamber. Since the objective lens was adjusted 

to the light emitted from the ions in the 369.5 nm wavelength, a lens was 

added between the collimator and the D-shaped mirror so that the 398.9-nm 

laser could be focused on the trap surface. The size of the laser spot formed 

on the trap surface was adjusted by changing the lens position in a direction 

parallel to the laser propagation path. In addition, the lens position was also 

moved on a plane perpendicular to the laser path to irradiate a desired location 

on the trap surface with the laser. The CCD image of the trap surface taken 

under laser irradiation was shown in Figure 4-14. 

 

Figure 4-13. A schematic of the charging system. The black arrow shows the 

path for irradiating the laser onto the surface-electrode ion trap, and the blue 

dashes indicate the optical paths of the fluorescence emitted from the ion. 
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Figure 4-14. A CCD image of the trap surface and the charging laser spot. The 

green dot indicates a single trapped ion at the trap center. 

 

4-1-6. Trapping Ions 

The overall experimental apparatus is shown in Figure 4-15. Laser incident 

modules were located on both sides of the surface-electrode ion trap mounted 

in the vacuum chamber, and the 369.5-nm laser and the 398.9/935.2-nm lasers 

were delivered alternately in opposite directions. The helical resonator was 

attached to one side of the chamber, and four 25-pin D-sub cables were 

connected to the rear of the chamber. The objective lens was aligned in front 

of the vacuum chamber, and the CCD, PMT, and flip mirror were positioned 

according to the focal length of the lens. 
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Figure 4-15. A picture of the overall experimental apparatus. Laser incident 

modules, the helical resonator, and the imaging system are located around the 

vacuum chamber. 

 

Before trapping Yb+ ions, the fluorescence of Yb neutral atoms was 

observed using the 398.9-nm laser. The accuracy of the frequency displayed 

on the wavelength meter was also evaluated with the fluorescence test 

because the frequency at which Yb atoms are excited is an absolute value. To 

perform the test, the 370 nm BPF of the CCD was replaced with a 398.9 nm 

BPF, and the objective lens and CCD were moved in a direction parallel to 

the optical axis to account for the difference in focal length between 369.5 nm 
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and 398.9 nm. After aligning the delivery path of the 398.9-nm laser parallel 

to the surface trap, the position of the lens for the incident laser was adjusted 

so that the laser was delivered to the expected ion position. To prevent optical 

aberration, the laser was allowed to pass through the center of the plano-

convex lens. The frequency of the 398.9-nm laser was set to 751.5265 THz to 

match the 1S0-
1P1 transition of the 174Yb atom, and the mode-hop free range 

of the 398.9-nm laser was prepared at approximately 5 GHz. A Yb natural 

oven containing various Yb isotopes was heated by delivering a current of 

0.85 A to the tantalum foil surrounding the oven. The 398.9-nm laser 

frequency was changed by 50 MHz, and the number of photons counted in 

the CCD was plotted, as shown in Figure 4-16. The range of scanned 

frequencies was from 751.5255 to 751.5280 THz, and the number of collected 

photons was normalized based on the maximum value. The fluorescence of 

Yb neutral atoms is well-known, it was compared with theoretical values. 
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Figure 4-16. The fluorescence of Yb isotopes as a function of the detuning 

from 751.5265 THz. 

 

The peak observed at the point where the detuning (Δ) was −600 MHz 

was the peak of 176Yb atoms. On the other hand, the peak observed at the 

point where Δ = −50 MHz was the peak of 174Yb atoms, and according to 

this result, the frequency of the 398.9-nm laser for ionizing 174Yb atoms was 

determined to be 751.52645 THz. Additionally, the peak shown at the point 

of Δ = +500 MHz was the peak of 172Yb and 173Yb atoms, the peak near 

Δ = +750 MHz was caused by 171Yb (F=3/2) atoms, and the peak near Δ =

+1100 MHz was due to both 171Yb (F=1/2) and 170Yb atoms. 
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The key step for trapping ions was to precisely align the laser propagation 

path. To achieve this, the fluorescence of Yb neutral atoms was used to 

confirm the 398.9-nm laser path, and subsequently, the 935.2-nm laser and 

369.5-nm laser paths were adjusted to the 398.9-nm laser path. As the 935.2-

nm laser was transmitted alongside the 398.9-nm laser, a temporary mirror 

was placed in front of the chamber to reflect both lasers. The mirror alignment 

of the 935.2-nm laser was adjusted so that the two reflected lasers overlapped 

each other. Similarly, the 369.5-nm laser was adjusted to coincide with the 

398.9-nm laser at the two points, in front of the 369.5-nm laser collimator and 

the 398.9-nm laser collimator, to achieve an overlapping laser path. Since it 

was unknown whether the alignment was uncertain during the first attempt to 

trap ions, the laser focus was adjusted to obtain a beam size of approximately 

200 μm at the expected trap center. The 369.5-nm and 935.2-nm lasers had 

frequencies of 811.29140 THz for the 369.5-nm laser and 320.57197 THz, 

respectively. 

Connecting the helical resonator to the trap and connecting other RF 

equipment could change the impedance, and therefore the cavity length of the 

helical resonator needed to be slightly adjusted. To this end, while applying a 

weak RF voltage, the cavity length of the helical resonator was adjusted until 

the intensity of the reflected RF signal became the smallest as shown in Figure 

4-17. In this process, the RF drive frequency was also changed in units of 1 
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kHz. In our setup, the strength of the reflected RF signal was reduced to the 

same level as the noise signal of the oscilloscope. To provide sufficient trap 

depth at the trap center, approximately 180 VRF was applied. 

 

 

Figure 4-17. The real-time measurement of forward and reflected RF voltages 

at the bi-directional coupler. 

 

When trapping ions for the first time, a potential well in the axial direction 

was formed using a pair of inner DC electrodes and 6 pairs of outer DC 

electrodes. Two outer DCs were bundled and a DC voltage of the same 

magnitude was applied, and Yb+ ions were trapped by applying negative 

voltages to the inner two pairs of DC electrodes and positive voltages to the 
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outer four pairs of DC electrodes. 

To monitor the ions, the objective lens and CCD were focused on the trap 

surface. Then, the objective lens and CCD were moved by the ion height 

calculated in the simulation (approximately 108 μm). Even when the position 

of the ion was focused, the light emitted from the ion was weak and the ion 

might not be visible on the CCD image, therefore the trapping process was 

carried out with sufficient gain on the CCD. 

When trapping ions for the first time, it was important to how much current 

was applied to the natural Yb oven. When a large current was applied to the 

oven, too much Yb neutral atomic flux was released, forming an ion cloud at 

the trap center, and the ion cloud was imaged blurry, making it difficult to 

identify whether the ion was trapped. Thus, to release the minimum flux of 

neutral atoms, trapping the ion was attempted in the state of flowing only 0.7 

A, lower than the previous oven test. However, the alignment of the imaging 

system was not perfect, so even if the ion was trapped, it was not recognized. 

Therefore, as shown in Figure 4-18 (a), a large number of ions were trapped 

and an ion cloud was monitored. Then, after adjusting the alignment of the 

imaging system, a single ion was trapped while flowing only 0.68 A into the 

natural oven, as shown in Figure 4-18 (b). 
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(a) (b) 

Figure 4-18. The CCD images of trapped ions. (a) An image of the ion cloud. 

(b) An image of the single trapped ion. 

 

The PMT alignment was performed with the single trapped 174Yb+. Before 

that, the trap surface was first scanned in two dimensions to roughly align the 

PMT to the trap center. Then, while trapping the single ion, the PMT stage 

was scanned in 3 axes to find the ion position. In this process, to distinguish 

the fluorescence of the ion from the incoming light reflected from the trap 

surface, it was checked whether the signal from the PMT fell when blocking 

the transmission of the 935.2-nm laser. Note that the number of photons 

collected by the PMT decreases when the 935.2-nm laser was blocked since 

the repumping process was not performed. A 500-μm pinhole was used in the 

beginning, and then the size of the pinhole was reduced to block the 
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background scattering signal. The size of the pinhole was reduced up to 50-

μ m, however, the alignment of the imaging system was not perfect in the 

beginning, and the light emitted from trapped ions could not converge at one 

point, and the image spread. Thus, the PMT alignment was completed using 

a 100-μm pinhole. 

 

4-1-7. Trap Optimization 

For the initial stage to optimize the trapping condition, the focus of incident 

lasers was optimized. The laser incident module was adjusted so that a beam 

waist was located at the ion position. If the laser was not focused near the ion 

position, the laser diverges and then laser scattering could occur on the trap 

surface, which could cause a charging effect. Thus, conditions were found for 

a laser path capable of trapping and cooling the ions with low laser power 

while minimizing the laser’s contact with the trap surface. 

A high RF voltage can cause the breakdown and kill the ion trap. Thus, a 

low RF voltage capable of trapping ions and holding the ions was investigated. 

To this end, the magnitude of the RF drive voltage applied in the state of 

trapping the ions was lowered by approximately 10 VRF. In this process, the 

magnitude of the lowest RF voltage at which ions were lost was found. A low 

RF voltage can prevent the risk of breakdown, however, the ions can easily 
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dissipate. Consequently, approximately 180 VRF was determined as the RF 

drive voltage. 

The aberration caused by the misalignment of the imaging system was 

corrected. When monitoring the ion image without adjusting the alignment of 

the imaging system, the ion image was displayed in the form of a long line, 

as shown in Figure 4-19(a). This was a phenomenon that occurred because 

the height of the objective lens did not match the ion position [75], and 

therefore the height of the objective lens was adjusted to make the ion image 

look circular. In this process, not only the height of the objective lens but also 

the height control of the CCD was important. Thus, the height of the CCD 

was also adjusted, and as a result, the ion image was obtained in a circular 

shape, as shown in Figure 4-19(b). To align in detail, the tilt error of the 

objective lens and CCD must also be corrected, however, due to the absence 

of a stage capable of correcting tilt error, aberration correction was performed 

only with a 3-axis micro-positioner.  
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(a) (b) 

Figure 4-19. Ion images monitored at CCD. (a) A line-shaped ion image due 

to height mismatch between the ion position and the objective lens. (b) A 

circular image monitored after correcting the height error. 

 

The micromotion of ions due to the mismatch between the RF null and DC 

potential minimum was compensated for. Although the DC voltage set 

corresponding to the RF null was calculated in the simulation, the 

micromotion could occur due to simulation errors and microfabrication errors. 

There are various methods to compensate for the micromotion as follows: 

– Lineshape measurement method 

– Analysis of ion position change while varying the drive RF voltage 

– Photon-RF phase correlation method 

– Parametric excitation method 
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– Sideband spectroscopy method 

First of all, the line-shape measurement was performed [107]. The lineshape 

measurement checks the cooling efficiency of trapped ions as a function of 

the detuning of the cooling laser. When the micromotion of trapped ions is 

severe, a broad plot is shown. In our setup, based on the resonant frequency 

of 811.291520 THz, the number of photons emitted from the trapped ion was 

counted from −80 MHz detuning. The interval between the detuning was 10 

MHz in the range from −80 to −50 MHz and 5 MHz in the range from −50 to 

−5 MHz. As shown in Figure 4-20, when the detuning was large, the number 

of collected photons was at the level of 20 kHz. As the detuning decreased, 

the number of photons counted by the PMT increased, and a Lorentzian 

lineshape was observed. This indicated that the micromotion of trapped ions 

in our surface trap was not severe [107]. 
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Figure 4-20. A lineshape measurement result. The detuning indicates the 

difference from the resonant frequency of cooling 174Yb+ ions. 

 

Next, the agreement between the RF null and the minimum point of the DC 

potential was investigated while varying the magnitude of the drive RF 

voltage [108]. When the RF null does not coincide with the DC potential 

minimum, the ion position changes when the RF voltage is changed. As a 

result of experimentation in our surface trap, when the RF voltage was 

adjusted from approximately 130 to 190 VRF, the ion position changed little 

by little. The DC voltage set was adjusted so that the ion position would not 

change even if the magnitude of the RF voltage was changed, but it was not 

possible to establish a condition in which the ion position did not change 
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completely. 

The micromotion was also canceled using the photon-RF phase correlation 

method [109]. This method predicts the size of the micromotion by checking 

if there is a correlation when comparing one cycle of the RF voltage and the 

change in the number of photons emitted from trapped ions. When the 

correlation was first measured, the sinusoidal shape result was observed as 

shown in Figure 4-21(a). The correlation measurement was repeated by 

adjusting the DC voltages, and finally, a flat plot result was observed as shown 

in Figure 4-21(b). The disadvantage of this method is that the micromotion of 

trapped ions can be analyzed only in the direction in which the laser is 

delivered. Thus, it is typically difficult to identify the micromotion in the 

direction perpendicular to the surface trap using the photon-RF phase 

correlation method. 
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                              (a) 

          

                              (b) 

Figure 4-21. Measurement results of photon-RF phase correlation. (a) The 

measurement result before adjusting the DC voltages. (b) The measurement 

result after compensating for the micromotion. 
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The parametric excitation method is a method of inferring the micromotion 

of trapped ions through the size of the peak representing the secular frequency. 

The peak size must be compared while maintaining the magnitude of the 

modulation signal. It was considered that the micromotion was sufficiently 

canceled in the previous processes. However, as the magnitude of the 

modulation signal increased, a peak representing the secular frequency could 

be observed. 

The resolved-sideband spectroscopy method analyzes the secular 

frequency of trapped ions and the size of micromotion by adjusting the size 

of the sideband compared to the carrier frequency of the laser [110]. When 

the micromotion exists, the peak of the micromotion coupled with the secular 

motion is observed at a frequency other than the secular frequency, and the 

magnitude of the micromotion can be inferred through the peak size. In my 

experimental setup, the above method could not proceed due to the absence 

of experimental apparatus capable of creating sidebands at the level of 

hundreds of kHz. 

 

4-2. Secular Frequency Measurement 

After performing micromotion compensation, the secular frequency was 

measured using the parametric excitation method. In principle, the secular 
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frequency in the axial direction cannot be observed because it uses the 

amplitude modulation of the RF voltage. However, in our surface-electrode 

ion trap, I was able to observe the secular frequency in the axial direction. 

This may have arisen from the asymmetric geometry of the RF electrode [69] 

or unexpected coupling between the RF electrode and a segmented DC 

electrode. Since the DC voltages were applied asymmetrically with respect to 

the 𝑧-axis, the secular frequency in the 𝑥′ and 𝑦′ directions was measured 

in the radial plane. Although two radial secular frequencies were obtained, it 

was difficult to determine which secular frequency corresponded to each 

direction. The measured secular frequencies using the parametric excitation 

were approximately 2π × (820,960,270) kHz. 

The CCD can also be utilized to observe the secular frequency. When the 

trapped ion does not experience the signal of both the same frequency as the 

secular frequency and the same direction of the secular motion, the ion image 

in the CCD appears as shown in Figure 4-22(a). Conversely, when a signal 

with a frequency corresponding to the secular frequency is applied in the same 

direction as the secular motion, the ion motion is enhanced, as shown in 

Figure 4-22(b). However, since the process of continuously acquiring images 

of trapped ions using the CCD necessitates a considerable amount of data, the 

PMT is used to observe the secular frequency in the following experiments. 
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(a) (b) 

Figure 4-22. Ion images monitored by the CCD during the secular frequency 

measurement. (a) The ion image when the ion does not feel the signal of the 

same frequency as the secular frequency. (b) The ion image when the ion feels 

the signal of the same frequency and the same direction of the ion’s secular 

motion. 

 

To experimentally determine whether laser-induced stray charges cause 

∆𝜔𝑧, the secular frequency is measured before and after irradiating the trap 

surface with the charging laser. The laser has a beam radius of 2 μm and a 

power of 20 μW. To measure the secular frequency once per minute, the 

modulation frequency interval is set to 0.1 kHz, and the scan range is set to 

10 kHz. The secular frequency is identified from the downward peak 

observed in the result of collecting the photons emitted from the trapped ion 



 

 94 

as a function of the modulation frequency. The blue, orange, and green lines 

in Figure 4-23 show the measurement results of secular frequency before and 

after shining the charging laser, and after charge dissipation, respectively. The 

measured frequencies before and after shining the laser, and after charge 

dissipation are 2𝜋 × (267.88, 273.44,267.75) kHz, respectively. The shift 

in the secular frequency is approximately 2𝜋 × 5.56  kHz after laser 

irradiation, indicating a negative sign of 𝑄 according to Eq. (2.7). 
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Figure 4-23. Collection results of photons emitted from the trapped ion as a 

function of the modulation frequency. The blue, orange, and green lines show 

the results before and after charging, and after charge dissipation, respectively. 

The downward peaks indicate the secular frequency. The observed frequency 

before charging is approximately 2𝜋 × 267.88 kHz, whereas the observed 

frequency after charging is approximately 2𝜋 × 273.44  kHz. The secular 

frequency returns close to its original value after the charge dissipates, which 

corresponds to 2𝜋 × 267.75 kHz. 

 

The secular frequency was measured over a 10-minute period, and the 

results are presented in Figure 4-24. The time axis indicates the time elapsed 

since the first secular frequency measurement. The measurement procedure 
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involved measuring the secular frequency with the charging laser turned off 

for the first 2 minutes, followed by observing the secular frequency for the 

next 5 minutes with the laser turned on. The laser was then turned off to 

dissipate the existing charge, and the secular frequency was measured again. 

The difference between the measured secular frequency before and after laser 

irradiation was used to estimate the effect of laser-induced stray charges, and 

the errors were calculated based on the standard deviation of the measured 

secular frequency after shining the laser. As shown in Figure 4-24, the 

measured secular frequency is uniform before the laser is turned on, 

indicating that the effects of other factors are negligible. Since the measured 

secular frequency at 3 minutes is almost uniform until 7 minutes, suggesting 

that the charge generation reaches saturation within 1 minute. Within 1 minute 

of blocking the laser irradiation, the secular frequency returns close to its 

original value. This finding is different from another study that reported time 

constants of t1=78 and t2=650 seconds using aluminum electrodes [88]. The 

398.9-nm laser used in this study may have a fast dissipation rate due to its 

low photon energy, which can lead to the photoelectrons being shallowly 

trapped in the native oxide layer. Alternatively, the native oxide layer in our 

surface-electrode ion trap may be thinner than that in the previous study. 
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Figure 4-24. The measurement result of secular frequency (𝜔𝑧) over time. The 

gray box indicates the time of irradiating the charging laser. The 𝜔𝑧  is 

uniform from 0 to 2 minutes and increases in the gray box. Afterward, 𝜔𝑧 

returns close to its original value when the laser is turned off again. 

 

4-3. Location Estimation of Laser-Induced Charge 

The procedure for obtaining ∆𝜔𝑧  is as follows: 𝑧𝑖𝑜𝑛  is changed by 

approximately 20 μm, and CCD images are used to estimate the distance over 

which the ion position changes. For each ion position, the initial secular 

frequency is measured, followed by shining the charging laser and measuring 

the secular frequency shift. The measured ∆𝜔𝑧  is shown in Figure 4-25, 

where the largest value of approximately 2π × 6.52 kHz is observed near 
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𝑧𝑖𝑜𝑛 = −20  μm, and the value decreases as 𝑧𝑖𝑜𝑛  moves away from this 

point. The ∆𝜔𝑧  as a function of 𝑧𝑖𝑜𝑛  is curve-fitted, where only 𝑧𝑖𝑜𝑛 

changes, and 𝑥𝑖𝑜𝑛 and 𝑦𝑖𝑜𝑛 are set to zero in Eq. (2.10). To account for the 

possibility of stray charges occurring at multiple locations, the curve fitting is 

performed for 𝑛 from 1 to 3 in Eq. (2.10). The curve fitting results in only 

one set of |𝑥𝑞|  and 𝑧𝑞 , which is uniform regardless of 𝑛 . However, the 

estimated amount of charge decreases as 𝑛  increases, suggesting that the 

number of charge locations is one. The |𝑥𝑞|  and 𝑧𝑞  are estimated to be 

47±26 µm and −25±11 μm, and 𝑄  is obtained as −277±64𝑒 . Notably, 

analyzing ∆𝜔𝑧  as a function of 𝑧𝑖𝑜𝑛  using Eq. (2.10) can only yield the 

magnitude of 𝑥𝑞. 
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Figure 4-25. The Measurement result of ∆𝜔𝑧 as a function of 𝑧𝑖𝑜𝑛. Based 

on the measurement result, the estimated |𝑥𝑞|, 𝑧𝑞, and 𝑄 are 47 μm, −25 

μm, and −277𝑒, respectively. 

 

To determine the sign of 𝑥𝑞 , ∆𝜔𝑧  is observed while varying 𝑥𝑖𝑜𝑛  by 

approximately 1.7 μm within the range from −5 to +5 µm. It must be noted 

that the micromotion of the trapped ion becomes severe when the ion moves 

away more than 5 µm in the 𝑥 -axis, and therefore the change in 𝑥𝑖𝑜𝑛  is 

limited to within 5 µm. As shown by blue dots in Figure 4-26, the measured 

∆𝜔𝑧 is the largest near 𝑥𝑖𝑜𝑛 = −5 µm, and gradually decreases along 𝑥𝑖𝑜𝑛 

moves away from −5 μm. The orange line in Figure 4-26 represents the 

calculation result using Eq. (2.10), where 𝑦𝑖𝑜𝑛 and 𝑧𝑖𝑜𝑛 are set to zero, and 
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the value of 𝑥𝑞, 𝑧𝑞, and 𝑄 are assumed to be −47 µm, −25 µm, and −277𝑒, 

respectively, based on the estimated results of ∆𝜔𝑧  as a function of 𝑧𝑖𝑜𝑛 . 

The sign of 𝑥𝑞  is inferred to be negative (−) because the measured ∆𝜔𝑧 

decreases as 𝑥𝑖𝑜𝑛 increases, and the plot of measured ∆𝜔𝑧 is similar to the 

calculated ∆𝜔𝑧. It must be noted that if the sign of 𝑥𝑞 is opposite, the plot 

will be flipped over the 𝑦-axis. 
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Figure 4-26. Measurement and calculation results of ∆𝜔𝑧 as a function of 

𝑥𝑖𝑜𝑛 . The blue dots and the orange line show the measured result and the 

calculated result of Eq. (2.10), respectively. The interval between blue dots is 

approximately 1.7 μm, and the measurement is performed in the range from 

−5 to +5 μm in the 𝑥-axis. The orange line is drawn using the |𝑥𝑞|, 𝑧𝑞, and 

𝑄 estimated at (a). Since the measured ∆𝜔𝑧 decreases along 𝑥𝑖𝑜𝑛, the sign 

of 𝑥𝑞 is inferred to (−). The inset shows the magnified plot in the range from 

−6 to +6 μm. Error bars indicate standard deviations. 

 

4-4. Location Analyses of Laser-Induced Charges 

The estimated location of the produced charge is compared to the region 



 

 102 

where the laser is irradiating. Figure 4-27 shows a CCD image of the surface-

electrode ion trap and laser irradiation regions. The laser irradiation regions 

are identified from the laser spot that appears on the trap surface when the 

charging laser is blocked or not. Marks 1, 2, and 3 indicate the regions where 

the laser spot is observed. Among the marks, Mark 1 is the region where the 

above experiment is performed, and the coordinates are 𝑥 = −51 ± 6 μm 

and 𝑧 = −23 ± 5 μm compared to the initial ion position indicated by the 

green dot in Figure 4-27. The uncertainty represents the covariance of the 

laser spot image in the Gaussian fitting. The result shows that the estimated 

coordinates of the produced charge are consistent with the coordinates of the 

laser irradiation region within the margin of error. The same experiments are 

repeated twice more by changing the laser irradiation region. The 

investigation is repeated while shining the charging laser on Marks 2 and 3 in 

Figure 4-27, and the corresponding results are summarized as Cases 2 and 3 

in Table 4-1. The sign of 𝑧𝑞 in Case 2 and 𝑥𝑞 in Case 3 is intentionally set 

to be opposite compared with Case 1 to validate that the sign of coordinates 

can be correctly identified. When Case 1 and Case 2 are compared, the sign 

can be distinguished even when the sign of 𝑧𝑞 is opposite, and the magnitude 

of 𝑧𝑞 can also be correctly estimated within the margin of error. Comparing 

Case 1 and Case 3, it is correctly distinguished that the sign of 𝑥𝑞 is opposite. 
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The magnitude of 𝑥𝑞 is also correctly estimated within the margin of error. 

Note that the accuracy of estimated amounts cannot be analyzed, since 

theoretical indicators that can compare the amount of produced charges do 

not exist. 

 

 

Figure 4-27. A CCD image of the surface-electrode ion trap in the vicinity of 

the trapped ion. The green dot indicates the initial ion position, and Marks 1, 

2, and 3 show laser irradiation regions. 
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Table 4-1. Estimated values from the measured Δωz and the coordinates of 

laser irradiation regions. Cases 1, 2, and 3 indicate the results when the laser 

irradiates Marks 1, 2, and 3 in Figure 4-27, respectively. Estimated values 

indicate the estimated results in the curve fitting, and the actual values mean 

the identified coordinates of laser irradiation regions. The actual amount of 

produced charges cannot be obtained, and therefore the actual 𝑄  are 

presented as (–). The unit of 𝑥𝑞 and 𝑧𝑞 is µm, and the unit of 𝑄 is 𝑒. 

 Estimated values Actual values 

 𝑥𝑞  𝑧𝑞 𝑄 𝑥𝑞  𝑧𝑞 𝑄 

Case 1 −47±26 −25±11 −277±64 −51±6 −23±5 – 

Case 2 −66±31 47±18 −489±78 −54±3 49±3 – 

Case 3 51±14 −4±9 −86±2 59±3 −5±3 – 

 

  The above experiment was performed only for the situation where the laser 

was irradiated at a single point. I attempted to perform experiments by shining 

the laser at multiple points simultaneously. However, it was challenging to 

generate charges at multiple locations at the measurable level to the trapped 

ion. For example, to simultaneously irradiate two points of the trap surface 

with the laser, one laser source may be divided into two branches and the two 

laser paths may be delivered individually. To divide one laser source into two 

paths, there is a method using an AR-uncoated window and a method using a 

beam splitter. A schematic of the laser path into two branches using a window 

is shown in Figure 4-28(a). A plano-convex lens was aligned on the laser path 
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so that the laser from the collimator was focused on the trap surface. Then, 

using a 5-mm thick AR uncoated window, the laser was reflected once from 

the front and back sides of the window. Since the laser reflected from the front 

and back sides of the window naturally became two parallel beams, it was 

possible to irradiate two points of the trap surface with the laser at the same 

time, as shown in Figure 4-28(b). However, the distance between the two 

points was as far as approximately 500 μm and the power loss was severe, 

therefore the secular frequency shift due to the two charges was not 

observable. A thin window could be used to narrow the distance between the 

two points; however, there was a problem that the divided lasers interfered 

with each other. 
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(a) 

 

(b) 

Figure 4-28. Schematic and CCD image of two laser paths by a single laser 

source. (a) The schematic of the optical setup using an AR-uncoated window 

to split the incident laser into two paths. (b) The CCD image of the trap 

surface and the two laser spots. 
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As another method, as shown in Figure 4-29, the beam splitter (BS) was 

used to divide the single laser source into two paths. The transmitted light 

from the beam splitter was reflected at a mirror and delivered to the trap 

surface. Although it was possible to prevent the loss of incident laser power, 

the length of one side of the beam splitter reached approximately 1.3 cm. In 

addition, when the mirror was arranged to create two parallel beams, an 

optical path difference was at least 1.2 cm, resulting in a difference of more 

than 1 mm between the two spots on the trap surface.  

 

 

Figure 4-29. A schematic of an optical setup to make two laser propagation 

paths by a single laser source using a beam splitter. The transmitted laser from 

the BS is reflected at the mirror and delivered parallel in the direction of the 

reflected laser path in the BS. The d means the optical path difference between 

the two laser paths, and both laser paths are reflected in the D-shaped mirror. 
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When two laser sources were used, two individual laser paths could be 

created, as shown in Figure 4-30(a). Also, the laser irradiation positions on 

the trap surface might be precisely controlled. To this end, two collimators 

were used to deliver two laser beams, and the two laser propagation paths 

could be adjusted by each lens and mirror individually. However, since a 

mirror must be located between the objective lens and the CCD to inject the 

laser in the direction perpendicular to the surface-electrode ion trap, loss 

inevitably occurred in the process of collecting the light emitted from the 

trapped ion by the CCD and PMT. There was approximately 50% loss when 

using one D-shaped mirror. Two D-shaped mirrors were needed to deliver two 

individual laser paths to the surface-electrode ion trap, respectively. However, 

the two D-shaped mirrors installed alternately blocked all the light emitted 

from the trapped ion as shown in Figure 4-30(b), making it impossible to 

monitor the ion image on the CCD. Thus, it may be possible to create charges 

at two locations simultaneously on the trap surface using two laser sources. 

However, there is a problem in that the fluorescence of the trapped ion cannot 

be detected on the CCD and PMT, and therefore the experiment to measure 

the secular frequency shift by producing charges at multiple locations was not 

performed. 
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(a) 

 

(b) 

Figure 4-30. A schematic and picture of two laser paths using two laser 

sources. (a) The schematic of two individual laser paths using two D-shaped 

mirrors. (b) The picture of the optical setup using two D-shaped mirrors. 
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  The following guidelines and tips are recommended for estimating the 

locations of laser-induced stray charges. First, it is suggested to measure the 

secular frequency shift by uniformly moving the ion along the 𝑧-axis until 

the spacing between the ion and the nearest electrode is reached. If the 

frequency shift approaches zero near 𝑧𝑖𝑜𝑛 ≅  ion-electrode spacing and a 

peak in the plot of secular frequency shift is observed, and curve fitting can 

be performed. However, if the frequency shift does not approach zero, 

additional measurements may be required by moving the ion further along the 

𝑧-axis. To perform the curve fitting, it is necessary to obtain measurement 

results at different ion positions at least three times more than the expected 

number of stray charge locations. 

  In the process of estimating the fitting parameters, the margin of error for 

𝑥𝑞 is the largest among the fitting parameters. According to Eq. (2.10), since 

the calculation of 𝑥𝑞 is carried out in the form of a square, the margin of 

error for 𝑥𝑞 may be larger than that of 𝑧𝑞. The margin of error for 𝑧𝑞 is less; 

however, the estimated margin of error is 10~20 µm. Additionally, the margin 

of error for 𝑄 is calculated to be a level of several to tens of electrons. The 

margin of error can be reduced by compensating for 𝜔𝑧0(𝑧𝑖𝑜𝑛) . The DC 

voltages were simulated and applied, and the residual micromotion was then 

canceled by slightly adjusting the DC voltages. However, the ion position 
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could be shifted in this process, and 𝜔𝑧0(𝑧𝑖𝑜𝑛) could also be distorted. In the 

experiment, when the ion was located at the farthest point from 𝑧𝑖𝑜𝑛 = 0, 

𝜔𝑧0 decreased by approximately 22% compared with that of 𝑧𝑖𝑜𝑛 = 0. By 

compensating for 𝜔𝑧0(𝑧𝑖𝑜𝑛) at each ion position, the estimated margins of 

error for 𝑥𝑞, 𝑧𝑞, and 𝑄 in Case 1 were reduced to 11 µm, 5 µm, and 31𝑒, 

respectively. The corrected margin of error was approximately half of what it 

was before the compensation. Also, the margin of error can be reduced if the 

measurement of secular frequency is more accurate. In the experiment, the 

margin of error for the secular frequency measurement was approximately 0.2 

kHz, corresponding to 1.48 V/m of electric field and 0.35 µm of ion 

displacement in the surface-electrode ion trap. This measurement accuracy is 

comparable to the micromotion compensation techniques, which can detect 

1−5 V/m of electric fields [50, 95]. Instead of the parametric excitation 

method that can accompany electrical noises, other ways, such as the resolved 

sideband method, may reduce the measurement error. 

To evaluate the sensitivity of the proposed method for estimating the 

locations of stray charges, the relationship between the charge amount and the 

ion-stray charge distance is investigated while varying the accuracy of secular 

frequency measurement. The sensitivity depends on several factors, including 

the initial secular frequency, the ion-stray charge distance, the charge amount, 
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and the accuracy of secular frequency measurement, as described by Eq. 

(2.10). In my investigation, I assume the initial secular frequency to be 2π ×

250 kHz, which is the value used in the experiment, and vary the accuracy 

of secular frequency measurement as 2π × (0.1, 0.2, 0.5) kHz. The results 

are plotted in Figure 4-31, where the 𝑥-axis represents the distance between 

the ion and the stray charge ranging from 0 to 500 μm, and the 𝑦 -axis 

represents the absolute amount of charge ranging from 0 to 500𝑒. The lines 

on the graph indicate the minimum amount of charge that can be detected by 

the secular frequency shift under the corresponding distance and frequency 

measurement accuracy. For example, based on my experimental results with 

a 0.2 kHz accuracy, a stray charge as low as approximately 10𝑒  can be 

detected when the ion-stray charge distance is approximately 115 μm, which 

corresponds to the distance between the ion and the nearest electrode in our 

surface-electrode ion trap. On the other hand, when the charge amount is 100𝑒, 

the stray charge up to approximately 350 μm away from the ion can be 

observed with an accuracy of 0.2 kHz. 
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Figure 4-31. Relationship between the minimum detectable charge amount as 

a function of the distance between the ion and the stray charge, represented 

as the absolute value. The minimum detectable charge amount is plotted 

against the accuracy of the secular frequency measurement, indicated by the 

blue, orange, and green lines for accuracies of 0.1, 0.2, and 0.5 kHz, 

respectively. 

 

This study assumed point charges for the simplicity of the model. However, 

when stray charges are induced by a laser, they can occur over an area with 

relatively large dimensions compared to the distance to the ion position. Also, 

when it is generated on top of the thin native oxide layer of the electrode 

material, the additional potential generated by the stray charge might behave 
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close to that of the dipole moment rather than a point charge depending on 

the geometry. I confirmed that the developed method still can predict the 

center position of the charged area under different scenarios, even though the 

estimated amount of charge can vary by more than an order of magnitude. 

Additional details regarding this topic can be found in Appendix D. 

A major disadvantage of the developed method is its relatively slow speed 

compared to the micromotion compensation techniques, as it involves 

scanning the frequency. In particular, the measurement speed is determined 

by the precision of the secular frequency measurement. However, this 

technique is still a useful tool to identify the locations of laser-induced stray 

charges, which can allow us to efficiently optimize the laser propagation paths 

to reduce the occurrence of stray charges in surface-electrode ion traps. 
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Chapter 5 

 

Conclusion 

 

In summary, this dissertation developed a method for estimating the 

locations of laser-induced stray charges in surface-electrode ion traps. In 

Chapter 2, the variation in the electric potential at the trapped ion location 

was modeled in the presence of a laser-induced stray charge, and the 

magnitude of the shift in the secular frequency of the trapped ion was derived 

from the model. Then, constraints were assumed to uniquely determine the 

location of stray charge from the secular frequency shift. In detail, it was 

assumed that the secular frequency could be measured at multiple ion 

positions in surface-electrode ion traps, and therefore the required number of 

secular frequency shift measurements could be performed to determine the 

stray charge locations uniquely. The model was then extended to the cases 

where stray charges occurred at multiple locations. Numerous test data were 

generated with the assumption of multiple stray charges at random locations, 
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and the locations of multiple stray charges were estimated from the secular 

frequency shift observed in the test data. The estimated locations were then 

compared with the actual locations used to generate the test data. The number 

of stray charge locations that could be distinguished using the developed 

method was also analyzed in this process. When different stray charges were 

sufficiently far apart enough to show different secular frequency shift peaks, 

locations of different stray charges could be easily estimated. However, when 

different stray charges were located close to each other and showed a single 

peak, up to three charge locations could be identified. The effectiveness of the 

developed method was supported by simulating the effect of stray charges 

and by analyzing the resulting secular frequency shift in Chapter 3. The 

locations of multiple stray charges were estimated from the secular frequency 

shift observed at multiple ion positions in the simulation. Also, in Chapter 4, 

experiments were performed to evaluate the developed method by 

intentionally producing electric charges at a single location by irradiating the 

laser onto that spot. The resulting secular frequency shift of the trapped ion 

was measured at multiple ion positions, and the location of produced charges 

was estimated from the measurement result. The estimated location of the 

produced charges agreed with where the laser was irradiating within the 

margin of error. The developed method can be used to characterize laser-

induced stray charges when trapped ions detect stray electric fields. This can 
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be extended to designing experiments to avoid or reduce the occurrence of 

stray charges efficiently. 
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Appendix A 

 

State Space Analysis 

 

The developed model in Chapter 2 was also analyzed in the state space. 

The relationship among the secular frequency shift, laser-induced stray 

charges, and incident lasers is considered as an n-dimensional p-input q-

output state space. The parameters can be written as 

Input (𝑢(𝑡)): Lasers (𝑢(𝑡) ∈ 𝑅𝑝) 

State (𝑥(𝑡)): Laser-induced stray charges (𝑥(𝑡) ∈ 𝑅𝑛) 

Output (𝑦(𝑡)): Secular frequency shift (𝑦(𝑡) ∈ 𝑅𝑞) 

The relationship between input, state, and output in the state space can be 

expressed as the following equation: 

𝑥̇(𝑡) = 𝐴𝑥(𝑡) + 𝐵𝑢(𝑡) 

𝑦(𝑡) = 𝐶𝑥(𝑡) + 𝐷𝑢(𝑡). 

 

(A.1) 

Assume that the stray charges at different locations are decoupled from each 

other, and the equation for the laser-induced charge can then be written in the 
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form of a rate equation. The 𝐴 matrix for the situation where stray charges 

occur at three locations can be expressed as follows: 

𝐴 = [

−(𝛿1 + 𝛾1) 0 0

0 −(𝛿2 + 𝛾2) 0

0 0 −(𝛿3 + 𝛾3)
], (A.2) 

where 𝛿𝑘 and 𝛾𝑘 indicate 𝛿 and 𝛾 of 𝑘-th stray charge (𝑘 = 1,2,3). The 

rate of charge accumulation induced by the laser is determined by the 

frequency and intensity of the incident laser. According to S. X. Wang et al. 

[97], the accumulation rate is proportional to the laser frequency. Thus, the 

accumulation rate can be decomposed into a constant term, 𝑏 , which 

represents the rate dependent on the laser frequency, as well as the laser 

intensity. Assuming a situation in which three different lasers are delivered, 

𝐵 matrix is expressed as follows: 

𝐵 = [

𝑏11 𝑏12 𝑏13
𝑏21 𝑏22 𝑏23
𝑏31 𝑏32 𝑏33

]. (A.3) 

Elements of 𝐶 matrix are composed of polynomials for coordinates of the 

trapped ion and stray charges, and since 𝑥𝑞 and 𝑧𝑞 are free variables, the 

elements of 𝐶  matrix are also variables. Assuming the case where three 

secular frequency shifts are measured, the C matrix is expressed as follows: 

𝐶 = [

𝑐11 𝑐12 𝑐13
𝑐21 𝑐22 𝑐23
𝑐31 𝑐32 𝑐33

], (A.4) 
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where 𝑐𝑖𝑗(𝑖, 𝑗 = 1,2,3) is as follows: 

𝑐𝑖𝑗 =
𝐾 [(𝑥𝑖 − 𝑥𝑗)

2
+ (𝑦𝑖 − 𝑦𝑗)

2
− 2(𝑧𝑖 − 𝑧𝑗)

2
]

𝜔𝑧0(𝑧𝑖) [(𝑥𝑖 − 𝑥𝑗)
2
+ (𝑦𝑖 − 𝑦𝑗)

2
+ (𝑧𝑖 − 𝑧𝑗)

2
]
5/2

. (A.5) 

Considering the equation for the secular frequency shift, it is not directly 

affected by the laser. Thus, the 𝐷 matrix can be considered a zero matrix. 

The observability analysis was carried out to mathematically investigate 

whether different states can be distinguished. The observability matrix (𝑄𝑜) 

is as follows: 

𝑄𝑜 = [𝐶𝑇 𝐴𝑇𝐶𝑇 ⋯ (𝐴𝑇)𝑛−1𝐶𝑇]. (A.6) 

When 𝑄𝑜  is full-rank, |𝑄𝑜| ≠ 0 , and the system is observable. Since the 

elements in the 𝐶  matrix are different, |𝑄𝑜| ≠ 0  and the system is 

observable. In other words, when the accumulation rates of separate charges 

are different, different amounts of charges can be distinguished through 

changes in the shape of the secular frequency shift peaks observed at different 

times, as shown in Figure A-1. However in most cases, since the measurement 

of secular frequency is relatively slow compared to the rate of charge 

accumulation, it may be challenging to distinguish different amounts of 

charges using the change in the shape of the secular frequency shift peak. 
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(a) 

  

(b) (c) 

Figure A-1. The analysis result of the case when separate charges have 

different charging rates. (a) The plot of the charge amount as a function of 

time for two separate charges with different charging rates. (b) The plot of 

Δωz as a function of 𝑧𝑖𝑜𝑛 at 𝑡1. The 𝑧1, 𝑧2, and 𝑧𝑠 indicate the position 

of Δωz peak. (c) The plot of Δωz as a function of 𝑧𝑖𝑜𝑛 at 𝑡2. 
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The charge amount was quantitatively calculated using the output equation. 

In the scenario where three charges exist and three secular frequency shifts 

are measured, taking the inverse matrix to calculate the charge amount could 

be rearranged as follows: 

[
𝑄1
𝑄2
𝑄3

] =
𝐶𝑠
|𝐶|

[

∆𝜔𝑧(𝑧1)

∆𝜔𝑧(𝑧2)

∆𝜔𝑧(𝑧3)
], (A.7) 

where Cs and |𝐶| are 

𝐶𝑠 = [

𝑐22𝑐33 − 𝑐23𝑐32 𝑐13𝑐32 − 𝑐12𝑐33 𝑐12𝑐23 − 𝑐13𝑐22
𝑐23𝑐31 − 𝑐21𝑐33 𝑐11𝑐33 − 𝑐13𝑐31 𝑐13𝑐21 − 𝑐11𝑐23
𝑐21𝑐32 − 𝑐22𝑐31 𝑐12𝑐31 − 𝑐11𝑐32 𝑐11𝑐22 − 𝑐12𝑐21

], (A.8) 

and 

|𝐶| = 𝑐11𝑐22𝑐33 − 𝑐11𝑐23𝑐32 + 𝑐12𝑐21𝑐33 − 𝑐12𝑐23𝑐31

+ 𝑐13𝑐21𝑐32 − 𝑐13𝑐22𝑐31. 

 

(A.9) 

For instance, the calculation result for 𝑄1 can be summarized as follows: 

𝑄1 =
1

|𝐶|
[(𝑐22𝑐33 − 𝑐23𝑐32)∆𝜔𝑧(𝑧1)

+ (𝑐13𝑐32 − 𝑐12𝑐33)∆𝜔𝑧(𝑧2)

+ (𝑐12𝑐23 − 𝑐13𝑐22)∆𝜔𝑧(𝑧3)]. 

 

 

 

(A.10) 

The 𝑐𝑖𝑗 was variable, and therefore it was challenging to analytically find 

the solution using Eq. (A.7). Thus, the least square method (curve fitting) was 

used to estimate 𝑥𝑞 and 𝑧𝑞 in Chapter 4, the location of charges, including 

the amount of charges. 
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Appendix B 

 

Analysis of Charge Dissipation Rate 

 

In the process of measuring the secular frequency shift caused by the 398.9-

nm laser, the secular frequency returned to its initial value (𝜔𝑧0) within 1 

minute when the injection of the 398.9-nm laser was blocked, as shown in 

Figure 4-24. However, when the charge was induced using a 369.5-nm laser, 

the secular frequency did not return to ωz0 for more than 20 minutes after 

blocking the laser irradiation, as shown in Figure B-1. The fluorescence of 

the trapped ion could not be distinguished from the reflected light while 

shining the 369.5-nm laser on the trap surface, and therefore the secular 

frequency could not be measured in the gray box. 
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Figure B-1. The measurement result of secular frequency with the 369.5-nm 

laser. The gray box indicates the time while irradiating the electrode surface 

with the laser. Due to the reflected light from the electrode surface, the secular 

frequency cannot be obtained in the gray box. 

 

When irradiating the trap surface with the 398.9-nm laser, photoelectrons 

emitted from the interface between the metal and oxide layers seemed to be 

trapped close to the oxide interface, and therefore when the laser irradiation 

was blocked, accumulated charges appear to be rapidly dissipated along the 

metal and oxide interface. However, when the 369.5-nm laser was irradiating, 

the kinetic energy of photoelectrons may have been higher than that of the 

398.9-nm laser (the energy of 369.5 nm is approximately 3.36 eV, whereas 

that of 398.9 nm is approximately 3.11 eV), and therefore they seemed to be 
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trapped deep inside the native oxide layer, resulting in a low dissipation rate. 

Thus, it could be concluded that the dissipation rate was also affected by the 

incident laser frequency. 
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Appendix C 

 

Ion Position Changes 

 

The DC voltages were numerically simulated in which the initial secular 

frequency (𝜔𝑧0) and ion height were uniform even when the ion moved along 

the 𝑧-axis using Eqs. (3.2) and (3.3). A total of eight pairs of DC electrodes 

were used in the process of changing the ion position, and as a result, the DC 

voltage that could change the ion position by approximately 39 μm while the 

ion height changed by less than 70 nm was derived. The change in 𝜔𝑧0 was 

within 3.5% considering all of the 𝑥′, 𝑦′, and 𝑧 axes. 

The 𝑧𝑖𝑜𝑛 was varied by applying the calculated DC voltage set. Figure C-

1(a) shows the measurement result of ion position changes in the range from 

−117 to +117 μm by approximately 39 μm along the z-direction. The expected 

𝑧𝑖𝑜𝑛 indicates the position where the trapped ion is expected to be located 

based on the calculation result, and measured 𝑧𝑖𝑜𝑛 is the estimated value that 
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trapped the ion is positioned with respect to the initial ion position in the CCD. 

As shown in Figure C-1(a), 𝑧𝑖𝑜𝑛 was changed by approximately 20 μm. The 

RF voltage may be coupled to a DC electrode, and then induce a stray electric 

field in the 𝑧-direction. As a first proof, in principle, the surface-electrode ion 

trap used in the experiment cannot hold charged particles only using the RF 

voltage, since it cannot build a potential well in the 𝑧-axis unless DC voltages 

are applied. However, it was possible to confine ions by only applying the RF 

voltage. In addition, there was a difference of approximately 20.4(3) μm 

between the ion position without applying DC voltages and the position 

where the ion was confined when DC voltages were applied symmetrically. 

Therefore, it could be concluded that the change of 𝑧𝑖𝑜𝑛 was different from 

the calculation results, due to the presence of an RF stray field in the 𝑧-axis. 

Figure C-1(b) shows the measurement result of the initial secular frequency 

at each 𝑧𝑖𝑜𝑛 . The initial secular frequency was different between the 

measurement result and the calculated value, probably due to the effect of the 

RF stray field. The blue dot indicates the measurement result, and the orange 

dot represents the calculation result. When 𝑧𝑖𝑜𝑛 was in the range from −20 

to +20 μm, ωz0(𝑧𝑖𝑜𝑛) was measured to be the largest at approximately 2π ×

340 kHz, and ωz0(𝑧𝑖𝑜𝑛) decreased as the ion moved away from the initial 

ion position. For this reason, it was considered that an error occurred in the 
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process of estimating the location of the stray charge using the secular 

frequency shift at multiple ion positions, as mentioned in Section 4-4. 

 

 

(a) 

 

(b) 

Figure C-1. Actual ion positions and initial secular frequency at different 𝑧𝑖𝑜𝑛. 

(a) Actual ion positions with respect to the expected ion positions. The 

expected ion positions are the simulation results. (b) The measurement result 

of initial secular frequency at each ion position. 
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Appendix D 

 

Dipole Model 

 

When establishing the theoretical model, it was assumed that there is a 

point charge in free space, as was discussed at the end of Section IV. C. 

However, to demonstrate the practicality of the developed model even under 

other scenarios, a uniform charge density was assigned to an area of 10 μm 

× 10 μm in the simulation, and the secular frequency shift in the simulation 

and the charge amount estimated from the theoretical model were then 

analyzed. Similar to the simulation condition in Figure D-1(a), a surface 

charge density of −10𝑒/μm2 was applied to create a total charge of −1000𝑒, 

and the center position of the charged area was assumed to be (55, −108, 0) 

μm. The material beneath the induced charging area was assumed to be 

alumina (Al2O3), a native oxide film on an aluminum electrode, while the 

electrode itself was assumed to be grounded. The secular frequency shift was 

estimated by varying the distance between the ion and the charged region at 
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intervals of 40 μm in the range of −240~+240 μm in the 𝑧-axis. As shown in 

Figure D-1(a), the magnitude of the secular frequency shift decreased by 

approximately 35 times, and the estimated charge amount obtained through 

curve fitting also decreased by approximately 36 times resulting in a value of 

−27𝑒. However, the estimated charge location was (𝑥𝑞 , 𝑧𝑞) = (60, 0) μm, 

which is comparable to the result obtained using a point charge within a 7% 

error. 

As depicted in Figure D-1(b) and (c), similar simulations were conducted 

by changing the area and the material underneath the induced surface charge 

density. The total amount of charge was set to be −1000𝑒 for all cases, and 

the corresponding results were summarized in Table D-1. Although the area 

and the material were different, a similar shape of the plot was observed, and 

then all the estimated location of stray charge was comparable. However, the 

estimated total charge amount had a large discrepancy depending on the area 

and the material. Different dielectric constants might lead to different 

magnitudes of the electric field inside the insulating film, resulting in different 

electric field gradients at the ion position. Also, a larger area resulted in a less 

electric field gradient at the ion position, leading to a less secular frequency 

shift, when the total charge amount was constant. Note that the main purpose 

of this study is to identify the location of the stray charges, and to extend this 
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approach to estimate the relatively accurate amount of stray charges as well, 

more elaborate model and information about the layer structure will be 

required. 

 

 
     (a) 

 
   (b) 
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   (c) 

Figure D-1. Curve fitting and simulation results of ∆𝜔𝑧 as a function of 𝑧𝑖𝑜𝑛. 

(a) A surface charge density of −10𝑒/µm2 on an alumina area of 10 µm × 10 

µm. (b) A charge density of −10𝑒/µm2 on an area of 10 µm × 10 µm in a 

vacuum. (c) A charge density of −1000𝑒/µm2 on an area of 1 µm × 1 µm in 

a vacuum. The corresponding fitting results are summarized in Table D-1. 
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Table D-1. Summary of curve fitting results, shown in Figure D-1. The 10×10 

and 1×1 indicate the sizes of charged regions in μm2, and the point represents 

a point charge. The surface charge density (𝜌𝑠 ) denotes the magnitude of 

assigned charge density at the charged regions. The estimated location of the 

charge is indicated by (𝑥𝑞 , 𝑧𝑞) , and the estimated amount of charge is 

represented by 𝑄 . For all simulation results, the total charge amount is 

assumed to be −1000𝑒, and 𝑦𝑞 is assumed to be −108 μm.  

Simulation condition 𝜌𝑠 (𝑒/μm2) (𝑥𝑞 , 𝑧𝑞) (µm) 𝑄 (𝑒) 

10×10 (Al2O3) −10 (60, 0) −27 

10×10 (vacuum) −10 (58, 0) −159 

1×1 (vacuum) −1000 (63, 0) −583 

Point (vacuum) – (64, 0) −653 
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Abstract (in Korean) 

 

최근 평면 이온 트랩을 기반으로 한 양자 컴퓨터의 개발은 평면 이온 

트랩의 확장성과 재현성, 광학 및 전자 부품의 집적 가능성 덕분에 많은 

관심을 받고 있다. 하지만, 평면 이온 트랩에 포획된 이온은 주변 전극과 

가깝기 때문에, 주변 전기장의 변화에 매우 취약하다는 문제가 있다. 특

히, 이온 트랩 표면에서 유도되는 표유 전기장은 포획된 이온의 원하지 

않는 미세 진동을 유발하여, 이온을 이용한 양자 게이트 동작의 신뢰도

에 악영향을 미칠 수 있다. 

레이저로 인해 유도된 표유 전하는 이온의 위치에 표유 전기장을 가하

는 원인 중 하나다. 레이저로 인해 유도된 표유 전하는 일반적으로 전극 

표면에서 방출된 광전자가 주변 절연층에 축적되며 발생한다. 레이저로 

인해 유도된 표유 전하가 발생하는 양은 시간에 따라 변하기 때문에, 관

측된 표유 전기장을 한 차례 상쇄하는 것만으로는 오랜 시간 동안 포획

된 이온을 안정적으로 유지하기 어려워, 주기적으로 표유 전기장을 보상

해야 한다. 또한, 이온 트랩은 일반적으로 고주파 레이저를 사용하기 때

문에, 항상 레이저로 인해 표유 전하가 발생할 가능성이 존재한다. 현재

는 레이저로 인해 유도된 표유 전하가 의심되는 경우, 표유 전하의 위치

를 알 수 없기 때문에, 비효율적으로 시행 착오를 거쳐 이온의 위치나 

레이저 경로를 조절함으로써 표유 전하의 발생을 억제하고 있다. 
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본 학위 논문에서는 평면 이온 트랩에 레이저로 인해 유도된 전하의 

위치를 추정하는 방법을 제안하였다. 이를 위해, 표유 전하가 발생했을 

때 트랩 전위가 어떻게 변하는 지 이론적인 모델을 세운 후, 이론 모델

로부터 이온의 주파수가 어떻게 변하는 지 도출하였다. 이 모델을 특정 

조건 하에 역으로 이용하여, 관측된 주파수의 변화로부터 표유 전하의 

위치를 추정할 수 있다. 구체적으로, 평면 이온 트랩에서는 여러 이온의 

위치에서 주파수의 변화를 측정할 수 있기 때문에, 표유 전하의 위치를 

유일하게 결정하기 위해 필요한 횟수만큼 주파수 변화 측정 결과를 확보

할 수 있다고 가정하였다. 제안하는 방법의 실효성을 검증하기 위해, 표

유 전하가 다양한 위치에서 발생한 상황에 대하여 시뮬레이션을 진행한 

후, 여러 이온의 위치에서 주파수의 변화를 관측하였다. 표유 전하의 위

치는 시뮬레이션 결과에서 관측된 주파수로부터 추정한 후, 이론 모델을 

통해 계산한 결과와 비교하였다. 실험적으로도 개발한 방법의 효용성을 

검증하기 위해, 레이저를 이용하여 의도적으로 전하를 생성한 후, 이온의 

위치를 옮겨가며 주파수의 변화를 측정하였다. 측정 결과로부터 생성된 

전하의 위치를 추정하였고, 추정된 전하의 위치는 카메라를 통해 확인할 

수 있는 레이저를 조사한 위치와 오차 범위 이내로 일치하였다. 본문에

서 개발한 방법을 이용하여 레이저로 인해 유도된 표유 전하의 위치를 

파악함으로써 표유 전하를 효율적으로 억제할 수 있을 것으로 예상되며, 

나아가 이온 트랩 기반의 양자 컴퓨팅 시스템의 신뢰성과 안정성을 효율
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적으로 향상시킬 수 있을 것으로 기대된다. 
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