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Abstract

With the emergence of infrastructure-free communication networks such as Inter-

net of Things (IoT), the scale of a communication network grows increasingly due to

its high connectivity. However, as the number of users within the network is larger, the

probability that a security threat occurs is also higher. Thus, the confidential commu-

nication is an important issue to realize the massive networks such as smart factory,

smart city, and smart grid. In response to this, on the dissertation, I study three subjects

about securing confidentiality of those massive networks.

For the first subject, I study the physical-layer security (PLS) in the massive net-

work. Particularly, the network includes the nodes assumed as a small device equipped

with a single antenna and accordingly, it is very vulnerable to wiretapping due to the

nature of omni-directivity from the single antenna. To obtain security, I propose the

adaptive relay selection with cooperative jamming method for the network. In addi-

tion, I present jointly the optimal relay selection and the optimal power scheme for the

proposed method.

In the second subject, I study the proactive eavesdropping method, can cope with a

new kind of the security threat that occurs in the infrastructure-free network. I consider

a general infrastructure-free communication network where the monitor node operates

independently from other nodes. Moreover, the adaptive full-duplex jamming-helping

method, in which the monitor node can select its own operation mode adaptively while

eavesdropping the suspicious communication link, is proposed. The optimal power

scheme of the monitor node for the proposed method is also studied together.

In succession to the second subject, for the three subject, I consider the negative

effect of the imperfect self-interference cancellation problem in the full-duplex ap-

proach. To avoid this negative effect, I propose the proactive eavesdropping method

using a half-duplex dual monitor node and the optimal power scheme for the proposed
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method. Finally, through numerical analysis, it is verified that the proposed method

with the optimal power scheme for the proposed can deal with effectively the imper-

fect self-interference cancellation problem.

keywords: Infrastructure-free networks, massive networks, optimal power scheme,

physical-layer security, proactive Eavesdropping
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Chapter 1

Introduction

With the development of ubiquitous systems such as Internet of Things (IoT), re-

cent wireless communication systems are expected to build more accessible and user-

friendly communication networks. Accordingly, it is no longer unusual that one device

is connected to other numerous devices such as mobile, electronics, robots, vehicle and

even unmanned aerial vehicle (UAV). In other words, massive users have been became

a major characteristics of wireless communication systems. The massive network is

regarded as a key role to realize many future-oriented applications such as health man-

agement, traffic monitoring, smart cities, smart farms, smart grids and so on. However,

as the scale of a network become larger, there can be also larger exposures of the

privacy or the confidential information within the network. Hence, a security is con-

sidered as a critical issue in the massive network.

In order to obtain the security, conventional communication systems have utilized

the cryptography secure method [1] in which the transmitter and the receiver share a

common secret key. However, it requires computations proportional to the number of

users within the network. Moreover, the secret key should have higher computational

complexity than the computation power of wiretappers to obtain security performance.

For these reasons, the cryptography secure method is not suitable for the massive net-

work, particularly, the network including many small devices which is not capable of
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managing high computational complexity. As an alternative, the physical layer secu-

rity (PLS), which does not require the secret key to users and its security performance

does not depends on computation ability of wiretappers, has attracted attentions in-

creasingly as a promising secure method. In response to this, on this dissertation, I

deal with the PLS in the massive network as the first subject.

Especially, for the first subject, I consider a multi-node DF relay network where

each node is assumed as a small device equipped with a single antenna. Since the de-

vice with the single antenna has no choice but to emit the signal toward omni-direction,

the considered network is very vulnerable to wiretapping. To enhance the security per-

formance, I propose an adaptive relay selection with cooperative jamming method for

the network. Moreover, multi-carrier communication system such as orthogonal fre-

quency division multiplexing (OFDM) is considered as a signal transmission method.

I also present the optimization process to find an optimal power allocation scheme for

the proposed method. In that process, it is shown that finding the optimal power allo-

cation scheme is not straightforward. Then, as an alternative, I provide a sub-optimal

power allocation scheme of which performance becomes almost identical to that of

the optimal power allocation scheme as the number of sub-carriers goes to infinity.

Nevertheless, it is verified that finding the sub-optimal power allocation scheme still

requires the huge computations which a general system cannot afford. Hence, I also

present another sub-optimal power allocation scheme to reduce the required compu-

tations. Finally, through numerical analysis, the security performance of the proposed

method using the sub-optimal power allocation scheme with the reduced computation

is validated.

Infrastructure-free communication networks also have been attractive as a promis-

ing technology since it can make coverage of a communication network larger at low

cost. However, the infrastructure-free communication networks are highly vulnera-

ble to security threats by malicious users who want to use those networks for harm-

ful purposes [2]. For instance, the malicious user can actively exploit communication
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links of the networks to commit crimes or terror. Unfortunately, conventional secure

methods such as the cryptography or the PLS are not suitable for this kind of secu-

rity attacks since they are mainly focused on blocking eavesdropping of illegitimate

users. Accordingly, in order to prevent those security attacks, a need for new secu-

rity approaches to constantly monitor and intervene in the communication networks

increasingly grows. In response to this, the method, which is called proactive eaves-

dropping, has been researched in recent years. In the proactive eavesdropping method,

the legitimate ’eavesdropper’ is introduced to monitor the suspicious communication

link. On this dissertation, I also address the proactive eavesdropping method for the

infrastructure-free communication networks as the second subject.

For the second subject, I consider a general infrastructure-free communication net-

work where the monitor node of the legitimate eavesdropper operates independently

with other nodes. Moreover, to enhance the proactive eavesdropping performance, I

propose the adaptive full-duplex jamming-helping method in which the legitimate

eavesdropper node can select its own operation mode adaptively while eavesdrop-

ping the suspicious communication link. With the proposed method, the optimal power

scheme for maximizing an eavesdropping rate is presented together. I also verify that

the performance of the proposed method with the optimal power scheme is superior

than that of conventional methods. Furthermore, in succession to the second subject,

I consider a negative effect of the imperfect self-interference cancellation problem in

full-duplex approach. To avoid this negative effect, I propose the proactive eavesdrop-

ping method using a half-duplex dual monitor node. Similarly to other subjects, the

optimization process of the jamming power for the proposed method is provided. Fi-

nally, via the numerical analysis, it is verified that the proposed method outperforms

the conventional method which uses the full-duplex monitor with the imperfect self-

interference problem.

The remainder of this dissertation is organized as follows. Chapter 2 address the

first subject, which is about the PLS in multi-carrier and multi-node DF relay networks.
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In Chapter 3 and Chapter 4, the second subject and the third subject about the proactive

eavesdropping method are discussed, respectively. Finally, I conclude the dissertation

in Chapter 5.
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Chapter 2

Efficient Power Allocation for Physical-Layer Security

with Adaptive Transmission in Multi-Carrier

and Multi-Node DF Relay Networks

2.1 Motivation

Physical layer security (PLS), which does not require secret key management, has

attracted attention increasingly as a promising secure technique in the next generation

communication networks[3]. The PLS is first introduced by Wyner[4, 5] and its basic

concept is exploiting the physical characteristics of communication medium, which is

so called the communication channel, to improve confidentiality of communications.

In [4, 5], Wyner showed that the perfect security between the transmit node and the

desirable receive node can be established as much as the achievable secrecy rate, which

is defined as the rate at which information is perfect-confidentially delivered into a

destination node.

In the PLS, a security performance fluctuates severely depending on channel states

of the communication network. For instance, basic concept of the conventional PLS

can obtain security only if the channel between the transmit node and the desirable

receive node is better than that between the transmit node and the undesirable receive
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node. However, due to a randomness nature of the wireless communication channel,

there is no guarantee that the channel from the transmit node to the desirable node

is frequently better than to the undesirable node. To overcome this randomness of

the wireless channel, the PLS has been conducted together with techniques handling

channel states such as cooperative transmission methods[6, 7, 8, 9]. In the cooper-

ative transmission method, intermediate nodes in the network help the source node

to transmit the secret signal confidentially into the desirable receive node by relay-

ing the signal into the desirable node (cooperative relay) or jamming the undesirable

node (cooperative jamming). By doing so, the intermediate nodes give their network

more chances that the channel from the source node to the desirable node is better

than that from the source node to the undesirable node. Moreover, there is generally

more potential of performance improvements in the PLS as the number of intermediate

nodes in the network increases gradually. For these reasons, the PLS is recognized as

the promising security technique for the next generation multi-node communication

network.

With cooperative transmission methods, there have been many PLS studies in

multi-node networks [6, 7, 8, 9]. Dong et al.[6] studied PLS with three cooperative

methods such as Decode-and-Forward (DF) relay, Amplify-and-Forward (AF) relay,

and cooperative jamming (CJ). They found optimal relay weight of each cooperative

method in the multi-node network in which multiple intermediate nodes are available

for relays or jammers. Li et al.[7] also investigated PLS with cooperative DF relay

and CJ methods in the multi-node network and proposed the sub-optimal solution to

reduce difficulty of the optimization problem. In [8], Zheng et al. proposed the optimal

CJ beamforming solution in the network where relay nodes are distributed spatially.

Lee[9] considered the PLS in the wireless multi-hop multi-relay network and pro-

posed the optimal power allocation into intermediate nodes at each-hop to maximize

the achievable secrecy rate.

In recent years, a number of PLS researches with joint cooperative relay and co-
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operative jamming, which means that the cooperative relay and cooperative jamming

are both conducted in one multi-node network, were studied[10, 11, 12, 13, 14, 15].

In [10], Guo et al. considered the joint cooperative beamforming and cooperative jam-

ming (JCBC) method in which a part of intermediate nodes in the multi-node network

are used as relays and remains of those are utilized as jammers simultaneously. They

derived the closed-form optimal power allocation for each relay set and determined the

ultimate optimal power allocation by comparing the secrecy rate results for all possi-

ble relay sets. Jia et al.[11] proposed the novel relay selection method with artificial

noise in the cognitive multi-node network. In their proposed method, one of interme-

diate nodes is selected for cooperative relay and the remains of intermediate nodes are

utilized as cooperative jammers. In that system, they derived the optimal relay selec-

tion to maximize secrecy outage probability. Chen et al.[12] studied a joint cooperative

relay and jammer selection method among a number of intermediate nodes in a two-

way relay networks for enhancing security performance. Wang et al.[13] explored the

hybrid cooperative beamforming and jamming method in which some intermediate

nodes help to relay the signal into the desirable node and the remaining nodes jam

the undesirable node at practical constraints. In [14], Feng et al. considered the novel

joint user and relay selection method with the jamming signal in order to minimize the

secrecy outage probability and maximize signal-to-interference-to-noise ratio (SINR)

simultaneously. Wang et al.[15] studied hybrid opportunistic relaying and jamming

method for the PLS based on practical assumption that only the channel distribution

information of the eavesdropper user is known.

In the wireless communications, a multi-carrier system such as orthogonal fre-

quency division multiplexing (OFDM) is a important technique since it can provide

high data rate and reliability to the communication network. Thus, there have been

some researches about the PLS with the multi-carrier system[16, 17, 18]. Jeong et

al.[16] studied power allocation for maximizing sum secrecy rate in the multi-carrier

DF relay network. They proposed three transmission modes which can be switched de-
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pending on channel states at each sub-carrier and derived optimal power allocation for

that system. In addition, they also suggested the sub-optimal power allocation whose

performance is very close to that of the optimal power allocation but the required com-

putation is relatively low. Bai et al.[17] proposed the quality-of-service (QoS) driven

power allocation policy in the multi-carrier full-duplex (FD) relay communication net-

work. In particular, they considered the imperfect CSI for deriving the proposed policy

and showed that it is very robust to the channel uncertainty. In [18], Nawaz et al. pre-

sented the joint resource optimization framework for the optimal power loading and

the efficient sub-carrier assignment in dual-hop multi-carrier DF relay networks. In ad-

dition, through simulation results, they showed that the optimization obtained from the

framework is considerably better than other benchmark frameworks such as optimal

power loading with random sub-carrier assignment and equal power allocation with

efficient sub-carrier assignment.

However, to the best of my knowledge, there is still no study of the PLS for the

multi-carrier and multi-node communication network with the joint cooperative relay

and jamming. Moreover, in this chapter, I consider the adaptive cooperative transmis-

sion method in which all intermediate nodes change their purpose of use such as the

cooperative relay and the cooperative jamming flexibly. With the adaptive cooperative

transmission method, I jointly derive optimal power allocation of each sub-carrier and

the best transmission strategy of each sub-carrier to maximize the sum secrecy rate,

which is defined as a sum of achievable secrecy rates of all sub-carriers. The main

contributions of this chapter can be summarized as follows;

1) I derive the optimal power distribution for each transmission strategy on the

single sub-carrier and, using this, establish the optimization problem over all

sub-carriers to maximize the sum secrecy rate.

2) I show that the optimization problem over all sub-carriers is not straightforward

to be solved and, as the alternative, find the sub-optimal power allocation whose

the security performance is asymptotically optimal when the number of the sub-
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carriers or the intermediate nodes goes to a infinity.

3) I propose the efficient power allocation scheme which can derived by very little

computation compared to the computation required for the sub-optimal power

allocation. Furthermore, I slightly enhance the performance of the proposed

power allocation by mitigating the approximation error in the process.

4) Through various numerical results, I prove that the proposed power allocation

scheme is superior in the security performance than other benchmark power al-

location schemes such as a random power allocation, a uniform power allocation

and so on.
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2.2 System Model

Figure 2.1: Description of the two-hop DF relay network topology

2.2.1 Network Topology

I consider the multi-node multi-carrier network where a source node, M intermediate

nodes, a destination node (desirable node) and a eavesdropper node (undesirable node)

exist as shown in Fig.2.1. A signal transmission is conducted using the multi-carrier

communications based on OFDM, which is the most commonly used in the commu-

nication system. In the multi-carrier system, there are a total of N sub-carriers. All

nodes are assumed to be small device. That is, they are equipped with only a single

omni-directional antenna. Moreover, in our system model, the eavesdropper node is

assumed to be a legitimate user in the network, but a low-level user who cannot ac-

cess to the confidential signal. For convenience, I assign the index number 0 to the

source node and the index number from 1 to M to intermediate nodes. In Fig.2.1,
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h
(n)
0j denotes a channel coefficient of the link between the source node and jth inter-

mediate node on the nth sub-carrier and h(n)iD and h(n)iE represents channel coefficients

of the link between the ith node and the destination node, and between the ith node

and the eavesdropper node, respectively, on the nth sub-carrier. Moreover, all links in

the network are assumed to contain the additive white Gaussian noise (AWGN) with

zero-mean and variance σ2.

Table 2.1: Cooperative Transmission Process

Phase Source node Relay node Jamming node

1 Transmit Receive / Decode Rest

2 Rest Forward Jamming

2.2.2 Adaptive Cooperative Transmission

In the cooperative transmission, only one among intermediate nodes performs a role

as the relay node and help transmit the confidential message to the destination node

successfully. Simultaneously, all remaining intermediate nodes do jamming the eaves-

dropper node using an artificial noise (AN), that is, they act as jamming nodes. At

the relay node, the signal relaying is based on the DF relay method. The reason why

I choose not multiple relay nodes but the single relay node is because it is generally

best case in terms of the security performance to perform the signal relaying with the

best one among relay nodes than together with multiple relay nodes for the DF relay

method. The cooperative transmission method is conducted over two phases. This pro-

cess is clearly described in Table 2.1. In the first phase, the source node transmits the

confidential signal into intermediate nodes. At the same time, the intermediate node

selected as the relay node receives and decodes the signal. In the second phase, the

relay node forwards the re-encoded signal to the destination node and jamming nodes

perform jamming by emitting AN into the network. On the one hand, the destination

11



node and the eavesdropper node both receive and try to decode the signal. All channel

coefficients are assumed to be stationary during two phases, which it means that the

time for the two phases is enough short relative to the channel coherence time. Fur-

thermore, all channel state information are assumed to be known to the source node

and all intermediate nodes. This is enough possible assumption in the situation that the

eavesdropper node is actually another legitimate node of the network, but lower level

node than the destination node.

Moreover, in the second phase, Zero-forcing (ZF) beamforming precoder is ap-

plied to the jamming nodes. ZF beamforming precoder is designed for the artificial

noise not to interrupt the destination node. Thus, after applying ZF beamforming pre-

coder to jamming nodes, the emitted AN is null-steered toward the destination node.

That is, the AN does not have a effect on the destination node and affects as a noise at

the eavesdropper node. Additionally, I assume that there are no direct links from the

source node to the destination node and the eavesdropper node. It is because the chan-

nel state of the direct link are relatively harsher than channel states of other links. This

implies that the strength of the signal transmitted from the source node can be ignored

since it is very weak in comparison with that of the signal transmitted from the relay

node. To sum up these assumptions, the received signal at the mth intermediate node

on the nth sub-carrier in the first phase can be represented as

r(n)m = h
(n)
Sm

√
p
(n)
T s(n) + g, (2.1)

where r(n)m is the received signal at the mth intermediate node on the nth sub-carrier,

p
(n)
T is the transmit power which the source node spends for transmitting the confiden-

tial signal, s(n) is the normalized confidential signal, and g is AWGN with zero-mean

and variance σ2 In the case that the mth intermediate node is selected as the relay

node, the received signal at the destination node and the eavesdropper node on the nth

sub-carrier in the second phase can be given by

r
(n)
Dm

= h
(n)
mD

√
p
(n)
R s(n) + g, (2.2)

12



r
(n)
Em

= h
(n)
mE

√
p
(n)
R s(n) + h(n)

m

T
w(n)
m

√
p
(n)
J a(n) + g, (2.3)

where r(n)Dm
and r(n)Em

are the received signals at the destination node and the eavesdrop-

per node with aid of the relay node on the nth sub-carrier, respectively, p(n)R is the

relay power which the relay node spends to forward the confidential signal, p(n)J is the

jamming power which jamming nodes spend for transmitting AN, a(n) is the normal-

ized AN, respectively, on the nth sub-carrier, and (·)T is the transpose operator. h(n)
m

is (M -1) by 1 column vector whose elements are the channel coefficients between the

jamming nodes and the eavesdropper node when themth intermediate node is selected

as the relay node on the nth sub-carrier and is given by

h(n)
m =

[
h
(n)
1E , · · · , h

(n)
(m−1)E, h

(n)
(m+1)E, · · · , h

(n)
ME

]T
. (2.4)

w(n)
m is (M -1) by 1 column vector whose elements are the normalized ZF beamforming

weights for jamming nodes when the mth intermediate node is selected as the relay

node on the nth sub-carrier and is given by

w(n)
m =

[
w

(n)
1 , · · · , w(n)

(m−1), w
(n)
(m+1), · · · , w

(n)
M

]
, (2.5)

where w(n)
i is the normalized ZF beamforming weight for the ith intermediate node on

the nth sub-carrier and w(n)
m satisfies ∣∣∣w(n)

m

∣∣∣2 = 1

Since the number of selecting the one as the relay node among the intermediate

nodes is M , there are a total of M different possible cooperative transmission strate-

gies on each sub-carrier. At each sub-carrier, the optimal cooperative transmission

scheme varies depending on the channel states and the available power. In order to

enhance the security performance of the network, I consider an adaptive cooperative

transmission scheme in which the cooperative transmission scheme is adaptively de-

termined responding with the given channel states and the given available power. In

the adaptive transmission scheme, the process of selecting optimal one among possi-

ble cooperative transmission schemes is performed individually on each sub-carrier.
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That is, the cooperative transmission schemes of the sub-carriers can be different with

one another. Consequently, depending on the given channel states and total system

power, the cooperative transmission schemes of all sub-carriers are individually and

adaptively decided to maximize the sum secrecy rate together with the optimal power

distribution and the optimal power allocation.

2.2.3 Secrecy Rate

The secrecy rate is a quantitative measure of how well information transmission is

conducted confidentially. It is defined as the difference between two channel capacities

at the destination node and the eavesdropper node[4]. The secrecy rate R is given by

R = [CD − CE]
+, (2.6)

where CD and CE are the channel capacities at the destination node and the eaves-

dropper node, respectively. In addition, [z]+ is a function operator same as max(z, 0),

which it implies that there is no security if the eavesdropper node can receive higher

information quantity than the destination node.

In the case of the Gaussian channel, the channel capacity is simply represented as

a function of the signal-to-noise ratio (SNR)[4]. Therefore, (2.6) can be transformed

as

R =

[
log2

(
1 + SD

1 + SE

)]+
, (2.7)

where SD and SE are SNRs at the destination node and the eavesdropper node, respec-

tively. If the mth intermediate node is utilized as the relay node, from (2.2) and (2.3),

the secrecy rate on the nth sub-carrier R(n)
m is given by

R(n)
m

(
p(n)

)
=

[
log2

(
1+α

(n)
m p

(n)
R

)(
1+γ

(n)
m p

(n)
J

)
(
1+β

(n)
m p

(n)
R +γ

(n)
m p

(n)
J

)
]+

, for m = 1, 2, · · · ,M, (2.8)

where α(n)
m :=

∣∣∣h(n)
mD

∣∣∣2
σ2 , β(n)m :=

∣∣∣h(n)
mE

∣∣∣2
σ2 , γ(n)m :=

∣∣∣h(n)T
m w(n)

m

∣∣∣2
σ2 , and p(n) is the power

distribution vector defined as

p(n) =
[
p
(n)
T , p

(n)
R , p

(n)
J

]
for n = 1, · · · , N.
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Furthermore, the sum secrecy rate, which is defined as the sum of secrecy rates of all

sub-carriers, is given by

R =

N∑
n=1

max
m=1,2,··· ,M

{
R(n)
m

(
p(n)

)}
. (2.9)

2.3 Optimal Power Distribution

In this section, I derive the optimal power distribution of the individual cooperative

transmission strategy to maximize the secrecy rate when the channel states and the

available power are given on each sub-carrier. In addition, using the derived optimal

power distribution, the achievable secrecy rate of the individual cooperative transmis-

sion strategy is defined as the function of the available power given on the sub-carrier.

The achievable secrecy rate is utilized in order to formulate the optimal power allo-

cation problem over all sub-carriers in the next section. Without loss of generality,

throughout this section, I assume that the mth intermediate node is selected as the re-

lay node on the nth sub-carrier. That is, the derived optimal power distribution can be

extended to other cooperative transmission strategies and other sub-carriers.

If I let p(n) denote the available power on the nth sub-carrier, the power distribution

vector must satisfies the following inequality.

p
(n)
T + p

(n)
R + p

(n)
J ≤ p(n), (2.10)

Since the power distribution vector is the non-negative vector, each component of that

vector is constrained by the positive condition represented as

p
(n)
T ≥ 0, p

(n)
R ≥ 0, p

(n)
J ≥ 0, (2.11)

respectively. Moreover, for the DF relay method, the relay network must satisfy the

DF relay constraint [5], which is given by∣∣∣h(n)Sm

∣∣∣2 p(n)T ≥
∣∣∣h(n)mD

∣∣∣2 p(n)R . (2.12)
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The DF relay constraint is necessary condition for the relay node to forward the con-

fidential message correctly to the destination node. Accordingly, the feasible set of

the power distribution vector is determined as the three-dimensional space formed by

(2.10), (2.11) and (2.12).

On the one hand, the first-order derivative of (2.8) with respect to the relay power,

p
(n)
R , is drawn as

∂R(n)
m

∂p
(n)
R

=
α
(n)
m

(
1 + γ

(n)
m p

(n)
J

)
− β

(n)
m(

1 + α
(n)
m p

(n)
R

)(
1 + β

(n)
m p

(n)
R + γ

(n)
m p

(n)
J

) . (2.13)

In (2.13), the denominator of the derivative has always positive value inside the feasible

set of the power distribution. Thus, the sign of the derivative in (2.13) depends on only

the channel states and the jamming power. If the differentiate value is negative at the

given channel states despite the fully maximum jamming power, R(n)
m is decided a

strictly decreasing function along p
(n)
R and accordingly, the optimal relay power is

determined to be zero. Furthermore, the secrecy rate corresponding to the zero relay

power is always determined as zero. This implies that it is impossible to obtain the

security of the confidential communication at all costs because the channel states are

terribly bad. On the other hand, if the differentiate value is positive at the given channel

states and the given jamming power, R(n)
m is decided a strictly increasing function

along p(n)R . In this case, the more the relay power is, the higher the secrecy rate is.

Thus, the best choice for the relay power is utilizing as much power as possible.

On the other hand, the first-order derivative of (2.8) with respect to the jamming

power, p(n)J , is given as

∂R(n)
m

∂p
(n)
J

=
γ
(n)
m β

(n)
m p

(n)
R(

1 + γ
(n)
m p

(n)
J

)(
1 + β

(n)
m p

(n)
R + γ

(n)
m p

(n)
J

) . (2.14)

Similar to the former case, the denominator of the right-hand side in (2.14) is always

positive inside the feasible set of the power distribution. Thus, the sign of the right-

hand side in (2.14) depends on only the relay power. If the relay power is given as
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zero, the differentiate value also becomes zero and accordingly, R(n)
m is given as zero-

constant along p(n)J . In this case, the optimal jamming power is determined to be zero

since the jamming power does not affect the secrecy rate. In contrast, if the relay power

is given as a non-zero value, the differentiate value is positive and R(n)
m is decided the

strictly increasing function along p(n)J . Therefore, in this situation, the best choice for

the jamming power is utilizing as much power as possible.

From (2.13) and (2.14), I can know that it is best that the available power of the

sub-carrier is wholly distributed for the relay and the jamming both unless the optimal

power is zero. Therefore, in the case of the non-zero relay power, the optimal power

distribution must satisfy the equation version of (2.11) which is given by

p
(n)
T + p

(n)
R + p

(n)
J = p(n). (2.15)

In addition, the transmit power actually is independent term with the secrecy rate and

only acts as a limit boundary of the relay power under the DF relay constraint. That

is, the transmit power does not affect the value of R(n)
m unlike the relay power and the

jamming power Therefore, the best choice for the transmit power is distributing as low

power as possible in order to spend more power for the relay power and the jamming

power. Consequently, the optimal transmit power is simply determined by the equation

version of the DF relay constraint which given as

p
(n)
T = ϵ(n)m p

(n)
R , (2.16)

where ϵ(n)m :=

∣∣∣h(n)
mD

∣∣∣2∣∣∣h(n)
Sm

∣∣∣2 . By introducing (2.16) to (2.15), the optimal jamming power also

can be drawn as the equation of the relay power which is given by

p
(n)
J = p(n) −

(
1 + ϵ(n)m

)
p
(n)
R . (2.17)

Using (2.16) and (2.17), I can transform (2.8) to the function of only the relay

power which is given by

R(n)
m

(
p
(n)
R

)
=

log2
(
1 + α

(n)
m p

(n)
R

)(
1 + γ

(n)
m p(n) − λ

(n)
m p

(n)
R

)
(
1 + γ

(n)
m p(n) +

(
β
(n)
m − λ

(n)
m

)
p
(n)
R

)
+

, (2.18)
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where λ(n)m := γ
(n)
m

(
1 + ϵ

(n)
m

)
. From the first-order derivative of (2.18) with respect

to the relay power, the optimal relay power can be derived and it is given by

p⋆R
(n)
(
p(n), c(n)m

)
=


min

(
f
(
p(n), c(n)m

)
, γ

(n)
m

λ
(n)
m

p(n)
)
, if α(n)

m > β
(n)
m ,

f
(
p(n), c(n)m

)
, if α(n)

m ≤ β
(n)
m ,

(2.19)

where p⋆R
(n) is the optimal relay power on the nth sub-carrier, c(n)m is the vector which

is defined as

c(n)m :=
[
α(n)
m , β(n)m , γ(n)m , λ(n)m

]
for m = 1, · · · ,M and n = 1, · · · , N,

and f (·) is the function defined as

f (x, c) :=
1 + γx

β − λ

(√
β

λ

(
1− β − λ

α (1 + γx)

)
− 1

)
,

where c := [α, β, γ, λ]. Considering the case in which the optimal relay power is

determined to be zero together with (2.19), the optimal relay power is extended to

p⋆R
(n)
(
p(n), c(n)m

)
=



γ
(n)
m

λ
(n)
m

p(n), if α(n)
m > β

(n)
m and 0 ≤ p(n) < p

(n)
m,1,

f
(
p(n), c(n)m

)
, if α(n)

m > β
(n)
m and p(n) ≥ p

(n)
m,1,

0, if α(n)
m ≤ β

(n)
m and 0 ≤ p(n) < p

(n)
m,2,

f
(
p(n), c(n)m

)
, if α(n)

m ≤ β
(n)
m and p(n) ≥ p

(n)
m,2,

(2.20)

where p(n)m,1 and p(n)m,2 are defined by

p
(n)
m,1 :=

−λ(n)
m +

√{
λ
(n)
m

}2
+4α

(n)
m γ

(n)
m

(
α
(n)
m

β
(n)
m

−1

)
2α

(n)
m γ

(n)
m

, for m = 1, · · · ,M,

p
(n)
m,2 :=

β
(n)
m −α(n)

m

α
(n)
m γ

(n)
m

, for m = 1, · · · ,M.

From (2.20), the optimal transmit power and the optimal jamming power are deter-
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mined as

p⋆T
(n)
(
p(n), c(n)m

)
=



ϵ
(n)
m γ

(n)
m

λ
(n)
m

p(n),
if α(n)

m > β
(n)
m and

0 ≤ p(n) < p
(n)
m,1,

ϵ
(n)
m f

(
p(n), c(n)m

)
,

if α(n)
m > β

(n)
m and

p(n) ≥ p
(n)
m,1,

0,
if α(n)

m ≤ β
(n)
m and

0 ≤ p(n) < p
(n)
m,2,

ϵ
(n)
m f

(
p(n), c(n)m

)
,

if α(n)
m ≤ β

(n)
m and

p(n) ≥ p
(n)
m,2,

(2.21)

p⋆J
(n)
(
p(n), c(n)m

)
=



0,
if α(n)

m > β
(n)
m and

0 ≤ p(n) < p
(n)
m,1,

p(n) − λ
(n)
m

γ
(n)
m

f
(
p(n), c(n)m

)
,

if α(n)
m > β

(n)
m and

p(n) ≥ p
(n)
m,1,

0,
if α(n)

m ≤ β
(n)
m and

0 ≤ p(n) < p
(n)
m,2,

p(n) − λ
(n)
m

γ
(n)
m

f
(
p(n), c(n)m

)
,

if α(n)
m ≤ β

(n)
m and

p(n) ≥ p
(n)
m,2,

(2.22)

where p⋆T
(n) is the optimal transmit power and p⋆J

(n) is the optimal jamming power on

the nth sub-carrier, respectively.

By applying the optimal power distribution vector to (2.8), I define the achievable

secrecy rate of the individual cooperative transmission strategy on the nth sub-carrier
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as a function of the available power of the nth sub-carrier which is given by

R⋆(n)
m

(
p(n)

)
=



R1

(
p(n), c(n)m

)
,

if α(n)
m > β

(n)
m and

0 ≤ p(n) < p
(n)
m,1,

R2

(
p(n), c(n)m

)
,

if α(n)
m > β

(n)
m and

p(n) ≥ p
(n)
m,1,

0,
if α(n)

m ≤ β
(n)
m and

0 ≤ p(n) < p
(n)
m,2,

R2

(
p(n), c(n)m

)
,

if α(n)
m ≤ β

(n)
m and

p(n) ≥ p
(n)
m,2,

for m = 1, · · · ,M,

(2.23)

where R⋆(n)
m is the achievable secrecy rate function when the mth intermediate node

is used as the relay node on the nth sub-carrier, and R1 (·) and R2 (·) are its partial

functions which are defined as

R1 (x, c) := log2

(
λ+ αγx

λ+ βγx

)
,

R2 (x, c) := log2

(
1 + αλ

{f (x, c)}2

1 + γx

)
.

In addition, the maximum achievable secrecy rate on the nth sub-carrier is given by

R⋆(n)
(
p(n)

)
= max

{m=1,2,··· ,M}
R⋆(n)
m

(
p(n)

)
. (2.24)

2.4 Optimal Power Allocation

In this section, I jointly find the optimal power allocation into each sub-carrier and

the optimal cooperative transmission strategy of each sub-carrier to maximize the sum

secrecy rate. Using the maximum achievable secrecy rate of each sub-carrier derived in

the previous section, the optimization problem for finding the optimal power allocation

can be set as
max

{p(n):n=1,2,··· ,N}
∑N

n=1R⋆(n)
(
p(n)

)
s.t.

∑N
n=1 p

(n) ≤ ptot,

(2.25)
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Figure 2.2: Illustration of non-convex shape of R⋆(n).

where ptot is a total system power. In general, the optimal cooperative strategy of the

nth sub-carrier is not determined as the specific one among existing M strategies

and varies depending on how much the available power is given to that sub-carrier

as shown in Fig. 2.2. This means that, before allocating the available power to the

nth sub-carrier, I cannot specify the one as the optimal cooperative strategy among

M possible strategies. In addition, this also implies that R⋆(n) (·) has a shape of the

non-concave function at the discontinuity point where the optimal cooperative strategy

changes as shown in Fig. 2.2. As a result, the objective function of (2.25) becomes the

non-concave function. Thus, it is not straightforward to solve (2.25) since that problem

is not the non-convex optimization problem. The typical method for solving (2.25) is

considering the sub-problems derived from the original optimization problem instead

of the original one. To eliminate the non-concavity resulted from the variation of the

optimal cooperative strategy versus p(n), in the sub-problem, the specific one strategy

is adopted arbitrarily among M possible strategies on each sub-carrier regardless of

whether they are really optimal strategies or not. By doing so, I can make a total of
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MN different sub-problems from (2.25) assuming the number of total sub-carrier is

N . If I index those sub-problems arbitrarily, the ith sub-problem can be represented as

max
{p(n):n=1,2,··· ,N}

∑N
n=1R

⋆(n)
ni

(
p(n)

)
s.t.

∑N
n=1 p

(n) ≤ ptot,

for i = 1, · · · ,MN (2.26)

where ni denotes the index number indicating the adopted cooperative transmission

strategy among M strategies on the nth sub-carrier for the ith sub-problem.

Consequently, the optimal available power and the optimal cooperative strategy of

each sub-carrier is determined by comparing all sum secrecy rates corresponding to

solutions of MN sub-problems. In other words, if the solution of the ith sub-problem

is given by

p
⋆(n)
i for n = 1, 2, · · · , N,

then, the solution of (2.25), the original problem, can be represented as

p⋆(n) = p
⋆(n)
i∗ for n = 1, 2, · · · , N,

where p⋆(n) is the optimal available power of the nth sub-carrier and i∗ denotes the

index of the optimal cooperative transmission strategy on the nth sub-carrier which is

determined as

i∗ = argmax
{i=1,2,··· ,MN}

N∑
n=1

R⋆(n)
ni

(
p
⋆(n)
i

)
.

Even though, in each sub-problem, there does not exist the non-concavity caused

from the variation of the optimal strategy on each sub-carrier, the objective functions

of some sub-problem may be still the non-concave function depending on the channel

states given on the sub-carrier. This is because that the achievable secrecy rate func-

tion of the individual strategy can be non-concave itself as shown in Fig. 2.3. It shows

the cases in which the achievable secrecy rate function of the nth sub-carrier for the

ith sub-problem has the shape of non-concave function at the two channel conditions;

(a) α⋆(n)ni > β
⋆(n)
ni and (b) α⋆(n)ni ≤ β

⋆(n)
ni , respectively. Fortunately, in this case, the
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Figure 2.3: Non-convex shape of R⋆(n)
ni when (a) α⋆(n)ni > β

⋆(n)
ni , (b) α⋆(n)ni ≤ β

⋆(n)
ni .
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non-concave shape is relatively simple in comparison with that of the original prob-

lem and thus, the less number of computation may be required to obtain the solution

of the sub-problem. Nevertheless, in general, the extremely tremendous computations

which cannot be handled in normal systems are required to solve the non-concave op-

timization problem. Particularly, for the worst case where the objective functions of

all sub-problems are non-concave functions, I have to solve a total of MN non-convex

optimization problem in order to obtain the solution of (2.25). Due to this computa-

tion issue, the method of finding the sub-optimal solution rather than the optimal one

is preferred for a realistic system. In this paper, I also derive the sub-optimal solu-

tion of the non-convex sub-problem which requires relatively very low computations

and is asymptotically same as the optimal solution when the number of sub-carrier or

intermediate nodes goes to infinity.

2.4.1 Sub-optimal power allocation

In order to obtain sub-optimal solution of each sub-problem, I utilize the method ap-

proximating the non-concave function to a concave function although the shape of the

approximated one is not strictly concave. Actually, for all sub-problems, R1 (·) is al-

ways the concave function among two partial functions of the achievable secrecy rate.

Therefore, this implies that R2 causes the non-concavity of the achievable secrecy rate.

In Fig. 2.3, it is shown that R2 (·) has the convex shape during a certain interval from

p
(n)
ni,1

or p(n)ni,2
. However, since the second-order derivative of R2 is always the strictly

decreasing function, R2 (·) has the concave shape again when p(n) is greater than p(n)ni,3

denoting the point in which the second-order derivative of R2 is zero as shown in Fig.

2.3.

To approximate the non-concave R⋆(n)
ni (·) to the concave function, I use the tan-

gent line which is tangent to R1 (·) and R2 (·) simultaneously as shown in Fig. 2.3.

Tangent points of two partial functions are denoted by t(n)ni,1
and t(n)ni,2

, respectively.

If I let R⋆(n)
ni,app (·) denote the approximated function in which the non-concave part
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of R⋆(n)
ni (·) is replaced with the tangent line during the interval from t

(n)
ni,1

to t(n)ni,2
,

R(n)
ni,app (·) is guaranteed surely to be the concave function. The slope of the tangent

line is obtained from the following equation as

R2

(
t
(n)
ni,2

, c(n)ni

)
− I(n)ni R1

(
t
(n)
ni,1

, c(n)ni

)
t
(n)
ni,2

− I(n)ni t
(n)
ni,1

= µ(n)ni
,

where µ(n)ni denotes the slope of the tangent line for approximating the achievable

secrecy rate of the nth sub-carrier for the ith sub-problem, and the two tangent points

are given as

t
(n)
ni,1

= P1

(
µ(n)ni

, c(n)ni

)
,

t
(n)
ni,2

= P2

(
µ
(n)
ni , c

(n)
ni

)
, s.t. t

(n)
ni,2

≥ p
(n)
ni,3

where P1 (·) and P2 (·) are the functions same as the inverse functions of the first-order

derivative functions of R1 and R2 with respect to p(n), which is defined as

Pk (µ, c) := {Qk (x, c)}−1 , for k = 1, 2,

Qk (x, c) :=
∂Rk(x,c)

∂x , for k = 1, 2.

This means that Pk (µ, c) equals to the point at which the tangent slope of Rk is µ. For

simplicity of equation expressions, the second-order derivative functions of R1 and

R2 with respect to p(n) is also defined as

Q′
k (x, c) :=

∂2Rk(x,c)
∂x2

, for k = 1, 2,

and p(n)ni,3
is determined such that Q′

2(p
(n)
ni,3

, c(n)ni ) = 0. Furthermore, P1 (·) and P2 (·)

can be represented as the closed forms which are given as

P1 (µ, c) :=
1

2

{√
{y1 (c)}2 − y2 (c)

(
1− y3 (c)

µ

)
− y1 (c)

}
,

P2 (µ, c) :=
1

2αγ

{√
2z4 (µ, c)− z2 (µ, c)−

1

2
z1 (µ, c)−√

−2z4 (µ, c)− z2 (µ, c)− 4

√
{z4 (µ, c)}2 − z3 (µ, c)

}
,
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where y1 (c) := λ
αγ + λ

βγ , y2 (c) :=
(
λ
γ

)2
4
αβ , y3 (c) := λ

βγ − λ
αγ , and z1 (µ, c),

z2 (µ, c), z3 (µ, c), z4 (µ, c) are the functions given by

z1 (µ, c) := 3λ− β − 4α− 2

µ
,

z2 (µ, c) :=
(
1

µ
− λ

)(
2β − 3λ+

1

µ

)
− 3

8

{
3λ− β − 2

µ

}2

,

z3 (µ, c) := −βλ
µ2

+
(β − λ)

4

(
1

µ
− λ

){
3λ− β − 2

µ

}
+

{
3λ− β − 2

µ

}2 z2 (µ, c)
16

+
3

256

{
3λ− β − 2

µ

}4

,

z4 (µ, c) := 3λ− β − 2

µ

and I(n)ni is the indicator function which is defined by

I(n)ni =


0,

if
{
α
(n)
ni ≤ β

(n)
ni

}
or{

α
(n)
ni > β

(n)
ni and D

(
µ
(n)
ni,1

, c(n)ni , c
(n)
ni

)
> 0
}
,

1, if α(n)
ni > β

(n)
ni and D

(
µ
(n)
ni,1

, c(n)ni , c
(n)
ni

)
≤ 0,

for n = 1, · · · , N ;

i = 1, · · · ,MN ,

where µ(n)ni,1
:= Q1

(
0, c(n)ni

)
for all n and all i, and D (·) is the function defined as

D (µ, c1, c2) =
R2 (P2 (µ, c2) , c2)−R1 (P1 (µ, c1) , c1)

P2 (µ, c2)− P1 (µ, c1)
− µ.

By doing so, the approximated achievable secrecy rate function on the nth sub-carrier

for the ith sub-problem is given by

R⋆(n)
ni,app

(
p(n)

)
=


I(n)ni R1

(
p(n), c(n)ni

)
if 0 ≤ p(n) ≤ t

(n)
ni,1

,

µ
(n)
ni

(
p(n) − t

(n)
ni,1

)
+ I(n)ni T

(n)
ni,1

if t(n)ni,1
< p(n) < t

(n)
ni,2

,

R2

(
p(n), c(n)ni

)
if p(n) ≥ t

(n)
ni,2

,

(2.27)

where T (n)
ni,1

:= R1

(
t
(n)
ni,1

, c(n)ni

)
for all n and all i.
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Table 2.2: The Concavity of the Achievable Secrecy Rate Function on the nth Sub-

carrier for the ith Sub-problem, n = 1, · · · , N ; i = 1, · · · ,MN

Conditions Ω
(n)
ni

α
(n)
ni > β

(n)
ni

Q′
2

(
p
(n)
ni,1

, c(n)ni

)
< 0

0

(concave)

Q′
2

(
p
(n)
ni,1

, c(n)ni

)
≥ 0 1

(non-concave)α
(n)
ni ≤ β

(n)
ni

For the sub-carrier of which the achievable secrecy rate is naturally the concave

function, the approximating method is unnecessary. Thus, the achievable secrecy rates

of all sub-carriers for the ith approximated sub-problem are given by

R⋆(n)
ni,sub

(
p(n)

)
=

 R⋆(n)
ni

(
p(n)

)
, if Ω(n)

ni = 0,

R⋆(n)
ni,app

(
p(n)

)
, if Ω(n)

ni = 1,
for n = 1, · · · , N, (2.28)

where Ω(n)
ni is the number indicating the concavity of the achievable secrecy rate on the

nth sub-carrier for the ith sub-problem based on the Table 2.2. As a result, the ith sub-

problem can be considered as the convex optimization problem and be solved easily

by the Karush-Kuhn-Tucker (KKT) conditions. The sub-optimal solution of each sub-
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problem is given by

p
⋆(n)
i,sub (µ) =



0,
if µ > µ

(n)
ni,1

and Ω
(n)
ni = 0,

P1

(
µ, c(n)ni

)
,

if µ(n)ni,1
≥ µ > µ

(n)
ni,2

and Ω
(n)
ni = 0,

P2

(
µ, c(n)ni

)
,

if µ ≤ µ
(n)
ni,2

and Ω
(n)
ni = 0,

0,
if µ > µ

(n)
ni,3

and Ω
(n)
ni = 1,

I(n)ni P1

(
µ, c(n)ni

)
,

if µ(n)ni,3
≥ µ > µ

(n)
ni

and Ω
(n)
ni = 1,

ptot −
∑N

l=1,l ̸=n p
⋆(l)
i,sub

(
µ
(n)
ni

)
,

if µ = µ
(n)
ni

and Ω
(n)
ni = 1,

P2

(
µ, c(n)ni

)
,

if µ < µ
(n)
ni

and Ω
(n)
ni = 1,

for n = 1, · · · , N ;

i = 1, · · · ,MN ,

(2.29)

where µ(n)ni,2
:= Q1

(
p
(n)
ni,1

, c(n)ni

)
for all n and all i, µ(n)ni,3

is defined as

µ
(n)
ni,3

=

Q1

(
0, c(n)ni

)
, if α(n)

ni > β
(n)
ni ,

∞, if α(n)
ni ≤ β

(n)
ni ,

for n = 1, · · · , N ; i = 1, · · · ,MN ,

and µ is determined such that
∑N

n=1 p
(n)
i,sub (µ) = ptot.

Consequently, the sub-optimal solution of (2.25) is given by

p
⋆(n)
sub = p

⋆(n)
i∗,sub for n = 1, 2, · · · , N,

where p⋆(n)sub is the sub-optimal power of the nth sub-carrier and i∗ is determined as

i∗ = argmax
{i=1,2,··· ,MN}

N∑
n=1

R⋆(n)
ni

(
p
⋆(n)
i,sub (µ)

)
.
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Moreover, the sub-optimal cooperative transmission strategy on the nth sub-carrier is

determined as

m
⋆(n)
sub = ni∗ for n = 1, 2, · · · , N,

where m(n)
sub is the index indicating the sub-optimal cooperative transmission strategy

among M strategies on the nth sub-carrier.

Even though I have been avoid solving the non-concave optimization problem by

deriving the sub-optimal solution instead of the optimal one of (2.25), there remains as

the high computation issue as ever. This is because that the number of sub-problems

is proportional to the number of intermediate nodes existing inside the network and

even exponentially proportional to the number of sub-carriers of the system. Since,

in the communication systems such as OFDM, the number of sub-carriers is usually

from 64 to 128 or even more than 128, the required computation for solving MN

sub-problems is generally extremely high even though the communication network

includes low number of intermediate nodes. Thus, the normal communication systems

cannot still afford to handle the computation required for deriving the sub-optimal

solution of (2.25). To overcome this computation issue, I propose the efficient power

allocation method which requires very low computation in comparison with finding

the sub-optimal power allocation as well as the optimal one.

2.4.2 Proposed power allocation

At the very low available power of the sub-carrier including the zero available power,

all achievable secrecy rate functions can be approximated to a linear function. Assum-

ing that the mth strategy is adopted on the nth sub-carrier, the linear function for this

approximation is given by

R⋆(n)
m (x) ≃ I(n)m θ(n)m x, (2.30)

where θ(n)m := γ
(n)
m

λ
(n)
m

(α
(n)
m − β

(n)
m ). This implies that the achievable secrecy rate func-

tion of the transmission strategy where the slope of the linear function is maximum

is superior in the vicinity of the zero available power than the achievable secrecy rate
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functions of other strategies. Thus, there always exists the positive number, δ(n)1 , satis-

fying the following equation as

R⋆(n) (x) = R⋆(n)
vn (x) = R1

(
x, c(n)vn

)
, if 0 ≤ x < δ

(n)
1 , (2.31)

where vn is the index indicating the transmission strategy which corresponds to the

optimal strategy at the very low available power and is given as

vn = argmax
{m=1,2,··· ,M}

θ(n)m .

On the one hand, at the very high available power of the sub-carrier, f (·) can be

approximated to a linear function as follow

f
(
x, c(n)m

)
≃ ϕ(n)m

(
1 + γ(n)m x

)
, (2.32)

where ϕ(n)m := 1

β
(n)
m −λ(n)

m

((
β
(n)
m

λ
(n)
m

) 1
2

− 1

)
. Using (2.32), at the very high available

power, R⋆(n)
m (·) is also approximated to the following equation as

R⋆(n)
m (x) ≃ log2 x+ ψ(n)

m , (2.33)

where ψ(n)
m := log2 {α

(n)
m γ

(n)
m λ

(n)
m (ϕ

(n)
m )2}. From (2.33), it is obvious that the optimal

cooperative strategy is definitely determined by ψ(n)
m value as x increases gradually.

That is, at the enough high available power, the achievable secrecy rate corresponding

to the strategy in which ψ(n)
m is the highest is most dominant than the achievable se-

crecy rate functions corresponding to other strategies. This implies that there always

exists the positive number, δ(n)2 , satisfying the equation which is given by

R⋆(n) (x) = R⋆(n)
wn

(x) = R2

(
x, c(n)wn

)
, for x ≥ δ

(n)
2 , (2.34)

where wn is the index indicating the transmission strategy which corresponds to the

optimal strategy at the very high available power and is given as

wn = argmax
{m=1,2,··· ,M}

ψ(n)
m .

30



Consequently, the shape of the maximum achievable secrecy rate of the nth sub-

carrier, R⋆(n), necessarily includes the two achievable secrecy rate functions corre-

sponding to the vnth strategy and the wnth strategy. For instance, in the case of Fig.

2.2, assuming that the shape of R⋆(n) is determined by only 3 functions such as R⋆(n)
i ,

R⋆(n)
j and R⋆(n)

k , j and i correspond to vn and wn, respectively. From these results,

similarly to the approximating method used in the sub-problem of (2.25), I propose

the method which approximates R⋆(n) to a concave function at once using only two

achievable secrecy rate functions of R⋆(n)
vn and R⋆(n)

wn .

However, unlike the former approximating method, there may not exist the tangent

line which is tangent to R⋆(n)
vn and R⋆(n)

wn simultaneously. This is because that, when

δ
(n)
1 is very small compared to δ(n)2 , the achievable secrecy rate function of the vnth

strategy may be much different with the maximum achievable secrecy rate at a majority

of the interval from 0 to δ(n)2 . Thus, for preventing this case, I consider the additional

strategy whose the achievable secrecy rate function may have the more similar shape

to the maximum achievable secrecy rate. As a result, the transmission strategy utilized

for the approximation of R⋆(n) is determined as

v́n =


vn,

if
{
α
(n)
vn ≤ β

(n)
vn

}
or{

α
(n)
vn > β

(n)
vn and D

(
µ
(n)
0 , c(n)vn , c

(n)
wn

)
> 0
}
,

v̂n, if α(n)
vn > β

(n)
vn and D

(
µ
(n)
0 , c(n)vn , c

(n)
wn

)
≤ 0,

where µ(n)0 := Q2(p
(n)
wn,3

, c(n)wn ), v́n is the index indicating the transmission strategy

utilized for the approximation, and v̂n denotes the index indicating the additional con-

sidered strategy which is given by

v̂n = argmax
{m=1,2,··· ,M}

R1

(
p
(n)
wn,1

, c(n)vn

)
.

Similarly to the case of the sub-optimal power allocation, the slope of the tan-

gent line for the approximation on the nth sub-carrier is obtained from the following
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equation as
R2

(
t
(n)
wn , c

(n)
wn

)
− I(n)R1

(
t
(n)
v́n
, c(n)v́n

)
t
(n)
wn − I(n)t(n)v́n

= µ(n),

where µ(n) denotes the slope of the tangent line for approximating the achievable

secrecy rate of the nth sub-carrier for the proposed method, and the two tangent points

are given as

t
(n)
v́n

= P1

(
µ(n), c(n)v́n

)
,

t
(n)
wn = P2

(
µ(n), c(n)wn

)
, s.t. t

(n)
wn ≥ p

(n)
wn,3

and I(n) is the indicator function which is defined as

I(n) =


0,

if
{
α
(n)
v́n

≤ β
(n)
v́n

}
or{

α
(n)
v́n

> β
(n)
v́n

and D
(
µ
(n)
1 , c(n)v́n

, c(n)wn

)
> 0
}
,

1, if α(n)
v́n

> β
(n)
v́n

and D
(
µ
(n)
1 , c(n)v́n

, c(n)wn

)
≤ 0,

for n = 1, · · · , N.

where µ(n)1 := Q1

(
0, c(n)v́n

)
for all n. In addition, the approximated achievable secrecy

rate function of the nth sub-carrier is given by

R⋆(n)
app

(
p(n)

)
=


I(n)R1

(
p(n), c(n)v́n

)
if 0 ≤ p(n) ≤ t

(n)
v́n
,

µ(n)
(
p(n) − t

(n)
v́n

)
+ I(n)T (n) if t(n)v́n

< p(n) < t
(n)
wn ,

R2

(
p(n), c(n)wn

)
if p(n) ≥ t

(n)
wn ,

(2.35)

where T (n) := R1(t
(n)
v́n
, c(n)v́n

) for all n.

Since the approximating method is unnecessary for the sub-carrier of which the

two achievable secrecy rate functions selected for the approximation forms the concave

function shape already, the maximum achievable secrecy rate of each sub-carrier for

the proposed method is given by

R⋆(n)
prop

(
p(n)

)
=

R⋆(n)
(
p(n)

)
, if Ω(n) = 0,

R⋆(n)
app

(
p(n)

)
, if Ω(n) = 1,

for n = 1, · · · , N, (2.36)
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Table 2.3: The Concavity of the Maximum Achievable Secrecy Rate Function on the

nth Sub-carrier, n = 1, · · · , N
Conditions Ω(n)

v́n

= wn

α
(n)
wn

> β
(n)
wn

Q′
2

(
p
(n)
wn,1

, c(n)wn

)
< 0

0

(concave)

Q′
2

(
p
(n)
wn,1

, c(n)wn

)
≥ 0

1

(non-concave)
α
(n)
wn ≤ β

(n)
wn

v́n ̸= wn

where Ω(n) is the number indicating the concavity of the two achievable secrecy rate

functions selected for the approximation on the nth sub-carrier based on the Table 2.3.

Furthermore, using the KKT conditions, the proposed solution of (2.25) is given as

p
⋆(n)
prop,1 (µ) =



0,
if µ > µ

(n)
1

and Ω(n) = 0,

P1

(
µ, c(n)wn

)
,

if µ(n)1 ≥ µ > µ
(n)
2

and Ω(n) = 0,

P2

(
µ, c(n)wn

)
,

if µ ≤ µ
(n)
2

and Ω(n) = 0,

0,
if µ > µ

(n)
3

and Ω(n) = 1,

I(n)P1

(
µ, c(n)v́n

)
,

if µ(n)3 ≥ µ > µ(n)

and Ω(n) = 1,

ptot −
∑N

l=1,l ̸=n p
⋆(l)
prop,1

(
µ(n)

)
,

if µ = µ(n)

and Ω(n) = 1,

P2

(
µ, c(n)wn

)
,

if µ < µ(n)

and Ω(n) = 1,

for n = 1, · · · , N,

(2.37)
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where µ(n)2 := Q1

(
p
(n)
wn,1

, c(n)wn

)
for all n, µ(n)3 is defined as

µ
(n)
3 =

Q1

(
0, c(n)v́n

)
, if α(n)

v́n
> β

(n)
v́n
,

∞, if α(n)
v́n

≤ β
(n)
v́n
,

for n = 1, · · · , N,

and µ is determined such that
∑N

n=1 p
⋆(n)
prop,1 (µ) = ptot. Furthermore, the transmission

strategy which is adopted on each sub-carrier for the proposed method is determined

as

m
⋆(n)
prop,1 = argmax

{m=v́n,wn}
R⋆(n)
m

(
p
⋆(n)
prop,1 (µ)

)
, for n = 1, · · · , N,

where m⋆(n)
prop,1 is the index indicating the transmission strategy adopted on the nth

sub-carrier for the proposed solution.

When all channel states from intermediate nodes to the destination node is worse

than those from intermediate nodes to the eavesdropper node on the nth sub-carrier,

the maximum achievable secrecy rate of the nth sub-carrier has the non-concave func-

tion shape as shown in Fig. 2.3 (b). In this case, the approximated function for the

proposed method or for the sub-optimal method has a quite different function shape

with the original function and accordingly, the security performance corresponding to

the solutions of those methods deteriorates in comparison to the performance corre-

sponding the optimal solution. Particularly, at the low available power, the different

degree between the approximated function and the original function is relatively high.

To reduce this security performance deterioration, I consider another solution of

(2.25) obtained by the method modifying (2.37). In this method, the solution corre-

sponding to the approximated interval on the nth sub-carrier is determined by not the

tangent line used for the approximation, but the achievable secrecy rate function of the
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v́nth strategy. By doing so, the other proposed solution of (2.25) is given by

p
⋆(n)
prop,2 (µ) =



0,
if µ > µ

(n)
1

and Ω(n) = 0,

P1

(
µ, c(n)wn

)
,

if µ(n)1 ≥ µ > µ
(n)
2

and Ω(n) = 0,

P2

(
µ, c(n)wn

)
,

if µ ≤ µ
(n)
2

and Ω(n) = 0,

0,
if µ ≥ µ

(n)
3

and Ω(n) = 1,

I(n)P1

(
µ, c(n)v́n

)
,

if µ ∈ A(n)
1

and Ω(n) = 1,

P1

(
µ̃, c(n)v́n

)
,

if µ ∈ A(n)
2

and Ω(n) = 1,

P2

(
µ̃, c(n)wn

)
,

if µ ∈ A(n)
3

and Ω(n) = 1,

P2

(
µ, c(n)wn

)
,

if µ ∈ A(n)
4

and Ω(n) = 1,

for n = 1, · · · , N, (2.38)

where µ and µ̃ are determined such that
∑N

n=1 p
⋆(n)
prop,2 (µ) = ptot, and the sets A(n)

1 ,

A(n)
2 , A(n)

3 and A(n)
4 are defined as

A(n)
1 :=

{
µ| µ(n)3 > µ > µ(n), µ ̸= µ(l), l ∈ B(n)

1

}
,

A(n)
2 :=

{
µ| µ = µ(l), l ∈ B(n)

1

}
,

A(n)
3 :=

{
µ| µ = µ(l), l ∈ B(n)

2

}
,

A(n)
4 :=

{
µ| µ < µ(n), µ ̸= µ(l), l ∈ B(n)

2

}
,

for n = 1, · · · , N.

Moreover, the sets B(n)
1 and B(n)

2 are defined by

B(n)
1 :=

{
l| µ(l) ≥ µ(n), Ω(l) = 1, 1 ≤ l ≤ N, l ∈ N

}
,

B(n)
2 :=

{
l| µ(l) < µ(n), Ω(l) = 1, 1 ≤ l ≤ N, l ∈ N

}
,

for n = 1, · · · , N,
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where N is the set of natural numbers. In the other proposed solution, the transmission

strategy which is adopted on each sub-carrier is given by

m
⋆(n)
prop,2 =

 v́n, µ ≥ µ(n),

wn, µ < µ(n),
for n = 1, · · · , N,

where m⋆(n)
prop,2 is the index indicating the transmission strategy adopted on the nth sub-

carrier for the other proposed solution.

Consequently, the ultimate proposed solution is determined as the one of which

the sum secrecy rate is highest between the two proposed solutions. In other words,

the ultimate proposed solution is represented as

p
⋆(n)
prop (µ) = p

⋆(n)
prop,j∗ (µ) ,

where p⋆(n)prop denotes the ultimate proposed solution of (2.25), and j∗ is determined by

j∗ = argmax
{j=1,2}

R⋆(n)

m
⋆(n)
prop,j

(
p
⋆(n)
prop,j (µ)

)
.

The transmission strategy adopted on each sub-carrier for the ultimate proposed solu-

tion is denoted by the index which is given by

m
⋆(n)
prop = m

⋆(n)
prop,j∗ .

Remark (Computational Complexity) : In order to derive the sub-optimal solution

of (2.25), a total of MN processes of solving the optimization problem with the KKT

conditions is conducted. Furthermore, in the worst case, I need to implement the ap-

proximation method M times for each solving process. On the other hand, to obtain

the proposed solution of (2.25), it is required only two times to solve the optimization

problem with the KKT conditions. In addition, the number of implementations of the

approximation method is not proportional to the number of the solving the problem,

but fixed by the number less than or equal to M . Although additional computations

are necessary for deriving the proposed solution, they are very trivial in terms of the

computational complexity in comparison with the solving the optimization problem
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with the KKT conditions or the implementation of the approximation method. Thus,

the required computational complexity for obtaining the proposed solution is much

lower than that for obtaining the sub-optimal solution.

2.5 Numerical Results

In this section, I present the security performance of the proposed power allocation

and the sub-optimal power allocation at various simulation settings. By doing so, it is

verified that the security performance of the proposed power allocation is not much

different with that of the sub-optimal power allocation. For additional comparisons, an

uniform power allocation is considered together with three different power distribu-

tions. In the uniform power allocation, the total system power is equally allocated to

all sub-carriers, that is, the available power of each sub-carrier is given by

p
(n)
unif =

1
N ptot, for n = 1, · · · , N.

As the first one of the three power distribution, the optimal power distribution derived

in the previous section is taken into account. Therefore, the first power distribution for

the uniform power allocation is given by
p
(n)
T = p

⋆(n)
T

(
p
(n)
unif, c

(n)
m∗

n

)
p
(n)
R = p

⋆(n)
R

(
p
(n)
unif, c

(n)
m∗

n

)
p
(n)
J = p

⋆(n)
J

(
p
(n)
unif, c

(n)
m∗

n

)
,

for n = 1, · · · , N,

where m∗
n is the index indicating the transmission strategy adopted on the nth sub-

carrier for the uniform power allocation and is determined as

m∗
n = argmax

{m=1,2,··· ,M}
R⋆(n)
m

(
p
(n)
unif

)
.

The second one is a uniform power distribution in which the available power of the

sub-carrier is distributed equally to the transmit power, the relay power and the jam-

ming power. Thus, on each sub-carrier, the power distribution for the second power
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distribution is represented as

p
(n)
T = p

(n)
R = p

(n)
J = 1

3p
(n)
unif, for n = 1, · · · , N.

The last one is the uniform power distribution with no cooperative jamming. In this

case, the available power of each sub-carrier is distributed equally to only the transmit

power and the relay power and it is represented as p
(n)
J = 0

p
(n)
T = p

(n)
R = 1

2p
(n)
unif,

for n = 1, · · · , N.

For the second and the last power distribution, the strategy adopted on each sub-carrier

is determined the following equation as

m∗
n = argmax

{m=1,2,··· ,M}
R(n)
m

(
p(n)

)
, for n = 1, · · · , N.

Figure 2.4: Illustration of the network topology in simulations.

The network topology used in the simulations is described in Fig.2.4. All nodes

are deployed in a 2-Dimensional space while the source node is placed at the ori-

gin point of (0, 0). The destination node and the eavesdropper node are positioned at
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(dDx , 0) and (
dDx
2 , dEy), respectively. The center of the intermediate region of which

shape is the circle whose radius is rI is placed at (dIx , dIy). For the fixed positions

of the source node, the destination node, the eavesdropper node and the intermedi-

ate region, the simulation is iterated 10000 times. Moreover, for each iteration of the

simulation, the intermediate nodes are placed randomly inside the intermediate region.

All channel coefficients are generated based on the COST 207 Typical Urban chan-

nel model with 6 multi-path. The pathloss exponent of all channels is set as 4. Delay

and power information of 6 multi-path used for generating the channel coefficients is

given by {0, 0.2, 0.5, 1.6, 2.3, 5.0} and {0.189, 0.379, 0.239, 0.095, 0.061, 0.037}, re-

spectively. In addition, the noise variance σ2 is given by N0W where N0 is a noise

spectral density and W is a bandwidth of a single sub-carrier. Thus, the total noise

power is determined by Nσ2. For all simulations, I assume that W is 300kHz and the

total system power and the total noise power are represented at once by the system

SNR which is given by

p′tot =
ptot

Nσ2

Fig.2.5 shows the security performance of each power allocation in the situation

when the center of the intermediate region moves from (
dDx
4 , 0) to (

3dDx
4 , 0) with

dDx = 1, dEy = 0.5, rI = 0.05, and p′tot = 0dB. In Fig. 2.5, it is shown that the

performance of the proposed power allocation is outstanding compared to other power

allocations except for sub-optimal power allocation scheme. The performance gap be-

tween the proposed one and the sub-optimal one is very small. This performance gap

between the two power allocations is relatively large when the intermediate node re-

gion is more far from the destination node than from the eavesdropper node. This is

because the proposed power allocation experiences less the security deterioration than

the sub-optimal one in the most cases in which the channel from the intermediate

nodes to the destination node is worse than that to the eavesdropper node. In addition,

it is noticeable that, in the uniform power allocation, the security performance of the

optimal power distribution is maximum when the intermediate region is at seven of
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Figure 2.5: The sum secrecy rate when the center of intermediate region moves from

(
dDx
4 , 0) to (

3dDx
4 , 0) with dDx = 1, dEy = 0.5, p′tot = 0dB.

tenths between the source node and the destination node. On the other hand, the uni-

form power distribution represents the maximum performance when the intermediate

region is positioned in the vicinity of the middle between the source node and the des-

tination node. From these results, I can know that the secrecy rate can be maximized

at the position biased toward the destination node rather than the balanced position

between the source node and the destination node.

Fig. 2.6 shows the security performance of each power allocation in the situation

when the center of the intermediate region moves from (
dDx
2 , 0) to (

dDx
2 ,

dEy
2 ) with

dDx = 1, dEy = 0.5, rI = 0.05, and p′tot = 0dB. Similar to Fig. 2.5, it is shown

that the proposed power allocation represents the best performance compared to other

power allocation schemes except for the sub-optimal power allocation. In addition,

the performance gap between the proposed power allocation and the sub-optimal one

is observed more clearly than in Fig. 2.5. This is because that the probability that

the channel from the intermediate nodes to the destination node is worse than that
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Figure 2.6: The sum secrecy rate when the center of intermediate region moves from

(dDx
2 , 0) to (dDx

2 ,
dEy
2 ) with dDx = 1, dEy = 0.5, P′

tot = 0dB.

to the eavesdropper node is much higher than the former case as the intermediate

region gets close to the eavesdropper node. Thus, there are many more cases in which

the proposed power allocation outperforms the sub-optimal one in terms of the sum

secrecy rate. Moreover, it is observed that the security performance of the uniform

power distribution with no cooperative jamming is more rapidly decreasing than that

of the uniform power distribution with the cooperative jamming as the intermediate

region moves toward the eavesdropper node. This implies that the cooperative jamming

affects significantly in the performance when the channel state from the relay node to

the destination node is much harsher than that to the eavesdropper node.

In Fig. 2.7, it is shown that the security performance of each power allocation

versus the system SNR in the situation where the center of the intermediate region is

(dDx
2 , 0), dDx = 1, dEy = 0.5, and rI = 0.05. Fig. 2.7 shows that all security perfor-

mances are increasing as the system SNR grows gradually. Like as the previous cases,

the proposed power allocation and the sub-optimal power allocation represent almost
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Figure 2.7: The sum secrecy rate versus the total system SNR where the center of the

intermediate region is (dDx
2 , 0), dDx = 1, dEy = 0.5.

same security performances and they outperform other power allocations. On the one

hand, it is shown that the performance of the uniform power allocation with the opti-

mal power distribution is being close to that of the proposed power allocation decreases

as the total SNR is increasing. This stems from that, at the high available power, all

achievable secrecy rate functions have almost same function shapes as shown in (2.33).

Thus, in the situation that a enough high power is allocated to each sub-carrier, the op-

timal power of each sub-carrier obtained by the KKT conditions is almost same as

one another. In other words, the optimal power allocation converges into the uniform

power allocation as the total system power grows increasingly.

Fig. 2.8 plots the security performance of each power allocation scheme corre-

sponding to the number of the intermediate nodes. The total system SNR is given by

0dB and other simulation settings are same as the former one which used for represent-

ing Fig. 2.7. I can show that all security performances are getting higher as the total

system SNR is increasing gradually. This implies that many number of the interme-
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Figure 2.8: The sum secrecy rate ersus the number of intermediate nodes inside the

intermediate region where the center of the intermediate region is (dDx
2 , 0), dDx = 1,

dEy = 0.5.

diate nodes can provide a high probabilities to establish a good channel link between

the relay node and the destination node and to form a fine ZF beamforming weight

for the jamming nodes. Furthermore, in the situation of the good relay channel link

and the fine ZF beamforming, each achievable secrecy rate function is approximated

to (2.33) at the relatively low power. Therefore, similarly to Fig. 2.7, the performance

of the uniform power allocation with the optimal power allocation approaches slowly

to that of the proposed power allocation when the number of the intermediate nodes

increases.

From Fig. 2.5-2.8, one can see that the proposed power allocation scheme outper-

forms other power allocation schemes except for the optimal power allocation scheme.

Even though performances two schemes is not same exactly, in figure 5-8, it can be

seen that the performance of the proposed power allocation scheme is very close to

that of the optimal power allocation scheme and the performance gap between two
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schemes is almost zero.

2.6 Summary

In this paper, I proposed the efficient power allocation scheme for multi-node the multi-

carrier network. First, I suggested the adaptive cooperative transmission scheme and

found optimal power distribution for the transmit power, the relay power and the jam-

ming power at each sub-carrier. In next, I established the optimal power allocation

problem over all sub-carriers. In the process, it was shown that the optimal power al-

location problem was not straightforward to be solved and required unaffordable com-

putation for finding solution. For this reason, instead of the optimal power allocation,

I derived the sub-optimal power allocation whose security performance is asymptoti-

cally same as that of the optimal power allocation when the number of sub-carriers or

intermediate nodes goes infinity. Nevertheless, since there is still high computational

complexity to find the sub-optimal power allocation, I proposed the efficient power al-

location whose required computation is relatively very low using the dominant shape

approximation method. Furthermore, to mitigate performance drop by the dominant

shape approximation method, I considered another power allocation obtained easily

by modifying the efficient power allocation. Ultimately, the proposed power allocation

was determined as better one among two power allocations. Through various numeri-

cal results, it is shown that the proposed power allocation is superior than other bench-

mark power allocation and some useful facts as follows; 1) when the intermediate

region is closer to the eavesdropper node than to the destination node, the performance

of the proposed power allocation is closer to that of the optimal power allocation than

that of the sub-optimal power allocation; 2) when the system can provide a enough

large power into each sub-carrier, the optimal power allocation is almost same as the

uniform power allocation; 3) the more the number of intermediate nodes inside the

intermediate region, the higher security performance of PLS is.
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Chapter 3

Proactive Eavesdropping with Adaptive Full-duplex

Jamming-Helping Method for Infrastructure-free

Relay Networks

3.1 Motivation

The proactive eavesdropping method was first proposed by [19, 20] and [21]. In proac-

tive eavesdropping, unlike conventional PLS, a legitimate ”eavesdropper”, authorized

by legitimate organizations such as government agencies, is deployed and act as the su-

pervisor of the network. Moreover, communication users are considered as suspicious

users which have the potential to utilize communication links for malicious purpose.

Therefore, for successful proactive eavesdropping, communication networks have to

guarantee that the legitimate eavesdropper can always succeed in wiretapping suspi-

cious users. This concept is directly contrary to the concept of conventional PLS in

which communication networks have to prevent the eavesdropper from wiretapping

communication users.

In order to achieve the goal of proactive eavesdropping, communication networks

have to experience failure in terms of conventional PLS. In other words, the achievable

rate at the legitimate eavesdropper must be larger than that at the suspicious user. This
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implies that the performance of proactive eavesdropping highly depends on channel

conditions of communication networks as conventional PLS was. For overcoming this

channel dependency issue, in [20, 21], the legitimate eavesdropper used full-duplex

jamming method to degrade the achievable rate for the suspicious user. In succession

to [20, 21], many studies also proposed proactive eavesdropping approaches with the

jamming method. References [22] and [23] extended the works of [20, 21] to multi-

antenna scenarios from the scenario in which the legitimate eavesdropper is equipped

with a single antenna. In addition, they designed beamforming vectors for minimiz-

ing the eavesdropping outage probability and for maximizing the eavesdropping rate,

respectively. The work in [24] proposed the alternate-jamming-aided protocol where

the two half-duplex monitor nodes operate cooperatively to imitate operation method

of the full-duplex monitor node for avoiding the imperfect self-interference cancella-

tion. Reference [25] designed the proactive eavesdropping system which improves the

eavesdropping performance by using the secondary user as the jamming signal in cog-

nitive radio networks. In [26], the proactive eavesdropping scenario where there exists

multiple suspicious communication links was considered, and accordingly, the opti-

mization problem for maximizing the average eavesdropping rate or the average suc-

cessful eavesdropping probability over all suspicious links was introduced. Reference

[27] is the first study considering the channel training phase in which the channel co-

efficient is estimated, and investigated the jamming strategy for two phases of the data

transmission phase and the channel training phase. The work in [28] investigated the

beamformer optimization and the antenna selection problem for the full-duplex multi-

antenna monitor node, and analyzed the trade off between performance and complexity

to provide design choice flexibility.

In [29, 30, 31, 32, 33, 34, 35, 36, 37], proactive eavesdropping via jamming ap-

proaches were studied in two-hop relay networks in which a relay node can support

communications between suspicious users. The work in [29] presented the initial in-

vestigation of the proactive eavesdropping approach in the two-hop communication
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network and proposed three eavesdropping methods from which the supervisor can

adaptively choose depending on the channel conditions. In [30], a half-duplex eaves-

dropper, which can act as a jammer or a relay adaptively, was introduced and two

strategies for maximizing the eavesdropping rate was proposed. Reference [31] consid-

ered the two-hop amplify-and-forward (AF) relay network and designed the jamming

power for maximizing the average eavesdropping rate. The study in [32] introduced

the scenario in which there are multiple full-duplex relays and a single cooperative

jammer to help the legitimate eavesdropper intercept the signal exchanged between

suspicious users and designed the combining vector and the relay precoders to maxi-

mize the eavesdropping rate. In [33], two half-duplex cooperative eavesdroppers were

introduced to maximize the eavesdropping energy efficiency. Reference [34] consid-

ered the scenario where there are multiple intermediate nodes which can operate in

either eavesdropping or jamming mode and optimized the mode selection and transmit

power at each intermediate node to obtain the maximum eavesdropping rate. The work

in [35] designed two proactive strategies and analyzed about which one between the

two designed strategies is more preferable in the scenario where two suspicious nodes

exchanges their data through the relay node. Reference [36] considered the multichan-

nel decode-and-forward (DF) relay system and presented the fundamental trade-off be-

tween the given jamming power and the precondition probability for successful eaves-

dropping through numerical results. In [37], the problem of mode selection and the

optimal power allocation for the monitor node were investigated in the multichannel

DF relay network, and, to reduce complexity, a sub-optimal algorithm was proposed

and verified via simulation results.

Further, recent proactive eavesdropping studies [38, 39] have considered charac-

teristics of the infrastructure-free network in the general relay communication system

model. In [38], the scenario where the monitor node eavesdrops suspicious multi-users

in an UAV network was considered, and the optimization problem for maximizing

the sum eavesdropping rate over all suspicious users was formulated and solved. The
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work of [39] proposed the proactive eavesdropping method which exploits the two

predetermined strategies for the UAV relay network, and investigated the optimal jam-

ming power of the monitor node to maximize the eavesdropping rate. However, [38]

lacks a consideration about relay communications which is a important property of the

infrastructure-free network. The study of [39] also has limitations in that the monitor

node could utilize only the two predetermined strategies and the direct link between

the suspicious transmitter and the suspicious destination is ignored for simplicity of

the optimization problem even though it cannot be in practice. Motivated by these, in

this paper, I present a system model for the general infrastructure-free communication

network scenario. Furthermore, to enhance the performance of proactive eavesdrop-

ping, I propose a novel adaptive full-duplex jamming-helping method and design an

optimal power scheme for the proposed method. The main contributions of this paper

are:

1) I consider the general infrastructure-free two-hop communication scenario where

the legitimate eavesdropper is an independent node which operates separately

with relay nodes, that is, the legitimate eavesdropper cannot cooperate with re-

lay nodes. In our system model, to improve the proactive eavesdropping per-

formance, I also propose the adaptive full-duplex jamming-helping method in

which the legitimate eavesdropper node can select its own operation mode adap-

tively while eavesdropping the suspicious communication link.

2) I also design the optimal power scheme for the proposed method. The optimal

power scheme is given by the solution of the optimization problem for maximiz-

ing the eavesdropping rate of the monitor node in the suspicious communication

link under the successful proactive eavesdropping constraint. In order to make

the optimization problem straightforward, I present five mutually exclusive cases

by classifying channel conditions. Subsequently, for each case, I obtain the op-

timal power scheme in closed form by solving the simplified problem.
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3) I introduce the additional optimization problem to minimize total power con-

sumption of the monitor node since the optimal power scheme can be given by

not an unique solution but a set of solutions. By solving the additional opti-

mization problem, the optimal power scheme is determined as the unique so-

lution which maximizes the eavesdropping rate while minimizing total power

consumption.

4) Through various numerical results, I verify that the proposed method with the

designed optimal power scheme is superior than the existing methods presented

in conventional studies both in terms of the eavesdropping rate and the total

power consumption.

3.2 System Model

Figure 3.1: Description of the two-hop DF relay network topology

3.2.1 Network Topology

I consider a two-hop relay infrastructure-free network where a suspicious communi-

cation link exists as shown in Fig.3.1. The suspicious communication link consists of
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a source node, a relay node, and a destination node. The relay node is driven by the

source node and helps a signal transmission the source node by forwarding the trans-

mitted signal to the destination node. All nodes in the suspicious link are assumed to

be equipped with a single antenna. On the other hand, the monitor node M is equipped

with two antennas to operate in full-duplex mode. In addition, I assume that all nodes

in the suspicious link is not aware of the presence of the monitor node [29]. This as-

sumption is practical because the monitor node is mainly used by a high-level user

such as supervisors and government agencies. Thus, the monitor node can access the

global channel state information (CSI) without being exposed to the suspicious nodes

[30]. It is also assumed that all nodes have mobility, that is, they can move freely inside

the network. In Fig.3.1, hXY denotes the channel coefficient of the link between node

X and node Y. For instance, hSR means the channel coefficient of the link between a

source node S and a relay node R in the suspicious communication link. All links of

the network are assumed to involve additive white Gaussian noise (AWGN) and ac-

cordingly, the channel noise of each link is modeled as a zero-mean Gaussian random

variable with variance σ2 implying the noise power.

Figure 3.2: Graphical description of the time-sharing protocol
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3.2.2 Time-sharing Protocol

In the suspicious communication link, the source node S transmits the signal to a desti-

nation node D with the aid of the relay node R which operates in DF method. Thus, the

relay node receives and decodes the signal transmitted from the the source node and

forwards that signal to the destination node. Meanwhile, the monitor node M eaves-

drops the signal traveling from the source node to the destination node for surveillance

purposes. In order to enhance surveillance performance, I introduce the monitor node

operating in the adaptive full-duplex jamming-helping method. In that method, the

monitor node can adaptively determine to either jam or help the signal transmission of

the suspicious link while eavesdropping the signal. Moreover, I assume that a perfect

self-interference cancellation method in the hardware domain is applied such that there

is no self-interference at the monitor node. This whole process is conducted based on

the time-sharing protocol [40], in which two time slots are spent for one signal to be

transmitted to the destination node. This process is described graphically in Fig.3.2.

As shown in Fig.3.2, in the first phase, the source node S transmits the signal to

the destination node D and the relay node R. Simultaneously, the monitor node M

emits artificial noise to prevent the relay node and the destination node from receiving

the signal while eavesdropping the signal transmitted at the source node. Next, in the

second phase, the relay node forwards the signal to the destination node. At the same

time, depending on the channel conditions, the monitor node selects adaptively its own

operating mode between two modes: jamming mode and helping mode. If the monitor

node obtains the perfect information of the signal in the first phase, there is no need

for the monitor node to perform jamming in the second phase. In this case, it is best

that the monitor node helps the signal transmission of the suspicious communication

link so that the monitor node can eavesdrop more information. Therefore, the monitor

node operates in the helping mode and forwards the received signal to the destination

node as the relay node does. On the other hand, if the monitor node cannot get the

whole information of the signal in the first phase, the monitor node needs to gather
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more information by eavesdropping the signal forwarded from the relay node in the

second time phase. In this case, it is the best decision that the monitor node eavesdrops

the signal transmitted from the relay node while preventing the destination node from

receiving the signal. Finally, the destination node and the monitor node obtain the

signal information by combining the received signals during two phases, that is, using

the maximum ratio combining (MRC) method.

3.2.3 Achievable Rate

The received signal at the relay node R in the first phase can be expressed as

rR =
√
PShSRst +

√
q(1)hMRsj + nR, (3.1)

where st and sj denote the normalized signal transmitted at the source node S and the

normalized jamming signal emitted at the monitor node M, respectively. In addition,

PS, q(1) and nR denote the transmit power of the source node, the power which the

monitor node spends for jamming in the first phase, and AWGN at the relay node,

respectively. Therefore, the rate function of the relay node R is defined as

RR(q
(1)) := log2

(
1 +

αSRPS

1 + αMRq(1)

)
, (3.2)

where αXY := |hXY|2
σ2 .

The received signal at the monitor node M in the first phase can be expressed as

r
(1)
M =

√
PShSMst + n

(1)
M , (3.3)

where n(1)M denotes AWGN at the monitor node M in the first phase. Then, the rate of

the monitor node M for the first phase is given by

RM = log2 (1 + αSMPS) , (3.4)

Moreover, the received signal at the monitor node M in the second phase can be ex-

pressed as

r
(2)
M =

√
PRhMRst + n

(2)
M , (3.5)
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where PR and n(2)M denote the relay power of the relay node and AWGN at the monitor

node M in the second phase. By the MRC method, the achievable rate of the monitor

node M for two phases is given by

CM = log2 {1 + λMPS} . (3.6)

where λM := αSM + ραMR, and ρ := PR
PS

.

Furthermore, the received signal at the destination node D in the first phase can be

expressed as

r
(1)
D =

√
PShSDst +

√
q(1)hMDsj + n

(1)
D , (3.7)

where n(1)D denotes AWGN at the destination node in the first phase. The received

signal at the destination node D in the second phase can also be expressed as

r
(2)
D =

√
PRhRDst +

√
q(2)hMDsM + n

(2)
D , (3.8)

where q(2) and n(2)D denote the power which the monitor node spends for its operating

mode in the second phase and AWGN at the destination node in the second phase,

respectively. Moreover, sM denotes the adaptive signal transmitted at the monitor node

M in the second phase, which is given by

sM =

sj , if RM < RR(q
(1)),

st, if RM ≥ RR(q
(1)).

(3.9)

Equation (3.9) shows the helping mode condition in which the monitor node operates

in the helping mode. This implies that, in the first phase, the monitor node can correctly

decode the whole information of the received signal only if the rate of the monitor node

is higher than the rate of the relay node. Then, the rate function of the destination node

D for two phases is defined as

RD(q) :=

RDJ(q), if RM < RR(q
(1)),

RDH(q), if RM ≥ RR(q
(1)),

(3.10)
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where q := (q(1), q(2)) ∈ R2, and R denotes the set of real numbers. In addition,

RDJ(·) and RDH(·) are the rate functions of the destination node D for the jamming

mode and the helping mode, respectively, and they are defined as

RDJ(q) := log2

(
1 +

αSDPS

1 + αMDq(1)
+

ραRDPS

1 + αMDq(2)

)
,

RDH(q) := log2

(
1 +

αSDPS

1 + αMDq(1)
+ SDH(q

(2))

)
,

where SDH(·) is the received signal power function at the destination node for the

helping mode, which is defined as

SDH(x) :=
∣∣∣√ραRDPS +

√
αMDx

∣∣∣2 .
Consequently, the achievable rate function of the destination node D for two phases is

given by [16]

CD(q) :=

CDJ(q), if RM < RR(q
(1)),

CDH(q), if RM ≥ RR(q
(1)),

(3.11)

where CDJ(·) and CDH(·) are the achievable rate function of the destination node D for

the jamming mode and the helping mode, respectively, and they are defined as

CDJ(q) := min
(
RR(q

(1)),RDJ(q)
)
,

CDH(q) := min
(
RR(q

(1)),RDH(q)
)
.

3.3 Optimal Power Design

3.3.1 Maximizing Eavesdropping Rate

In this section, I design the optimal power allocation scheme for the monitor node

M to maximize the eavesdropping rate. Under the successful eavesdropping condi-

tion in which the achievable rate of the monitor node is higher or equal to that of

the destination node D, the monitor node can obtain perfect information of the signal

transmitted at the source node S. Otherwise, if the successful eavesdropping condition
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is not met, the monitor node cannot obtain any information from the received signals

since it cannot decode the signals correctly, which is called ”outage”. Therefore, the

eavesdropping rate function of the monitor node M during two phases is given by

EM(q) =

CD(q), if CM ≥ CD(q),

0, if CM < CD(q).
(3.12)

Then, the optimization problem for maximizing the eavesdropping rate is defined as

max
q

EM(q)

s.t.
q(1) ≥ 0, q(2) ≥ 0,

q(1) + q(2) ≤ Qmax,

(3.13)

where Qmax is the maximum available power for the monitor node.

Table 3.1: The five cases of channel conditions
Channel Conditions Case #

αSM ≥ αSR
αSR < αSD + ραRD Case 1

αSR ≥ αSD + ραRD Case 2

αSM < αSR

αSM ≥ αSD + ραRD Case 3

αSM < αSD + ραRD

αSM + ραMR ≥ αSR
Case 4

αSM + ραMR

< αSR

αSM + ραMR

≥ αSD + ραRD

αSM + ραMR

< αSD + ραRD

Case 5

Case 1: The successful eavesdropping condition (CM ≥ CD(q)) is always satis-

fied regardless of the values of q(1) and q(2). In addition, the helping mode condition

(RM ≥ RR(q
(1))) is always satisfied regardless of the value of q(1). Accordingly,
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(3.13) can be transformed to

max
q

CDH(q)

s.t.
q(1) ≥ 0, q(2) ≥ 0,

q(1) + q(2) ≤ Qmax.

In Case 1, both RDH(·) and RR(·) are decreasing as q(1) increases. This implies

that CDH(·) is also decreasing when q(1) is increasing. Therefore, the optimal q(1)

is determined as the smallest value, i.e. zero. Further, RR(0) is always smaller than

RDH(0, q
(2)) regardless of the value of q(2). Then, the solution set of (3.13) for Case

1 is just given by

T1 :=
{
q | q(1) = 0, 0 ≤ q(2) ≤ Qmax

}
. (3.14)

Case 2: For the same reason as Case 1, the monitor node operates in the helping

mode and the optimal q(1) is determined as zero. Thus, (3.13) is transformed to

max
q

CDH(q)

s.t. q(1) = 0, 0 ≤ q(2) ≤ Qmax.

Moreover, at q(1) = 0, CDH(·) is expressed as

CDH(0, q
(2)) =

RDH(0, q
(2)), if 0 ≤ q(2) < Q2,thr,

RR(0), if q(2) ≥ Q2,thr,

where Q2,thr is determined as x such that RDH(0, x) = RR(0) and is given by

Q2,thr =
1

αMD

(√
(αSR − αSD)−

√
(ραRD)

)2
PS.

Since RDH(0, q
(2)) is strictly increasing as q(2) increases, the solution set of (3.13) for

Case 2 is given by

T2 =


{(0, Qmax)}, if 0 ≤ Qmax < Q2,thr,{
q | q(1) = 0,

Q2,thr ≤ q(2) ≤ Qmax
}, if Qmax ≥ Q2,thr.

(3.15)
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Case 3: The successful eavesdropping condition is always satisfied regardless of

the values of q(1) and q(2). However, unlike Case 1 or Case 2, the monitor node can

operate in the jamming mode as well as the helping mode depending on the value of

q(1). That is, in Case 3, (3.11) can be transformed to

CD(q) :=

CDJ(q), if q(1) < q
(1)
thr ,

CDH(q), if q(1) ≥ q
(1)
thr ,

(3.16)

where q(1)thr denotes the threshold power for the monitor node to operate in the helping

mode and is obtained by solving the equation of RM = RR(q
(1)
thr ). It is given by

q
(1)
thr =

1

αMR

(
αSR

αSM
− 1

)
.

Then, based on (3.16), I divide the optimization problem to two sub-problems by dis-

tinguishing its own feasible set into two mutually exclusive subsets. In other words,

(3.13) separates into two individual optimization problems depending on the operating

mode of the monitor node. The first sub-problem is expressed as

max
q

CDJ(q)

s.t.
0 ≤ q(1) < q

(1)
thr , q

(2) ≥ 0,

q(1) + q(2) ≤ Qmax.

Under constraints of the first sub-problem, the monitor node operates in the jamming

mode. From the fact that CDJ(·) is strictly decreasing when either or both of q(1) and

q(2) is increasing, I can easily know that the solution set of the first sub-problem is

simply determined as

T3,sub1 = {(0, 0)}. (3.17)

On the one hand, the second sub-problem is expressed as

max
q

CDH(q)

s.t.
q(1) ≥ q

(1)
thr , q

(2) ≥ 0,

q(1) + q(2) ≤ Qmax.
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Contrary to the first sub-problem, the monitor node operates in the helping mode.

Similarly as in Case 1 and Case 2, the optimal q(1) is easily determined as the smallest

value, i.e. q(1)thr . At q(1) = q
(1)
thr , CDH(·) is expressed as

CDH(q
(1)
thr , q

(2)) =


RDH(q

(1)
thr , q

(2)),
if 0 ≤ q(2)

and q(2) < q
(2)
3,thr1,

RR(q
(1)
thr ), if q(2) ≥ q

(2)
3,thr1,

where q(2)3,thr1 is determined as x such that RDH(q
(1)
thr , x) = RR(q

(1)
thr ) and is given by

q
(2)
3,thr1 =

1

αMD

(√
(αSM − β)−

√
(ραRD)

)2
PS,

where β := αMRαSMαSD
αMRαSM+αMD(αSR−αSM) . Since RDH(·) is monotonically increasing as q(2)

increases, the solution set of the second sub-problem is given as

T3,sub2 =



∅, if Qmax < q
(1)
thr ,{

(q
(1)
thr , Qmax − q

(1)
thr )
}
,

if q(1)thr ≤ Qmax

and Qmax < Q3,thr1

,{
q | q(1) = q

(1)
thr ,

q
(2)
3,thr1 ≤ q(2) ≤ Qmax − q

(1)
thr

}, if Qmax ≥ Q3,thr1,

(3.18)

where Q3,thr1 := q
(1)
thr + q

(2)
3,thr1. It is noticeable that, in the second sub-problem, the

solution set exists only if Qmax is not smaller than q(1)thr . This implies that the mon-

itor node necessarily jam the relay node on the first phase to operate in the helping

mode. However, if the remain power after jamming is not enough to help the signal

transmission, it is not guaranteed that the helping mode is optimal for Case 3. There-

fore, the best operating mode is decided depending on the value of Qmax. That is, at

the given Qmax, the solution set of (3.13) for Case 3 is determined to have a higher

eavesdropping rate between (3.17) and (3.18). From the fact that CDH(q
(1)
thr , q

(2)) is a

monotonically increasing function with respect to q(2), the solution set of (3.13) for

Case 3 is given by

T3 =

T3,sub1, if 0 ≤ Qmax < Q3,thr2,

T3,sub2, if Qmax ≥ Q3,thr2,
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whereQ3,thr2 := q
(1)
thr +q

(2)
3,thr2, and q(2)3,thr2 is determined as x such that CDH(q

(1)
thr , x) = CDJ(0, 0)

and is given by

q
(2)
3,thr2 =

1

αMD

(√
(αSD + tαRD − β)−

√
(ραRD)

)2
PS.

Using (3.17) and (3.18), the solution set can be specifically expressed as

T3 =



{(0, 0)}, if 0 ≤ Qmax < Q3,thr2,{
(q

(1)
thr , Qmax − q

(1)
thr )
}
,

if Q3,thr2 ≤ Qmax

and Qmax < Q3,thr1,{
q | q(1) = q

(1)
thr ,

q
(2)
3,thr1 ≤ q(2) ≤ Qmax − q

(1)
thr

}, if Qmax ≥ Q3,thr1.

(3.19)

Case 4: The same two sub-problems as in Case 3 are introduced. Accordingly,

their solutions are also given exactly the same as (3.17) and (3.18). However, in Case

4, CDH(q) is always smaller than CDJ(0, 0) under q ∈ T3,sub2 unlike Case 3. Thus,

there is no need to consider the second sub-problem and the solution set of (3.13) for

Case 4 is just given by

T4 = T3,sub1 = {(0, 0)}. (3.20)

Case 5: Similarly to Case 3, the two sub-problems are considered by dividing

the feasible set into two mutually exclusive subsets in accordance with the operating

mode of the monitor node. However, unlike former Cases, the successful eavesdrop-

ping condition is not guaranteed in the first sub-problem of Case 5. Therefore, I once

again divide the first sub-problem into two separate problems by splitting its feasible

set into the two sets which are exclusive with each other. Thus, there are a total of

three sub-problems in Case 5. Then, the first sub-problem of (3.13) for Case 5 can be

expressed as

max
q

0

s.t.
0 ≤ q(1) < q

(1)
thr , q

(2) ≥ 0,

q(1) + q(2) ≤ Qmax, CM < CDJ(q).
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In this case, the solution is just determined as its own feasible set since the objective

function is a constant value. Thus, the solution set of the first sub-problem is given by

T5,sub1 :=
{
q | 0 ≤ q(1) < q

(1)
thr , q

(2) ≥ 0,

q(1) + q(2) ≤ Qmax, CM < CDJ(q)
}
. (3.21)

Meanwhile, the second sub-problem is expressed as

max
q

CDJ(q)

s.t.
0 ≤ q(1) < q

(1)
thr , q

(2) ≥ 0,

q(1) + q(2) ≤ Qmax, CM ≥ CDJ(q).

From the fact that CDJ(·) is a monotonically decreasing continuous function for either

q(1) or q(2), it is clear that the maximum value of CDJ(·) is determined as CM due to the

constraints of the second sub-problem. Thus, the solution is determined as a set of q

satisfying CM = CDJ(q). Then, the solution set of the second sub-problem is equal to

the solution set of the following problem as

max
q

CM

s.t.
0 ≤ q(1) < q

(1)
thr , q

(2) ≥ 0,

q(1) + q(2) ≤ Qmax, CM = CDJ(q).

Similarly to the first sub-problem, the solution set is determined as its own feasible set

since the objective function is a constant value. That is, the solution set of the second

sub-problem is given by

T5,sub2 :=
{
q | 0 ≤ q(1) < q

(1)
thr , q

(2) ≥ 0,

q(1) + q(2) ≤ Qmax, CM = CDJ(q)
}
. (3.22)

Unfortunately, (3.22) cannot determined as an unique form because the set of q

satisfying CM = CDJ(q) is defined using the parameters which vary depending on

the channel conditions. Thus, I present Table 3.2, classifying the channel conditions
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Figure 3.3: Description of the shape of C = CDJ(q) and the area according to the

feasible set in the ψth sub-case of Case 5, i.e. Case 5ψ.
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Table 3.2: The five sub-cases of channel conditions for Case 5
Channel Conditions ψ

αSRαMD − αSDαMR ≤ λM(αMD − αMR) 1

αSRαMD − αSDαMR

> λM(αMD − αMR)

αSD < λM

αMRλM(αSD + ραRD − λM)

≤ αMD(λM − ραRD)(αSR − λM)
2

αMRλM(αSD + ραRD − λM)

> αMD(λM − ραRD)(αSR − λM)
3

αSD ≥ λM

αMRλM(αSD + ραRD − λM)

≤ αMD(λM − ραRD)(αSR − λM)
4

αMRλM(αSD + ραRD − λM)

> αMD(λM − ραRD)(αSR − λM)
5

Figure 3.4: Description of how Qmax affects formation of the feasible set.
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into five separate sub-cases in which T5,sub2 is presented in different formula to one

another. In Table 3.2, ψ denotes the index number indicating each sub-case of Case

5. Furthermore, Fig.3.3 shows how the boundary line of CM = CDJ(q) is formed for

each sub-case in the positive q-domain where both q(1) and q(2) are positive values. In

Fig.3.3, the orange line and the gray-colored area represents the boundary line satis-

fying CM = CDJ(q) and the feasible set of the second sub-problem, respectively, when

Qmax is given by an infinite number. I also provide Fig.3.4 to give an intuitive illus-

tration of how the value of Qmax affects the feasible set of the second sub-problem. In

Fig.3.4, three cases where feasible sets are given as the empty set, a point, and an area

respectively are considered and the gray-colored area represents the feasible set. From

Fig.3.3 and Fig.3.4, I can define (3.22) as

T5,sub2 =

 ∅, if 0 ≤ Qmax < Q5,ψ,thr

Vψ ∪Wψ, if Qmax ≥ Q5,ψ,thr,
(3.23)

where Q5,ψ,thr denotes the threshold value of Qmax for the feasible set of the second

sub-problem not to be the empty set in the ψth sub-case of Case 5 and, in each sub-

case, is given by

Q5,1,thr :=
1

αMR

(
αSR

λM
− 1

)
,

Q5,2,thr :=

 Qtan, if q(1)tan q
(2)
tan ≥ 0,

min{q(1)int , q
(2)
int }, if q(1)tan q

(2)
tan < 0,

Q5,3,thr :=

min{Q5,1,thr, Qtan}, if q(1)tan q
(2)
tan ≥ 0,

min{Q5,1,thr, q
(2)
int }, if q(1)tan q

(2)
tan < 0,

Q5,4,thr :=

Qtan, if q(2)tan ≥ 0,

q
(1)
int , if q(2)tan < 0,

Q5,5,thr :=

min {Q5,1,thr, Qtan}, if q(2)tan ≥ 0,

Q5,1,thr, if q(2)tan < 0.
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In addition, q(1)int and q(2)int denote q(1)-intercept and q(2)-intercept of q(2) = G(q(1)) in

the q-domain, respectively, and q(1)tan and q(2)tan denote q(1) and q(2) of the point at which
∂G(q(1))
∂q(1)

is -1, respectively. Qtan denotes the sum of q(1)tan and q(2)tan . They are described

graphically in Fig.3.4 and are given by

q
(1)
int =

1

αMD

(
αSD

λM − ραRD
− 1

)
,

q
(2)
int =

1

αMD

(
ραRD

λM − αSD
− 1

)
,

q
(1)
tan =

1

αMD

(
αSD +

√
ραSDαRD

λM
− 1

)
,

q
(2)
tan =

1

αMD

(
ραRD +

√
ραSDαRD

λM
− 1

)
.

Qtan = q
(1)
tan + q

(2)
tan .

Moreover, G(·) is the function derived from the equation of CM = CDJ(q) and it is

defined as

G(x) := 1

αMD

(
ραRD(1 + αMDx)

λM(1 + αMDx)− αSD
− 1

)
.

On the one hand, Vψ is given by

Vψ =



∅, if ψ = 1,

∅,
if ψ ∈ {2, 3, 4, 5}

and 0 ≤ Qmax < Qtan,

∅,

if ψ ∈ {2, 3, 4, 5}

and Qmax ≥ Qtan

and q(1)L ≥ Q5,1,thr,

{q | q(1)L ≤ q(1) ≤ q
(1)
U,ψ,

q(2) = G(q(1))}
,

if ψ ∈ {2, 3, 4, 5}

and Qmax ≥ Qtan

and q(1)L < Q5,1,thr,

where q(1)L and q(1)U,ψ are defined as

q
(1)
L := max

{
0, q

(1)
l

}
,
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q
(1)
U,ψ :=

 min
{
q
(1)
u , q

(1)
int

}
, if ψ ∈ {2, 4},

min
{
q
(1)
u , Q5,1,thr

}
, if ψ ∈ {3, 5},

where q(1)l and q(1)u are determined as the pair of x such that Qmax −x = G(x). On the

other hand, Wψ is given by

Wψ =



∅,
if ψ ∈ {1, 3, 5},

and 0 ≤ Qmax < Q5,1,thr

{q | q(1) = Q5,1,thr,

0 ≤ q(2) ≤ q
(2)
U }

,
if ψ ∈ {1, 3, 5}

and Qmax ≥ Q5,1,thr,

∅, if ψ ∈ {2, 4},

where q(2)U is defined as

q
(2)
U := min {Qmax −Q5,1,thr, G(Q5,1,thr)} .

Finally, the third sub-problem is expressed as

max
q

EM(q)

s.t.
q(1) ≥ q

(1)
thr , q

(2) ≥ 0,

q(1) + q(2) ≤ Qmax.

Under the constraint of q(1) ≥ q
(1)
thr , it is enough to fulfill CM ≥ CD(q) because CM >

RM ≥ RR(q
(1)) is always satisfied as long as q(1) is not smaller than q(1)thr . Thus, the

third sub-problem of Case 5 becomes identical to the second sub-problem of Case 3,

and accordingly the solution set of the third sub-problem is just given by

T5,sub3 = T3,sub2.

On the one hand, under the condition of q ∈ T5,sub3, the maximum eavesdropping

rate cannot exceed RM since the monitor node operates in the helping mode. On the

other hand, the maximum eavesdropping rates under the conditions of q ∈ T5,sub1 and

q ∈ T5,sub2 are determined as zero and CM, respectively. Thus, as long as both T5,sub2
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is not the empty set, it is obvious that the solution set of (3.13) for Case 5 is given as

T5,sub2. Furthermore, when T5,sub2 is the empty set, T5,sub3 is always determined as the

empty set because Q5,ψ,thr is smaller than q(1)thr for all ψ. Since T5,sub1 is not always

empty set, the solution set of (3.13) for Case 5 is given as

T5 =

T5,sub1, if T5,sub2 = ∅,

T5,sub2, if T5,sub2 ̸= ∅.

Using (3.21) and (3.23), this can be expressed as

T5 =



{
q | 0 ≤ q(1) < q

(1)
thr ,

q(2) ≥ 0, CM < CDJ(q),

q(1) + q(2) ≤ Qmax
} , if 0 ≤ Qmax < Q5,ψ,thr,

Vψ ∪Wψ, if Qmax ≥ Q5,ψ,thr.

(3.24)

To sum up, the final solution set of (3.13) is given as

T =



T1, for Case 1,

T2, for Case 2,

T3, for Case 3,

T4, for Case 4,

T5, for Case 5.

(3.25)

3.3.2 Minimizing Total Power Consumption

As long as q is included in T which is the solution set of (3.13), it is guaranteed

that the eavesdropping rate achieves maximum value under the successful eavesdrop-

ping condition. Nevertheless, all q in T is not entirely equal. This is because the total

power consumed at the monitor node is different depending on which q is selected

as the optimal power scheme for the monitor node. While maintaining the maximum

eavesdropping rate, in order to enhance the power efficiency simultaneously, I find q to

minimize the total power consumption of the monitor node. This optimization problem

66



can be expressed as

min
q

∑2
n=1Q

(n)

s.t. q ∈ T.
(3.26)

For Case from 1 to 4, the solution of (3.26) is simply given by

q⋆1(Qmax) = (0, 0),

q⋆2(Qmax) =

(0, Qmax), if 0 ≤ Qmax < Q2,thr,

(0, Q2,thr), if Qmax ≥ Q2,thr,

q⋆3(Qmax) =


(0, 0), if 0 ≤ Qmax < Q3,thr2,

(q
(1)
thr , Qmax − q

(1)
thr ), if Q3,thr2 ≤ Qmax < Q3,thr1,

(q
(1)
thr , q

(2)
3,thr1), if Qmax ≥ Q3,thr1,

q⋆4(Qmax) = (0, 0).

Furthermore, the solution of (3.26) for Case 5 is given by

q⋆5(Qmax) =

(0, 0), if 0 ≤ Qmax < Q5,ψ,thr,

q⋆5,ψ, if Qmax ≥ Q5,ψ,thr,

where q⋆5,ψ denotes the solution of (3.26) for the ψth sub-case of Case 5 and, for all ψ,

is given as

q⋆5,1 = (Q5,1,thr, 0),

q⋆5,2 =



(q
(1)
tan , q

(2)
tan ), if q(1)tan q

(2)
tan ≥ 0,

(0, q
(2)
int ),

if q(1)tan q
(2)
tan < 0

and q(1)tan < 0,

(q
(1)
int , 0),

if q(1)tan q
(2)
tan < 0

and q(1)tan > 0,
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q⋆5,3 =



(q
(1)
tan , q

(2)
tan ),

if q(1)tan q
(2)
tan ≥ 0

and Qtan ≤ Q5,1,thr,

(0, q
(2)
int ),

if q(1)tan q
(2)
tan < 0

and q(1)tan < 0

and q(2)int ≤ Q5,1,thr,

(Q5,1,thr, 0), otherwise,

q⋆5,4 =

(q
(1)
tan , q

(2)
tan ), if q(2)tan ≥ 0,

(q
(1)
int , 0), if q(2)tan < 0,

q⋆5,5 =


(q

(1)
tan , q

(2)
tan ),

if q(2)tan ≥ 0

and Qtan ≤ Q5,1,thr,

(Q5,1,thr, 0), otherwise.

Consequently, the solution of (3.26) is given by

q⋆(Qmax) =



q⋆1(Qmax), for Case 1,

q⋆2(Qmax), for Case 2,

q⋆3(Qmax), for Case 3,

q⋆4(Qmax), for Case 4,

q⋆5(Qmax), for Case 5.

(3.27)

3.4 Numerical Results

In this section, I validate the performance of the proposed method with the optimal

power strategy by simulation results. For simulation parameters, I set radio frequency

as 5 GHz and bandwidth as 20 MHz. In addition, channel coefficients of all communi-

cation links are generated based on the COST207 Typical Urban 6-ray channel model

[16, 41]. For the 6-ray channel model, the used path powers, {γz}z=6
z=1, and the used

path delays, {δz}z=6
z=1 are given as follows;

{γz}z=6
z=1 = {0.189, 0.379, 0.239, 0.095, 0.061, 0.037} ,
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{δz}z=6
z=1 = {0.0, 0.2, 0.5, 1.6, 2.3, 5} ∗ 10−6.

Then, the channel coefficient between node X and node Y can be expressed as

hXY = (dXY)
−2

z=6∑
z=1

gze
−j2πfδz ,

where dXY denotes the Euclidean distance between node X and node Y, and f is the

radio frequency, and gz denotes the zth fading and is given by an independent complex

Gaussian random variable with zero-mean and variance γz . Moreover, throughout this

section, I use ΓQmax , the ratio of Qmax to the power utilized for the suspicious commu-

nication, instead of Qmax. That is, ΓQmax is defined as

ΓQmax :=
Qmax

Ptot
,

where Ptot denotes the total power which the source node and the relay node consume

for transmitting the signal to the destination node and is given by

Ptot := PS + PR.

For comparison of performance, two conventional methods are introduced; one

is the method where the monitor node is utilized as the jammer or the helper in the

half-duplex mode [30] and the other is the half-duplex jamming method in which the

monitor node acts as only the half-duplex jammer [37, 39]. I denote the first method

[30] as ’Conv1’ and the second method [37, 39] as ’Conv2’ while denoting our pro-

posed method as ’Prop’ in each figure. Moreover, for more realistic and practical anal-

ysis, I consider two imperfect CSI cases as well as the perfect CSI case where there

is noise-free CSI exploited by the monitor node. In the imperfect CSI cases, complex

Gaussian noise is added to the channel coefficients at the monitor node. The ratios of

each channel coefficient to noise are 0dB and 20dB in the two imperfect CSI cases,

and is infinity in the perfect CSI case, respectively. To discriminate these cases, I mark

the ratio of each channel coefficient to noise on each legend of all figures.

In order to examine the performance variation by the mobility of nodes in the

infrastructure-free network, I consider three simulation scenarios. Fig.3.5 shows the
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Figure 3.5: The network topology for the first simulation scenario.

network topology used for the first scenario. All nodes of the network are deployed in

a 2-Dimensional space and, at the same time, the source node, the destination node,

and the monitor node form an equilateral triangle. Coordinates of the three nodes are

(0, 2), (0, 0), and (1,
√
3), respectively. Further, as shown in the figure, it is assumed

that the relay node moves from the lower side of the triangle to the right side via the

center. Therefore, simulations are carried out over three sub-cases where the relay node

is positioned on v1, v2, and v3. Coordinates of the three points are (1,
√
3
6 ), (1,

√
3
3 ), and

(54 ,
√
3
2 ), respectively. All performances are averaged over a total of 500,000 simulation

iterations.

Fig.3.6 and Fig.3.7 shows the outage probabilities and the average eavesdropping

rates for the three sub-cases in the first simulation scenario when ΓQmax is varying in

the environment where Ptot is 1, ρ is 1, and σ2 is 10−2. From the figures, it is clear that

performances are enhanced regardless of the proactive eavesdropping method for all

sub-cases when ΓQmax is increasing. I also identified that the proposed method outper-

70



Figure 3.6: Outage probabilities for the three sub-cases where the relay node is posi-

tioned at (a) , (b), and (c) in the first simulation scenario.
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Figure 3.7: Average eavesdropping rates for the three sub-cases where the relay node

is positioned at (a) , (b), and (c) in the first simulation scenario.
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forms other benchmark methods over all ΓQmax both in terms of the outage probability

and the eavesdropping rate. Particularly, performance differences are largest in the

sub-case where the relay node is positioned at v1. This is because the monitor node is

on a more advantageous position to eavesdrop the suspicious communication link as

the relay node moves from v1 to v3. In more detailed, this implies that the proposed

method copes with adversarial situations to monitor networks more flexibly than other

benchmark methods, since the full-duplex proposed method can eavesdrop the suspi-

cious link throughout the transmission whereas other half-duplex benchmark methods

could eavesdrop only one phase of the transmission. When the relay node moves from

v1 to v3, the outage probability is improved over all ΓQmax , but the average eavesdrop-

ping rate decreases during the high ΓQmax section. This result comes from that, at the

high ΓQmax section, the achievable rate of the destination node decreases considerably

compared to the enhancement of the outage probability. Moreover, it is shown that

all performances deteriorate rapidly as the noise power is increasing on each channel

coefficient. These results are reasonable since all methods are designed from the tight

successful eavesdropping condition. Under this tight condition, even a small error on

the CSI can lead to large increase in the probability that the successful eavesdropping

condition is violated. Thus, in a practical communication network, a margin is needed

in the successful eavesdropping condition for reliable performances.

Fig.3.8 shows the average eavesdropping rate of only the cases where all meth-

ods experience successful eavesdropping, i.e., no outage. Thus, the difference of the

outage probabilities is ignored in Fig.3.8. From this, it is also verified that the pro-

posed method does not merely enhance the number of no outage cases, but even im-

prove the eavesdropping rate of the monitor node in no outage cases compared to other

benchmark methods. This implies that the proposed method is still superior than other

benchmark methods even if the outage scarcely occur because the monitor node is very

advantageous to eavesdrop the suspicious communications.

In Fig.3.9, the network topology utilized for the second and the third simulation
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Figure 3.8: The average eavesdropping rate of the cases when the conventional method

experiences no outage.

scenarios is graphically described. In the two scenarios, the source node, the destina-

tion node, and the monitor node form the equilateral triangle and the relay node is

assumed to move from v1 to v3 via v2 like the first simulation scenario. Coordinates

of the source node, the destination node, and the monitor node are (0, 2), (1,
√
3), and

(0, 0) for the second scenario and (0, 2), (0, 0), and (1,
√
3) for the third scenario. Fur-

ther, in each scenario, simulations are carried out over three sub-cases where the relay

node is positioned at v1, v2, and v3. Coordinates of the three points are same as in the

first simulation scenario. In addition, I assume that the monitor node for the second

scenario and the destination node for the third scenario have lateral movements along

the x-axis in 2-Dimensional space.

Fig.3.10 and Fig.3.11 show the outage probability and the average eavesdropping

rate for the three sub-cases in the second simulation scenario when the monitor node

moves from (−1
2 , 0) to (12 , 0) in the environment where Ptot is 1, ΓQmax is -10dB, ρ is 1,
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Figure 3.9: The network topology for (a) the second simulation scenario and (b) the

third simulation scenario.
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Figure 3.10: Outage probabilities for the three sub-cases where the relay node is posi-

tioned at (a) , (b), and (c) in the second simulation scenario.
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Figure 3.11: Average eavesdropping rates for the three sub-cases where the relay node

is positioned at (a) , (b), and (c) in the second simulation scenario.
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and σ2 is 10−2. As shown in the two figures, it is verified that the proposed method is

superior than other benchmark methods in both the outage probability and the average

eavesdropping rate. For all sub-cases, all performances are improved as the monitor

node moves from (−1
2 , 0) to (12 , 0). This is because the channel states between the

monitor node and the source node and between the monitor node and the relay node

is getting more advantageous for eavesdropping. In other words, the monitor node is

in more advantageous environment to eavesdrop the suspicious communication link

when it moves in the positive direction on the x-axis. Further, unlike the first simula-

tion scenario, the monitor node is in more adverse situation to eavesdrop the suspicious

link as the relay node moves from v1 to v3. This is why moving the monitor node in

the positive direction on the x-axis can maintain the outage probability performance

when the relay node moves from v1 to v3. Nevertheless, from Fig.3.10, I can verify

that the proposed method requires a relatively small movement of the monitor node

compared to other benchmark methods to keep the same outage probability. This is

because the proposed method using the full-duplex monitor node can obtain double

channel gain than other benchmark method using the half-duplex monitor throughout

the transmission. Therefore, the proposed method handles the situation when the mon-

itor node is gradually harder to eavesdrop the suspicious link by movement of the relay

node more efficiently. Meanwhile, from Fig.3.11, it is noticeable that, when the moni-

tor node is in the vicinity of (12 , 0), the average eavesdropping rate is rather increasing

as the relay node moves from v1 to v2. This effect comes from that the eavesdropping

rate increment is relatively dominant compared with the drop in the outage probability

because the monitor node already has a good channel state to eavesdrop the suspicious

link. That is, if the monitor node is nearby the source node enough to eavesdrop the

suspicious link, it may be better in terms of the eavesdropping rate that the relay node

moves to increase the achievable rate of the suspicious link.

Fig.3.12 and Fig.3.13 show the outage probability and the average eavesdropping

rate for the three sub-cases in the third simulation scenario when the destination node
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Figure 3.12: Outage probabilities for the three sub-cases where the relay node is posi-

tioned at (a) , (b), and (c) in the third simulation scenario.
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Figure 3.13: Average eavesdropping rates for the three sub-cases where the relay node

is positioned at (a) , (b), and (c) in the third simulation scenario.
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moves from (−1
2 , 0) to (12 , 0) in the environment where Ptot is 1, ΓQmax is -10dB, ρ is

1, and σ2 is 10−2. As shown in Fig.3.12, the outage probability performance is dete-

riorated for all sub-cases as the destination node moves from (−1
2 , 0) to (12 , 0). This

comes from the fact that the channel states between the destination node and the source

node and between the destination node and the relay node become better as the desti-

nation node moves from (−1
2 , 0) to (12 , 0). That is, when the destination node moves

in the positive direction on the x-axis, the suspicious link becomes harder to eaves-

drop. On the other hand, the monitor node becomes advantageous to eavesdropping

the suspicious link when the relay node moves from v1 to v3. This is why the out-

age probability performance is gradually enhanced over all positions of the destination

node as the position of the relay node is changed from v1 to v3. It is also identified that

the performance differences between the proposed method and other benchmark meth-

ods become larger when the network circumstance becomes disadvantageous to eaves-

dropping the suspicious communication link. This implies that the proposed method is

more tolerable to harsh network conditions, where the monitor node can hardly eaves-

drop the suspicious link, than other benchmark methods. In Fig.3.13, it is noticeable

that the average eavesdropping rates are slowly decreasing or even increasing as the

destination node moves in the positive direction on the x-axis. This result comes from

that both the eavesdropping rate corresponding to the successful eavesdropping case

and the number of the outage cases increases together.

Although I assume that the ratio of the relay power to the transmit power, ρ, is

known to the monitor node in the paper, the monitor node cannot know ρ in practical

communication scenarios. Fig.3.14 and Fig.3.15 show the outage probability and the

average eavesdropping rate versus ΓQmax , respectively, when ρ used in the optimal

power design is different with the real ratio of the relay power to the transmit power,

ρreal. Except for ρ, the simulation setting is same as in Fig.3.6 (b) and Fig.3.7 (b). I

consider two cases in which ρ and ρreal are different each other. In the first case, ρreal
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Figure 3.14: Average eavesdropping rates for the three sub-cases where the relay node

is positioned at (a) , (b), and (c) in the third simulation scenario.

is given by 2 and ρ is given by ρopt which is defined as

ρopt :=
αSR − αSD

αRD
.

Under the situation where there is no jamming or helping from the monitor node, ρopt is

the optimal ratio which maximizes the achievable rate of the destination node. Since all

nodes in the suspicious communication link do not know the existence of the monitor

node, ρopt is a reasonable choice for the source node and the relay node. Whereas, in

the second case, ρreal is given by ρopt and ρ is given by 2. In Fig.3.14 and Fig.3.15,

the blue line and the red line represent the first case and the second case, respectively.

From Fig.3.14, it is clearly shown that the first case is better than the second case in

terms of the outage probability performance. This is because, in the second case, the

monitor node underestimates the achievable rate of the destination node so that the

probability that the monitor node does not jam the relay node and the destination node

enough to eavesdrop the suspicious link successfully is relatively high. On the other
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Figure 3.15: Average eavesdropping rates for the three sub-cases where the relay node

is positioned at (a) , (b), and (c) in the third simulation scenario.

hand, the monitor node overestimates the achievable rate of the destination node in

the first case. Thus, the monitor node is likely to jam the suspicious link even in the

situation where it can eavesdrop successfully without the jamming. This is why the first

case is worse than the second case in the eavesdropping rate performance whenQmax is

very low as shown in Fig.3.15. Nevertheless, asQmax increases, the eavesdropping rate

performances of two cases become reversed because of an overwhelming difference

of the outage probability performances. Consequently, it is inferred that, if ρreal is

unknown to the monitor node, ρopt is the best choice of ρ in the optimal power design.

3.5 Summary

This chapter studied proactive eavesdropping in the general infrastructure-free com-

munication network where all nodes have the mobility and the monitor node operates
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independently from other nodes. In order to enhance the proactive eavesdropping per-

formance of the network, I proposed the adaptive full-duplex jamming-helping method

in which the monitor node can select its operating mode adaptively depending on the

channel conditions. Furthermore, I designed the optimal power scheme for the pro-

posed method to minimize the total power consumption of the monitor node while

maximizing the eavesdropping rate. In the process, I first classified channel condi-

tions into several cases to make the optimization problem straightforward. Then, for

each classified case, I solved the simplified problem and presented the optimal power

for the proposed method in closed form. In addition, I analyzed the numerical results

came from the three simulation scenarios: 1) moving only the relay node, 2) moving

the relay node and the destination node, and 3) moving the relay node and the mon-

itor node. Through the numerical analysis, it was verified that the proposed method

outperforms other benchmark methods both in the outage probability and the eaves-

dropping rate for all simulation scenarios. Particularly, in the situation where the relay

node, the monitor node, or the destination node moves in the way that eavesdropping

the suspicious communication link becomes harder, it is shown that performance dif-

ferences between the proposed method and other benchmark methods becomes larger.

I also identified that the outage probability performance becomes better regardless of

the position of the destination node as the position of the monitor node is closer to the

source node or the relay node, but the eavesdropping rate performance depends on the

position of the destination node. From these results, it can be inferred that an optimal

position of the monitor node can be different depending on which performance the

system weights to.
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Chapter 4

Proactive Eavesdropping using Half-Duplex Dual

Monitor

4.1 Motivation

In proactive eavesdropping, the legitimate eavesdropper can monitor a suspicious com-

munication link successfully only if it obtains whole information of the signal traveling

in the suspicious link. From the viewpoint of information theory, the successful eaves-

dropping implies that achievable rate of the monitor node, which is managed by the

legitimate eavesdropper, is greater than achievable rate of the destination node in the

suspicious communication link. Unfortunately, a wireless communication medium has

the nature of randomness and accordingly, it is not guaranteed that a channel from a

source node to the monitor node is always better than to the destination node. Thus,

in order to achieve the successful eavesdropping, the monitor node generally utilizes a

jamming method to degrade achievable rate of the destination node in the suspicious

link [42].

In general, there are two kinds of how the monitor node operates the jamming

method; a half-duplex and a full-duplex. In the half-duplex jamming method, the mon-

itor node conducts the eavesdropping and the jamming separately. That is, the monitor
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node should select whether to eavesdrop or to jam the suspicious link at a given time

duration. Whereas, in the full-duplex jamming method, the monitor node can fulfill the

eavesdropping and the jamming simultaneously. Thus, the monitor node operating in

the full-duplex jamming method has two antenna groups; the one is for eavesdropping

and the other is for jamming. Since these two antenna groups have to be deployed

nearby with each other, the jamming signal transmitted from the antenna group acts

as an interference signal to the other antenna group, which is called a self-interference

problem. To overcome this problem, the self-interference cancellation method is gen-

erally introduced both in software and hardware domain. If the self-interference can

be perfectly removed, the full-duplex jamming method has great advantage over the

half-duplex jamming method in terms of a time-efficiency.

For this advantage, studies about proactive eavesdropping have been carried out

with the full-duplex jamming method [20, 21, 28, 42]. However, in [20, 21, 28], the

self-interference problem is ignored with the assumption that the self-interference is

perfectly cancelled by some methods. Authors in [42] considered the self-interference

and proposed the mitigation method of that, but only under the condition the monitor

node is equipped with multi-antennas. Motivated by that, in this chapter, I investigate

the effect of imperfect self-interference cancellation in proactive eavesdropping using

the full-duplex jamming method, and propose a half-duplex dual monitor method to

overcome the self-interference problem efficiently even if monitor nodes are equipped

with a single antenna. In the half-duplex dual monitor method, two distant monitor

nodes are introduced to eavesdrop the suspicious communication link while getting

spatial diversity and preventing self-interference simultaneously. I also design an adap-

tive transmission scheme for the proposed method to maximize the proactive eaves-

dropping performance. Finally, the proposed method with the adaptive transmission

scheme is validated through numerical analysis.
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4.2 System Model

Figure 4.1: Description of the two-hop DF relay network topology

4.2.1 Network Topology

I consider a communication network where a suspicious source node and a suspicious

destination node and a dual monitor exist as shown in Fig.4.1. The dual monitor con-

sists of two half-duplex nodes; one is for eavesdropping and the other is for jamming.

All nodes in the network assumed to be equipped with a single antenna. I assume that

the the dual monitor is authorized to access the global channel state information (CSI)

of the network by a central system and other nodes cannot know existence of the dual

monitor node. These assumptions are realistic based on the fact that the monitor nodes

are generally qualified as high-level users and accordingly, are empowered to access

all information provided by the central system. The channel coefficient between of the

link between node X and node Y is denoted by hXY as shown in Fig.4.1. All channel

87



coefficients are reciprocal, that is, they satisfy the following equation;

hXY = hYX

Furthermore, all channels of the network are assumed as Gaussian channels. In other

words, a channel noise of each link can be modeled as a zero-mean Gaussian random

variable with variance σ2.

4.2.2 Transmission Protocol

The suspicious source node transmits a signal to the suspicious destination node. At

the same time, one half-duplex node of the dual monitor eavesdrops the signal and the

other half-duplex node jams the signal reception of the suspicious destination node.

All channel coefficients are assumed to be stationary during the signal transmission.

Although the half-duplex node for eavesdropping already knows this artificial noise

via sharing information with the central system, it is assumed that the artificial noise

cannot be removed entirely because of the limit in the software domain or the hardware

domain. This implies that the residual artificial noise acts as a interference to the mon-

itor node for eavesdropping. Moreover, since the two half-duplex monitor nodes can

switch their roles with each other, the central system can select two options adaptively

depending on the channel conditions of the network. The whole signal transmission

process of each option is graphically described in Fig.4.2.
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Figure 4.2: Graphical illustration of the transmission protocol in the two options; (a)

the 1st option and (b) the 2nd option.
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4.2.3 Achievable Rate

As shown in Fig.4.2, for the ith option, the monitor node for eavesdropping is given

by

Ei =

M1, if i = 1,

M2, if i = 2.

At the same time, the monitor node for jamming is given by

Ji :=

M2, if i = 1,

M1, if i = 2.

Then, for the ith option, the received signal at the monitor node Ei is expressed as

rE,i =
√
PShSEis+

√
QhJiEi

√
Γresa+ nM, (4.1)

where s, a, PS, Q, nM, and Γres denote the normalized transmit signal, the normalized

artificial noise, the transmit power, the jamming power, the zero-mean AWGN with

variance σ2 at the monitor node for eavesdropping, and the ratio of the residual arti-

ficial noise power to the jamming power, respectively. In addition, the achievable rate

function of the monitor node Ei is given by

CE,i(Q) = log2

{
1 +

αSEiPS

1 + αJiEiΓresQ

}
. (4.2)

The received signal at the suspicious destination node D for the ith option can be

expressed as

rD,i =
√
PShSDs+

√
QhJiDa+ nD, (4.3)

where nD denotes the zero-mean AWGN with variance σ2 at the suspicious destination

node D. Then, the achievable rate function of the suspicious destination node D for the

ith option is given by

CD,i(Q) = log2

{
1 +

αSDPS

1 + αJiDQ

}
. (4.4)
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4.3 Optimal Transmission Scheme

In this section, I aim to find the optimal transmission scheme for maximizing the proac-

tive eavesdropping performance. To this end, I classify the channel conditions into

separate cases based on Table 4.1.

Table 4.1: Channel conditions classification

Channel conditions Case

αSM1 ≥ αSM2

αSM1 ≥ αSD 1

αSM1 < αSD

αSD−αSM1
αSM1

αM2D−ΓresαSDαM1M2
<

αSD−αSM2
αSM2

αM1D−ΓresαSDαM1M2
2

αSD−αSM1
αSM1

αM2D−ΓresαSDαM1M2
≥ αSD−αSM2

αSM2
αM1D−ΓresαSDαM1M2

3

αSM1 < αSM2

αSM2 ≥ αSD 4

αSM2 < αSD

αSD−αSM2
αSM2

αM1D−ΓresαSDαM1M2
<

αSD−αSM1
αSM1

αM2D−ΓresαSDαM1M2
5

αSD−αSM2
αSM2

αM1D−ΓresαSDαM1M2
≥ αSD−αSM1

αSM1
αM2D−ΓresαSDαM1M2

6

In Case 1 or Case 4, the dual monitor can eavesdrop the suspicious communication

link successfully without the jamming. Therefore, the optimal transmission scheme for

Case 1 or Case 4 is no jamming while only eavesdropping. However, in other Cases, the

optimal transmission scheme depends on the maximum available jamming power. That

is, in Cases except Case 1 and Case 4, the optimal transmission scheme is determined

by the jamming power conditions as shown in Table 4.2. In each optimal transmission

scheme, actions of two monitor nodes are presented in Table 4.3
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Table 4.2: Case classification

Case

Number
Conditions

Scheme

Number

1 1

2
Qmax ≥ αSD−αSM1

αSM1
αM2D−ΓresαSDαM1M2

2

Qmax <
αSD−αSM1

αSM1
αM2D−ΓresαSDαM1M2

3

3

Qmax ≥ αSD−αSM1
αSM1

αM2D−ΓresαSDαM1M2
2

Qmax <
αSD−αSM1

αSM1
αM2D−ΓresαSDαM1M2

Qmax ≥ αSD−αSM2
αSM2

αM1D−ΓresαSDαM1M2
4

Qmax <
αSD−αSM2

αSM2
αM1D−ΓresαSDαM1M2

3

4 5

5
Qmax ≥ αSD−αSM2

αSM2
αM1D−ΓresαSDαM1M2

4

Qmax <
αSD−αSM2

αSM2
αM1D−ΓresαSDαM1M2

3

6

Qmax ≥ αSD−αSM2
αSM2

αM1D−ΓresαSDαM1M2
4

Qmax <
αSD−αSM2

αSM2
αM1D−ΓresαSDαM1M2

Qmax ≥ αSD−αSM1
αSM1

αM2D−ΓresαSDαM1M2
2

Qmax <
αSD−αSM1

αSM1
αM2D−ΓresαSDαM1M2

3

Table 4.3: Optimal transmission scheme

Scheme

Number

Monitor

Node 1

Monitor

Node 2

1 Eavesdropping Rest

2 Eavesdropping Jamming

3 Rest Rest

4 Jamming Eavesdropping

5 Rest Eavesdropping
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4.4 Numerical Results

Figure 4.3: Graphical illustration of the network topology in the simulation.

In this section, I verify the proactive eavesdropping performance of the proposed

method via the numerical simulation. First, the network topology used in the simula-

tion is described in Fig.4.3. As shown in Fig.4.3, all nodes are coplanar points located

in 2-dimensional x-y plane. The coordinates of the suspicious source node, the suspi-

cious destination node and the two monitor nodes are (0, 0), (0, 2), and (−2, 1), (2, 1),

respectively. Each channel coefficient between two arbitrary two nodes is generated

based on the COST-207 Typical Urban 6-ray channel model. That is, channel coeffi-

cient between node A and node B is given by

hAB = (dAB)
−2

z=6∑
z=1

gze
−j2πfδz ,

where dAB :=
√

(xX − xY)2 + (yX − yY)2, and f is the radio frequency, and gz is

the zth fading and is given by an independent complex Gaussian random variable with

zero-mean and variance γz . In addition, the used path powers, {γz}z=6
z=1, and the used
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path delays, {δz}z=6
z=1 is given as follows;

{γz}z=6
z=1 = {0.189, 0.379, 0.239, 0.095, 0.061, 0.037} ,

{δz}z=6
z=1 = {0.0, 0.2, 0.5, 1.6, 2.3, 5} ∗ 10−6.

Throughout the section, I use the ratio of the maximum available power for the monitor

to the total power consumed for the suspicious communication link, ΓQmax , instead of

the maximum available power for the monitor, Qmax. The ratio, ΓQmax , is defined as

ΓQmax :=
Qmax

PS
.

Fig.4.4 and Fig.4.5 shows the outage probability and eavesdropping rate perfor-

mance versus the maximum available jamming power, respectively. For comparison,

I also present the proactive performances of the conventional method using the full-

duplex monitor node with the imperfect self-interference cancellation. Moreover, it

is assumed that the self-interference is mitigated by a factor of 10−5. As shown in

two figures, the proposed method with optimal transmission scheme is superior than

the conventional method using the full-duplex node. This implies that the proposed

method efficiently overcomes the self-interference caused by the full-duplex node.

Even the eavesdropping rate performance of the conventional method using the full-

duplex node decreases as the maximum available jamming power increases. This is

because the self-interference quantity is also increasing as the jamming power is in-

creasing. In other words, it is not guaranteed that the eavesdropping rate of the monitor

node is enhanced when more jamming power is consumed.
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Figure 4.4: Outage probability versus the maximum available jamming power.

Figure 4.5: Eavesdropping rate versus the maximum available jamming power.
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4.5 Summary

To overcome the self-interference problem, this chapter studied proactive eavesdrop-

ping using the half-duplex dual node which one of two monitor nodes is for eavesdrop-

ping and the other is for jamming. In addition, I proposed the adaptive transmission

protocol for the half-duplex dual node and designed optimal transmission scheme for

improving the proactive eavesdropping performance. Finally, through numerical anal-

ysis, it was verified that the proposed method with the optimal transmission scheme

is superior both in terms of the eavesdropping rate and the outage probability than

the conventional method with the self-interference problem caused by the full-duplex

monitor node.
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초록

사물인터넷 (Internet of Things)와같은높은연결성을지닌무기반시설의통신

네트워크가등장함에따라통신망의규모가나날이증가하고있습니다.하지만,통

신망의 규모가 커질수록 포함된 사용자의 수도 함께 높아지게 되는데 이는 통신

보안 위협의 발생 확률을 높이기도 합니다. 이러한 이유로 신뢰할 수 있는 통신의

보안성은거대한통신네트워크를구축하는데있어아주중요한문제입니다.이에

본 학위 논문은 거대한 통신 네트워크의 보안성을 확보하는 것을 목표로 크게 세

가지의주제를연구하고자합니다.

첫 번째 주제로 저는 거대한 네트워크에서의 물리계층보안 (Physical-layer se-

curity)을연구합니다.특히,하드웨어제약으로인해단일안테나가장착될수밖에

없는장치로가정된노드가다수분포되어있는통신네트워크를고려합니다.이러

한 통신 네트워크는 단일 안테나의 방사 특성으로 인해 도청 종류의 보안 공격에

매우취약한면모를보입니다.이에대응하여통신의보안성을확보하기위해,저는

적응적중계노드선택과협력적재밍을병행하는기법을제안합니다.또한,제안된

기법에적합한최적중계노드선택방안과최적전력할당을함께도출하여성능을

극대화하고자합니다.

두 번째 주제로는 사전대응적 도청 (Proactive eavesdropping) 기법에 대해 연구

합니다.능동적도청은무기반시설통신네트워크에서발생할수있는새로운유형

의 통신 보안 위협에 대해 대처할 수 있는 기법입니다. 또한, 일반적인 무기반시설

통신네트워크를고려하기위해의심스러운통신링크와독립적으로동작하는감시

노드를 상정합니다. 저는 이러한 시스템 모델에서 능동적 도청의 성능을 향상시킬

수 있는 적응형 전이중 재밍-도움 기법을 제안하고, 제안 기법의 성능을 극대화할
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수있는전력할당방안을최적화문제를통해함께도출합니다.

마지막주제로저는능동적도청기법에서전이중방식이갖는부정적인효과인

불완전한자기간섭완화문제에대해연구합니다.전이중방식의능동적도청기법

에서는불완전한자기간섭완화가큰성능저하를초래할수있습니다.이를극복하

기 위해, 저는 반이중 방식의 감시 노드쌍 기반의 능동적 도청 방식을 제안합니다.

또한,제안기법의성능을극대화하기위한감시노드쌍의전력할당을도출하고시

뮬레이션을 통해 제안 기법이 효과적으로 전이중 방식의 불완전한 자기간섭 완화

문제를회피할수있음을보여주고자합니다.

주요어: 무기반시설 통신 네트워크, 거대 네트워크, 최적 전력 할당, 물리계층보안,

능동적도청

학번: 2015-20953
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