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Abstract

Bayesian Reaction Optimization

Guided by Machine Learning Models for

Synthesis Conditions and Yield

Youngchun Kwon

Department of Computer Science & Engineering

College of Engineering

Seoul National University

Optimization of synthetic reactions represents a crucial step in expediting

the exploration of innovative pharmaceuticals and materials, serving as an

indispensable tool. To achieve a newly designed molecular structure that meets

the desired properties, the optimization process involves skillfully navigating

through diverse parameters associated with experimental conditions. Rapid

identification of optimal reaction conditions stands as a pivotal element in

mitigating the protracted cycle of discovering new drugs and materials. Given

the substantial financial expenses, time investment, and specialized expertise

required for synthetic experiments, it becomes imperative to minimize the

developmental timeline effectively.

However, despite the need for expedited exploration of suitable reaction
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conditions, there are several limitations to consider. Traditionally, the search

for best conditional combinations has involved using design of experiment that

require searching various literature sources. These approaches can be some-

what passive and inefficient, relying heavily on the knowledge and experience

of synthesis researchers. Furthermore, machine learning models that predict

reaction conditions solely based on three-dimensional molecular structure in-

formation have their own limitations, as the selection of appropriate represen-

tation and the consideration of condition compatibility are not clearly defined.

Lastly, quantifying the difficulties associated with synthetic processes is crucial

for optimizing strategies, yet it remains a challenging task.

In the present doctoral dissertation, I put forth a proposition to address

the trade-off quandary in chemical reaction optimization. This proposal en-

tails a fusion of machine learning methodologies and Bayesian optimization

techniques, leveraging accumulated experimental data. The objective is to effi-

ciently delineate the search space, gauge the complexity of experiments, devise

an optimization strategy, and dynamically integrate the outcomes of iterative

experiments into the strategy. The primary goal of this study is to significantly

diminish the search domain for optimization while quantifying the synthesis

level, thereby facilitating the guidance of efficient optimization strategies.

The first focal point of this research aims to efficiently narrow down the

extensive array of conditions that need to be explored to align with the input

reactions and structural information of the compound. Given the impracti-

cality of conducting experiments on the vast number of potential combina-

tions of synthesis conditions, I propose the use of a generative model that

utilizes a graph-based representation of the input synthesis reaction and incor-

porates three-dimensional molecular structure details. This model generates

diverse sets of condition combinations within a specified range, while consid-

ering the interdependencies among the conditions. In contrast to conventional
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approaches that rank candidates solely based on input reaction information,

the proposed model incorporates a variational auto-encoder to learn the com-

patibility between conditions. Consequently, it enables the prediction of di-

verse yet accurate condition combinations, effectively avoiding the inclusion

of irrelevant or meaningless combinations.

The second aspect of this study aims to predict the yield of a chemical

synthesis reaction while also accounting for the uncertainty associated with

the prediction outcomes. Additionally, it involves generating a graph-based

structural representation to capture the three-dimensional structural infor-

mation of all reagents involved in the chemical reaction for machine learning

purposes. Notably, the dataset employed comprises 1 million synthesis experi-

ment records extracted and refined from research papers. To develop a highly

accurate yield prediction model, I introduce a configuration that enhances

model uncertainty in situations characterized by inconsistencies in experimen-

tal data. By quantifying the difficulty of the synthesis experiment through the

deviation between the predicted yield value and the model based on learned

patterns, this approach improves not only accuracy but also addresses issues

related to bias and insufficient chemical reaction data, thereby surpassing pre-

vious studies in the field of synthesis experiment yield prediction.

The final study aims to optimize the combination of reaction conditions

by leveraging the condition generation model and synthesis difficulty quanti-

fying model introduced earlier. The optimization strategy entails defining the

exploration region of conditions based on the synthetic representation (reac-

tants and product structures) using the generative model. The priority is then

determined by the yield prediction model, leading to the identification of 10

initial combinations of reaction conditions. Subsequently, actual synthesis ex-

periments are conducted using the selected conditions to measure the yields

obtained. A surrogate model (Gaussian process) of the Bayesian optimization
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algorithm is trained solely on the yields derived from these synthesis exper-

iments. Once the initial 10 experiments are completed, the results from the

condition acquisition function and the Bayesian optimization, chosen as the

machine learning-based yield prediction models, are combined to select the

subsequent combination of conditions to be tested. The weights assigned to

these two acquisition functions are adjusted by evaluating the deviation be-

tween the machine learning-based yield prediction model value and the actual

yield value. This comprehensive approach ensures an efficient optimization

strategy that takes into account the difficulty of synthesis while demonstrat-

ing its performance across various optimization models.

In conclusion, this doctoral dissertation proposes an experiment optimiza-

tion technique for exploring suitable conditions of organic synthesis experi-

ments. It effectively reduces the exploration range and quantifies the difficulty

of synthesis experiments, facilitating efficient exploration. The performance of

the proposed approach is validated using real synthesis automation equipment.

Keywords: Bayesian Optimization, Organic synthesis, Experimental condi-

tion optimization, Generative modeling, Machine learning, Design of experi-

ments, Quantifying synthetic feasibility

Student Number: 2019-31018
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Chapter 1

Introduction

Optimization of a chemical synthesis is a complex, multidimensional challenge

that requires experts to validate various reaction parameters, such as cata-

lyst, reagent, solvent, concentration, temperature and named reaction type.

In a laboratory, chemists can evaluate only a small subset of these conditions

during a standard optimization campaign owing to time, cost and equipment

constraints. The chemist’s art is to discriminate between millions of plausi-

ble configurations using a laboratory equipped to run only a tiny fraction of

the possibilities. To do this, chemists typically conduct their experiments by

searching the chemical literature for similar reactions and intuiting the most

influential dimensions (e.g., reaction parameters) for reaction success based on

experience, mechanistic understanding, empirical data and simple heuristics.

In my doctoral study, I built a modular framework for efficiently exploring

optimal chemical reaction conditions using Bayesian optimization and data-

driven machine learning models. This approach is designed to integrate with

existing synthetic-chemistry practices, is applicable to arbitrary search spaces

that include continuous and categorically encoded reactions, and enables the
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inclusion of physics and domain expertise. Moreover, this method is arbitrarily

parallelizable (that is, any number of experiments can be selected per batch

of iterative experiments) and thus can facilitate both rapid screening and

direct translation to large-scale process conditions. Most of the optimization

performance results have been validated on high-throughput experimentation

frameworks, and their generality has also been verified through experiments

with different named reaction types (e.g., Suzuki-Miyaura coupling reaction).

1.1 Optimization in organic synthesis experiments

1.1.1 Challenges in searching suitable chemical reaction con-

ditions

Organic synthesis optimization plays a crucial role in the development of novel

compounds with desired properties. Extensive work has been done on the

optimization of conditions for specific reaction classes, using a combination

of domain knowledge and empirical optimization techniques to automatically

identify the best reaction condition. Nevertheless, the initial guess of reac-

tion conditions for a new reaction is predominantly considered a human task.

Chemists use heuristics and perceived similarity of new reactions to ones they

are familiar with to propose candidate conditions. However, this approach

has its limitations and challenges. The recommendation might be biased by

chemists’ preference and familiarity with certain types of reactions; the heuris-

tic rules might not be all-encompassing or too abstract to narrow down to

specific chemicals, and conditions of a precedent reaction may not be applica-

ble to the new reactions even if the reactants are structurally similar. Many

chemists, therefore, define very broad ranges of reaction parameters but it re-

quires a lot of experimental resources and time. In Figure 1.1, it shows the

prototypical chemical process optimization problem with reaction space. In
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Figure 1.1: Prototypical chemical process optimization problem (Shields et al.,

2021)

this case, there are five types of reaction conditions : ligand, base, solvent,

temperature, and reaction time. For each condition, if there are about 10 can-

didates, it can generate 105 configurations. Approximately, if it takes about a

day for one experiment, it would take about 273 years to test the whole range

of search space (Shields et al., 2021).

1.1.2 Design of experiment in organic chemistry

Many chemists commonly utilize systematic, model-driven approaches to re-

action optimization. Design of experiment (DOE) (Murray et al., 2016; Lee,

2019; Weissman and Anderson, 2015; Olofsson et al., 2019) finds to sample

experimental conditions that facilitate modelling of reaction parameters and

deconvolution of interactions. In conjunction with a response surface model,

DOE enables the exploitation of knowledge gained from previous evaluations

to guide the selection of future experiments. However, the exploration of re-

action space is typically left in the hands of predefined optimal designs, sen-

3



Figure 1.2: Design of experiment.

sitivity analysis, literature precedence and the operator’s intuition. In addi-

tion, although a typical reaction requires the fine-tuning of numerous discrete

parameters, screening requirements grow exponentially with number of cat-

egorical components using optimal designs. Thus, in practice some variables

may be held constant to enable optimization on a fixed experimental budget

in Figure 1.2.

1.1.3 Bayesian optimization for exploring suitable reaction con-

ditions

Bayesian optimization, an uncertainty guided reaction surface method used for

the optimization of computationally expensive objective functions, has shown

excellent performance, in many instances outperforming expert practitioners

and other state-of-the-art global optimization algorithms (Wang et al., 2020a;

Mockus, 1975; Häse et al., 2018; Griffiths and Hernández-Lobato, 2020; Ueno

et al., 2016). Bayesian Optimization is designed to balance the exploration
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Figure 1.3: Bayesian optimization : one-dimensional visualization. (Shields

et al., 2021)

of areas of uncertainty and the exploitation of available information, lead-

ing to high-quality configurations in fewer evaluations. Importantly, Bayesian

optimization algorithms can be applied to diverse search space that include

arbitrary parameterized reaction domains and enables the selection of multi-

ple experiments in parallel. Accordingly, this approach is well suited to the

optimization of chemical processes to find optimal reaction conditions as rep-

resented in Figure 1.3 (Shields et al., 2021).

However, Bayesian optimization has a cold-start problem owing to limita-

tions in using accumulated other experimental data. Depending on the given

reaction structure, the search space is changed and considered as a completely

independent experimental environment. Combination of reaction conditions,

which is discriminated variables.
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1.1.4 Data-driven approaches to predict optimal reaction con-

ditions

Artificial intelligence is driving one of the most important revolutions in or-

ganic chemistry (Kondo et al., 2020; Zhou et al., 2017; Reker et al., 2020; Clay-

ton et al., 2019; Negoescu et al., 2011; Schweidtmann et al., 2018; Luo, 2016;

Moriwaki et al., 2018; Reker and Schneider, 2015). Multiple platforms, in-

cluding tools for reaction prediction and synthesis planning based on machine

learning, successfully became part of the organic chemists’daily laboratory, as-

sisting in domain-specific synthetic problems. In particular, AI is being used to

solve a variety of problems throughout the synthetic experimentation process,

which can be extremely costly, time-consuming, and labor-intensive. Models

have been proposed to replace the skills of existing researchers in various or-

ganic synthesis tasks such as retrosynthesis, yield, and condition prediction.

Also, in organic synthesis experiments, various papers have been proposed to

suggest optimal reaction conditions using data, which minimizes the work of

browsing numerous experimental papers, studying textbooks, and learning the

know-how of experienced synthesis experts. Nevertheless, the completely new

responses are independent of previous studies, and the experimental data to

be trained is biased. In practice, experiments that are difficult to synthesize

often deviate from the trends of previous experiments, and it is difficult to

find experimental conditions that take into account analysis and purification.

1.1.5 Computational challenges in advanced approaches

Five types of critical challenges :

1. High dependence on individual chemists “experience” and “knowledge”.

2. Non-convex problem, multi-global minimum points.

3. Considering the correlation among the conditions.
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4. Measurement for difficulty level of synthesis.

5. Cold-start problem in novel reaction optimization.

In this doctoral dissertation, I attempt to overcome the limited ability of

advanced approaches to determine the optimal reaction conditions led us to

propose the hybrid-type dynamic reaction optimization method, which com-

plements the previous two methodologies as data-driven approaches in that it

is based on a graph neural network with BO. This approach enables us to effi-

ciently explore the optimal combination of conditions compared with previous

studies.

1.2 Formulating computational problems for the re-

action optimization questions

1.2.1 Notations and descriptions

Throughout this dissertation, I use bold uppercase characters to denote matri-

ces and bold lowercase characters denote vectors. Unless particularly specified,

the notations used in this study are illustrated in table 1.1. I define the minimal

set of definitions required to understand this study (Wu et al., 2021).

• Definition 1 (A graph representation): A graph is represented as

G = (V, E) where V is the set of vertices or nodes (i will use nodes

throughout the study), and E is the set of edges. Let vi ∈ V to denote a

node and eij = (vi, vj) ∈ E to denote an edge pointing from vj to vi. The

neighborhood of a node v is defined as N(v) ={u∈ V |(v,u) ∈ E}. The

adjacency matrix A is a n× n matrix with Aij = 1 if eij ∈ E and Aij =

0 if eij /∈ E . A graph may have node attributes X, where X ∈ Rn × d is

a node feature matrix with xv∈ Rd representing the feature vector of a

node v.
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• Definition 2 (A graph-type molecular structure representation):

A molecule is represented as G that is a graph of molecular structure and

= (V, E). can be defined as the connectivity relations between a set of

nodes (V) and a set of edges (E). Naturally, a molecule can also be con-

sidered as a graph consisting of a set of atoms(nodes) and a set of bonds

(edges).

• Definition 3 (A graph-type reaction representation): A reaction

is a pair of two reactants and a product molecular structures. Generally,

a reaction that a chemical reaction consists of a number of reactants and

a single product. This chemical reaction is labeled with its reaction yield.

Each instance is represented as (R,P, y), where R = {GR,1, . . . ,GR,m}

and P = {GP } are the set of m reactants and the resulting product in

the reaction, respectively, and y is the reaction yield. The number of

reactants m can be different for each reaction.
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Table 1.1: Notations.

Notations Descriptions

| · | The length of a set.

⊙ Element-wise product.

G A graph type molecular structural representation.

V The set of nodes in a graph (Atoms).

v A node v ∈ V (An atom).

E The set of edges in a graph (Connectivity of between atoms).

eij An edge eij ∈ E (Connectivity).

N(v) The neighbors of a node v.

A The graph adjacency matrix.

AT The transpose of the matrix A.

n The number of nodes, n = | V |.

m The number of edges, m = | E |.

D The dataset.

X ∈ Rn × d The feature matrix of a graph.

R The set of reactants.

P The product molecule.

S The set of search space(reaction parameters).

I The priority of combination of conditions.

C The set of conditions.

c The reaction condition.

t The trials of experiments.

y The yield of an experiment.

z The latent variable.⊗
The concatenation.⊕
The summation.

R → P The Reaction representation (Reactants and a product).
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1.2.2 Computational equations for the main methods in dis-

sertation

Given a set of reaction R → P and a search space for conditions S, computa-

tional equations for optimizing reaction parameters (synthetic conditions) are

followings:

< Input >

(R → P)i : a graph type reactions

Ri : a set of reactants, Ri = (Gr1
i ,Gr2

i )

Pi : a product, Pi = (Gi)

Gi : a graph type molecular structure,Gi = (Vi, Ei)

(Vi, Ei) : a set of nodes and connectivity of molecules of Gi

S : a search space of combination of conditions

< Output >

I : Priority of all possible combinations of condition candidates in S

< Model >

Using graph variational autoencoder (GVAE)

Uncertainty-aware yield prediction model (MPNN)

Bayesian optimization (BO)
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1.3 Three computational problems for the optimiza-

tion challenges in organic synthesis

The common issue of the three reaction optimization questions in my doc-

toral research that a search space for synthetic conditions such as catalyst,

solvent, reagent, and temperature level is high dimensional data but of small

number of samples to train surrogate model of Bayesian optimization. A lot

of experiment dataset for training models is accumulated, but the dataset is

biased to one side. Also, in chemical synthetiss optimization is a multi-global

optimization problem that could have multiple optimal combinations of con-

ditions. Therefore, since the individual reactions (with starting materials and

a target product) are independent, so there are cold-start problem still re-

mains. In order to address the reaction optimization questions by using the

computer approach, it is necessary to effectively reduce the features such as

reducing the number of combination of reaction conditions and measure the

difficulty of presented reaction target through the hybrid-type optimization

based on data-driven approaches and Bayesian optimization. In order to re-

duce a number of experiment trials to get expected yield results, my doctoral

study defines three steps for efficiently searching one global combination of

reaction conditions.

• Problem 1) Generative Modeling to Predict Multiple Suitable

Conditions for Chemical Reactions (Kwon et al., 2022b):

Challenges: There is not method that accurately predicts complete

combinations of reaction conditions (catalysts, solvents, reagents, and

temperature) suitable for use with a very large reaction corpus. The

compatibility and interdependence of chemical context and temperature

are not taken into account in this area. No previous studies have per-
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formed quantitative evaluation of reaction condition predictions on a

large-scale reaction data set. There are two major challenges which have

impeded progress: (i) There is not a machine readable large data set

available with catalysts/solvents/reagents classified into different types.

(ii) For the similarity-based approaches it is difficult to quantitatively

assess the level of “correctness” of conditions when comparing entire sets

of conditions associated with different literature reactions. (iii) There is

multiple suitable combination of conditions from one reaction. There-

fore, the model should consider the compatibility of conditions. Closer

attention should be paid to balancing the generality/specificity of rep-

resenting chemical context. If the representation is too general, such as

manually encoded types/groups, it might not fully characterize function-

ality, and if it is too specific, e.g., copy–pasting the entire conditions from

other reactions, it does not provide further information about chemical

similarity.

Approach: I formulate the problem of predicting suitable reaction

conditions as sampling from a generative distribution. I modeled the

distribution by introducing a variational autoencoder augmented with

a graph neural networks based on message passing neural networks. By

using generative models, I was able to implement a model that could si-

multaneously consider the relationship of between conditions. Whereas

traditional condition prediction models were tasked with predicting only

one condition out of multiple correct answers, I was designed to explore

as many combinations of correct conditions as possible, taking into ac-

count the real-world environment of an organic synthesis experiment.

• Problem 2) Uncertainty-aware prediction of chemical reaction

yields with graph neural networks (Kwon et al., 2022c):
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Challenges: The ability to predict whether a reaction will be success-

ful or not can save significant time and effort of organic chemists and

expedite the process of generating chemical compounds. Existing meth-

ods still depend on handcrafted reaction rules or heuristically extracted

reaction templates, and therefore, are not well generalizable to unseen

reactions. Another major challenge is the availability of data on both

failed and successful experiments. Existing research in the literature has

mainly focused on successful experiments (i.e., reactions with a high

yield), thus making it hard for a machine learning model to infer what

makes a reaction successful. Recently, machine learning models have been

proposed to predict the reaction performance based on molecular fea-

tures. However, these methods only consider features such as molecular,

atomic, and vibrational properties and do not use any information about

the complex structure of molecular graphs. I argue that in order to solve

this problem effectively, an intelligent AI system should have two key ca-

pabilities: (i) Understanding the molecular graph structure of the input

reactants to identify complex interactions between reaction components,

and (ii) Incorporating domain knowledge of organic chemists in the form

of molecular, atomic, and vibrations characteristics of reactants to learn

the rules that organic chemists use for predicting reaction success.

Approach: In order to effectively predict reaction yields with uncer-

tainty, uncertainty-aware deep learning model is proposed by using graph

neural networks. In order to increase the accuracy of the model, I de-

signed a graph type representation that minimizes the loss of molecule

structural three dimensional information. The information of the molec-

ular heavy atoms was defined as the node of the graph representation in

the formed as vectors. The bond information between atoms was used as

13



graph connectivity. The trained graph neural networks was designed to

output various predicted yield values through drop-out method, and the

deviation of the yields was defined as the uncertainty of the model. In

addition, when train the yield prediction model, if the deviation of the

yield label value from the similar reaction descriptors is higher, increase

the training loss of prediction model to reflect an uncertainty into model.

Through this, I designed it to measure the difficulty of the proposed re-

action.

• Problem 3) Exploring Optimal Reaction Conditions Guided

by Graph Neural Networks and Bayesian Optimization (Kwon

et al., 2022a):

Challenges: Basically, Bayesian optimization based optimization ap-

proaches have a cold-start problem. In many case of experiments (e.g.,

Suzuki-Miyaura reaction), suitable combination of conditions have mostly

based on Pd-catalysts combination have resulted in high yield. Also, in

Suzuki-Miyaura reaction, it is advantageous to take an exploitation strat-

egy because there is a lot of training data. On the other hand, in the

case of the Chan-lam reaction, it is good to take an exploring strat-

egy because the exploration range is wide and the experimental data is

small. As such, it is very important to take an optimization strategy that

considers the situation.

Approach: I devised general and effective method for searching best

chemical conditions. The proposed method complements the shortcom-

ings of previous approaches and takes a strategy of dynamically modi-

fying the objective function of optimization in consideration of the dif-

ficulty of the experiments. While solving the cold-start problem of the
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Bayesian optimization methodology as the yield prediction models, it

was designed that sufficiently diverse conditions could be selected con-

sidering the difficulty of the reaction and the initial experimental results.
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1.4 Outline of the dissertation

Chapters 2,3, and 4 introduce independent studies related to machine learning

algorithms of prediction and optimization for exploring chemical reaction con-

ditions. In Chapter 2, a generative modeling, which, given a chemical reaction,

predicts a number of combination of suitable reaction conditions, including cat-

alysts, solvents, ligands, bases, temperatures, and concentrations of reactants.

Chapter 3 proposes a measurement method, which, given a chemical reaction,

predicts the yield of reaction, and providing the uncertainty of the predic-

tion. Chapter 4 proposes a strategy for efficiently exploring suitable chemical

reaction conditions using Bayesian optimization with graph neural networks

model. Chapter 5 summarizes the studies with my contributions in optimiza-

tion for organic synthesis based analyses. The dissertation is concluded by an

appendix of the bibliography of the cited references.
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Chapter 2

Generative Modeling to Predict
Multiple Suitable Conditions for
Chemical Reactions

In synthesis planning, it is important to determine suitable reaction conditions

such that a chemical reaction proceeds as intended. Recent research attempts

based on machine learning have proven to be effective in recommending re-

action elements for specific categories regarding critical chemical context and

operating conditions. However, existing methods can only make a single pre-

diction per reaction and do not directly provide a complete specification of

the reaction elements as the prediction. Therefore, their achievable perfor-

mance is limited. In this study, I propose a generative modeling approach to

predict multiple different reaction conditions for a chemical reaction, each of

which fully specifies critical reaction elements such that these elements can

be directly used as a feasible reaction condition. I formulate the problem of

predicting reaction conditions as sampling from a generative distribution. I

model the distribution by introducing a variational autoencoder augmented

with a graph neural network and learn it from a reaction dataset. For a query
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reaction, multiple predictions can be obtained by repeated sampling from the

distribution. Through experimental investigation on the reaction datasets of

four major types of cross-coupling reactions, I demonstrate that the proposed

method significantly outperforms existing methods in retrieving ground-truth

reaction conditions.

2.1 Motivation

Optimization of a chemical reaction is an important challenge in synthesis

planning.(Coley et al., 2019b; Shields et al., 2021; Coley et al., 2018) It re-

quires the determination of various parameters for a reaction condition, in-

cluding chemical context (e.g., metal, ligand, base, and solvent) and operating

conditions (e.g., temperature and pressure). As a starting point, it is neces-

sary to propose suitable reaction conditions that will allow the target chemical

reaction to proceed as intended.(Gao et al., 2018) To determine the best re-

action condition, each candidate reaction condition under consideration can

be evaluated in terms of the availability of chemicals, cost of experimental

synthesis, expected reaction yield, etc.
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[Problem Definition of this study]

For a chemical reaction R → P , the proposed method generate condition

set C.

< Input >

(R → P)i : a graph type reactions

Ri : a set of reactants, Ri = (Gr1
i ,Gr2

i )

Pi : a product, Pi = (Gi)

Gi : a graph type molecular structure,Gi = (Vi, Ei)

(Vi, Ei) : a set of nodes and connectivity of molecules of Gi

Ci : a set of labeled reaction conditions

< Output >

ĉn : a set of generated conditions n is trials of sampling conditions

< Model >

Using graph variational autoencoder (GVAE)
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2.1.1 Suggestion of reaction conditions

Traditionally, the proposal of reaction conditions for new chemical reactions

has relied heavily on the knowledge and experience of chemists. When chemists

recommend reaction conditions for a chemical reaction, they may refer to

exactly matching or similar reactions found in a reaction database, such as

Reaxys,(Goodman, 2009) United States Patent and Trademark Office (USPTO)

(Lowe, 2017) and Open Reaction Database (ORD).(Kearnes et al., 2021) These

databases can be valuable sources of information for finding plausible reaction

conditions that have been experimentally validated and published in the chem-

istry literature. Although many chemists use this approach implicitly, it has

several drawbacks in practice.(Gao et al., 2018) Recommendations are difficult

to automate and can be influenced by the chemists’ preferences. Searching a

large database is computationally intensive. It is difficult to derive plausible

reaction conditions for new reactions that are not in the database.

2.1.2 Existing method

Recently, a machine learning approach has been studied to predict suitable

reaction conditions for arbitrary chemical reactions by learning from a re-

action database on a large scale. Existing studies on this approach curated

the reaction records in the Reaxys database to form a training dataset. Us-

ing the dataset, they attempted to build a prediction model that takes a

chemical reaction as input and provides the probability scores of individual

reaction elements as output, as shown in Figure 2.1(a). This led to fast and

accurate recommendations of reaction elements for specific categories with re-

spect to the critical chemical context and operating conditions, such as solvent

and temperature, to derive suitable reaction conditions. The predictive perfor-

mance was commonly evaluated according to whether the reaction elements

of the ground-truth reaction condition appear in the top-k elements of the
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Category Ranking: Element(Score)

Metal 1: M2(0.20), 2: M7(0.06), 3: M15(0.03), …

Ligand 1: L1(0.01), 2: L6(0.01), 3: L14(0.00), …

Base 1: B1(0.26), 2: B2(0.11), 3: B3(0.11), …

Solvent 1: S9(0.48), 2: S2(0.21), 3: S7(0.12), …

Additive 1: A1(0.10), 2: A15(0.01), 3: A2(0.01), …

Category Elements

Metal M7

Ligand -

Base B7

Solvent S2, S9

Additive -

Category Elements

Metal M16

Ligand -

Base B3

Solvent S9

Additive A17

Category Elements

Metal M13

Ligand -

Base B9, B13

Solvent S1

Additive -

…

Predicted Reaction Conditions

Prediction 

Model

Ranking of Reaction Elements

for Each Category

Prediction 

Model

𝐳 ~ 𝑝(𝐳)

(a) Existing Methods

(b) Proposed Method

Figure 2.1: Schematic comparison between existing methods and proposed

method

prediction. Gao et al.(Gao et al., 2018) attempted for the first time to build

a reaction condition prediction model using a large reaction dataset. They

represented a chemical reaction using the Morgan circular fingerprint(Rogers

and Hahn, 2010) and built neural networks to sequentially predict the cata-

lyst, solvent, reagent, and temperature required for a given reaction. Walker

et al.(Walker et al., 2019) used the MACCS key fingerprint and evaluated var-

ious prediction models for solvent prediction. Ryou et al.(Ryou et al., 2020)

and Maser et al.(Maser et al., 2021a) adapted a graph neural network (GNN)

as a multi-label classification model to predict multiple reaction elements for

certain categories.

2.1.3 Two major drawback

Despite their effectiveness, the existing methods have two major limitations

that should be considered in their practical application. First, the prediction

model presented in the existing studies only provides a single prediction per

chemical reaction. However, there can be many different reaction conditions

under which a chemical reaction is feasible. For example, some chemical reac-
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tions in my preprocessed datasets were annotated with hundreds of distinct

ground-truth conditions. Second, the independent ranking of reaction elements

for individual categories does not indicate the feasible combinations of reac-

tion elements for all critical categories. Further analysis by chemists is required

to determine the suitable reaction conditions for a chemical reaction. This is

difficult because a small change in a reaction condition can drastically change

the outcome of the reaction.(Gao et al., 2018; Maser et al., 2021a) To fully

automate the recommendation, the model should directly provide a complete

specification of the critical reaction elements such that they can be directly

used as a feasible reaction condition to achieve the desired reaction outcome

without manual effort.(Coley et al., 2018)

2.1.4 An aim

The ambitious goal is to build a prediction model that allows the predic-

tion of multiple plausible reaction conditions, each of which fully specifies the

critical reaction elements, as shown in Figure 2.1(b). Herein, I propose a gen-

erative modeling approach to achieve so. For the prediction model, I adapt a

variational autoencoder (VAE)(Kingma and Welling, 2014) augmented with a

GNN.(Wu et al., 2021; Gilmer et al., 2017a) The model is trained using the

dataset of a certain reaction type extracted from the Reaxys database. The

trained model can be used to make multiple predictions of reaction conditions

for a chemical reaction.

2.2 Methods

2.2.1 Problem Formulation

My goal is to predict as many feasible reaction conditions as possible for new

chemical reactions. To formulate the problem, I refer to a chemical reaction as
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𝐜1
Category Elements

Metal M16

Ligand -

Base B2

Solvent S7, S9

Additive -

Category Elements

Metal -

Ligand -

Base B1

Solvent S3, S9

Additive -

Category Elements

Metal M2

Ligand -

Base B8

Solvent S1, S9

Additive -

𝐜2 𝐜𝐾

…

Set of Reaction Conditions C = 𝐜1, … , 𝐜𝐾Chemical Reaction R → P

Figure 2.2: Example of a chemical reaction and its ground-truth reaction con-

ditions

R → P , where R and P are the sets of reactants and products, respectively.

The reaction R → P is annotated with a set of its feasible reaction conditions

experimentally validated in the past, which I denote as C = {c1, . . . , cK}.

The number of reaction conditions K can vary because there exist multiple

feasible conditions for some reactions. Figure 2.2 shows an example of a set

of reaction conditions annotated for a chemical reaction. In this study, the

problem of predicting reaction conditions is formulated as sampling from a

generative distribution pθ(c|R → P, z) which involves the latent variable z.

The process consists of two steps. First, the value of z is sampled from its

prior distribution p(z). Second, given the sampled value of z and a chemical

reaction R → P , the reaction condition c is sampled from the distribution

pθ(c|R → P, z).

To obtain the generative distribution pθ(c|R → P, z), I introduce a VAE

(Kingma andWelling, 2014) in which the graph representations of the molecules

in R and P are processed by a GNN.(Wu et al., 2021; Gilmer et al., 2017a)

Given a set of chemical reactions and their reaction conditions as a training

dataset, I learn the parameters of the distribution pθ(c|R → P, z) to maximize

the log-likelihood of the dataset.
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2.2.2 Prediction Model

As the prediction model, I use the generative distribution pθ(c|R → P, z)

parameterized by θ. For the latent variables z, the prior distribution p(z) is

assumed to be N(z|0, I). Owing to the intractability of the exact posterior

distribution of z, I use variational inference to approximate the distribution

by qϕ(z|R → P, c) = N(z|µz(R → P, c),diag(σ2
z(R → P, c))), which is param-

eterized by ϕ.

For a chemical reaction R → P , I represent each molecule in R and P

as a molecular graph, whose nodes and edges correspond to the heavy atoms

and bonds in the molecule. For the annotated condition set C, each reaction

condition ck ∈ C is represented as a multi-hot vector in {0, 1}L indicating the

reaction elements it corresponds to, where the dimensionality L is the total

number of elements considered in the representation.

I use neural networks to model the distributions qϕ and pθ, which I re-

spectively refer to as the probabilistic encoder and decoder of the VAE. The

encoder qϕ takes the reaction R → P and its any reaction condition c to pre-

dict the mean µz and log-variance logσ2
z of the distribution. It uses a GNN

that embeds the reaction R → P into a vector. The decoder pθ takes R → P

and z as inputs to predict the probability estimates for individual reaction ele-

ments, which are decoded to obtain a predicted reaction condition ĉ. It shares

the parameters of the GNN part with the encoder qϕ.

2.2.3 Training

Using the variational lower bound of the log-likelihood for an instance (R →

P, c), the loss function for the VAE is derived with respect to the parameters

ϕ and θ as follows:
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Lϕ,θ(R → P, c) = Ez∼qϕ(z|R→P,c) [− log pθ(c|R → P, z)] +

DKL(qϕ(z|R → P, c)||p(z)),
(2.1)

where, in the first term, the latent vector z is sampled from the encoder qϕ

as µz + σ ⊙ ϵ, where ϵ ∼ N(0, I). This reparameterization makes the loss

function Lϕ,θ differentiable with respect to the encoder parameters ϕ. In the

loss function Lϕ,θ, the first term is associated with the reconstruction loss

between the input condition c and the output of the decoder pθ. This loss

is typically derived as the binary cross-entropy loss. The second term is the

Kullback-Leibler divergence between the distributions qϕ(z|R → P, c) and

p(z). It works as regularization for the encoder output. To train the VAE in-

cluding the encoder qϕ and the decoder pθ, I suppose that a training dataset

of N chemical reactions with their condition annotations is given in the form

of D = {(Ri → Pi, Ci)}Ni=1. I extend the original dataset D by replicat-

ing instances with more than one reaction condition such that each instance

is annotated with one condition, resulting in an extended training dataset

D′ = {(Rj → Pj , cj)}N
′

j=1, where N ′ =
∑N

i=1 |Ci|. During training, the objec-

tive function J is described as:

J =
1

M

∑
(R→P,c)∈B

Lϕ,θ(R → P, c), (2.2)

where the mini-batch B ⊂ D′ consists of M instances randomly drawn from

D′. The parameters ϕ and θ are updated to minimize J over D′.

2.2.4 Inference

For inference, I only use the decoder of the VAE as the prediction model,

which corresponds to the generative distribution pθ(c|R → P, z). For a query
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chemical reaction R∗ → P∗, I generate its reaction conditions as follows. The

latent vector z∗ is sampled from the prior distribution p(z) instead of the en-

coder qϕ. Then, the reaction R∗ → P∗ and the vector z∗ are used as inputs to

the decoder pθ. I decode the probabilistic output of pθ to derive the predicted

reaction condition ĉ∗. This stochastic generative process can be described as

follows:

ĉ∗ = argmax
c

Ez∗∼p(z) [pθ(c|R∗ → P∗, z∗)] . (2.3)

Since the generative process provides a different output on each trial, I repeat

the process T times to obtain a set of different reaction conditions for the

query reaction R∗ → P∗, namely Ĉ∗, as below:

Ĉ∗ = {ĉ∗1, . . . , ĉ∗T }. (2.4)

2.3 Experiments

2.3.1 Datasets

I performed experiments using four datasets extracted from the Reaxys database

to investigate the effectiveness of the proposed method for predicting reaction

conditions. Each dataset corresponds to one of the following major types of

cross-coupling reactions: Suzuki coupling, C–N coupling, Negishi coupling, and

Pauson-Khand reaction (PKR). The datasets were generated by following the

procedure described in the work of Maser et al.(Maser et al., 2021a) For each

target reaction type, I queried the single-step reaction records to the Reaxys

database. I selected records with one or two reactants and one product, dur-

ing which records whose molecules could not be processed with RDKit were

discarded. I then parsed the reaction conditions using the reaction element dic-
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tionary provided in the supporting information of the referenced paper. The

reaction elements in the dictionary differed according to the characteristics of

the target reaction type. Elements that were not included in the dictionary

were discarded. Accordingly, each record was annotated with a reaction con-

dition vector indicating whether each reaction element was used. It should be

noted that, unlike in the referenced work, I did not use the NULL value for

the categories, because it does not specify any reaction element. The other

configurations unspecified here were set the same as those in the referenced

work. After eliminating redundancies, I formed a data instance for each unique

chemical reaction with its ground-truth reaction conditions.

Table 2.1 lists summary statistics of the four datasets after preprocess-

ing. Many instances are annotated with more than one ground-truth reaction

condition. For example, one instance in the Suzuki dataset had 336 different

reaction conditions. In the experiments, each dataset was split in a ratio of 8:2

for training and test, respectively.
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Figure 2.3: Architecture of the VAE used in this study

2.3.2 Implementation

For the proposed method, which I refer to as ReactionVAE, the model archi-

tecture of the VAE is illustrated in Figure 2.3. In the encoder qϕ, I adapted the

GNN part that embeds a chemical reaction R → P into the vector h ∈ R2048

from Kwon et al.(Kwon et al., 2022c)’s work. A concatenation of the reaction

embedding vector h and the reaction condition vector c was further processed

by a feed-forward neural network (FNN) that contains three hidden layers

with 512 dimensions each. The output layer of the FNN produced µz ∈ R128

and logσ2
z ∈ R128. In the decoder pθ, I processed a concatenation of the same

reaction embedding vector h of qϕ and the latent vector z ∈ R128 using an-

other FNN with three hidden layers of 512 dimensions each, and an output

layer providing the probabilistic output vector with dimensionality of L, the

number of reaction elements considered in the dataset.

The following configurations were used for training the VAE. In the train-

ing dataset, 90% of the reactions were used to perform parameter updating
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and the remaining 10% were used to monitor the validation performance. For

parameter updating, the Adam optimizer was used with an initial learning

rate of 10−3 and a mini-batch size of 128. The learning rate was reduced by a

factor of 0.1 whenever the validation performance did not improve in 20 con-

secutive epochs. Training was terminated when the validation performance did

not improve over 30 consecutive epochs or when the number of epochs reached

500.

In the inference phase, I varied the number of predictions per reaction,

T , with 1, 10, 100, and 1000 to see how this affects the diversification of

the reaction condition predictions for a chemical reaction. I implemented the

proposed method based on the GPU-accelerated PyTorch.

2.3.3 Baseline Methods

The proposed method,ReactionVAE, was compared with two baseline meth-

ods: ReactionFP and ReactionGNN. Unlike the proposed method, the

baseline methods provides only a single prediction per query chemical reac-

tion. They used different model architectures and loss functions to build the

prediction models. The other training configurations were set as the same as

those of the proposed method.

ReactionFP was implemented with reference to Gao et al.(Gao et al.,

2018)’s work. This method used the Morgan circular fingerprint with a radius

of 2 and chirality information included to represent molecules in a 16,384-

dimensional bit vector. The vector representation of a chemical reaction was

obtained by subtracting the reactant fingerprint from the product fingerprint.

To predict the reaction condition for the reaction, the vector was processed

using a prediction model whose architecture was the same as the FNN part in

the decoder pθ of the proposed method. The model was trained to minimize

the binary cross-entropy loss on the extended training dataset D′.
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ReactionGNN uses a GNN to process the graph representations of molecules

in a chemical reaction, similar to the prediction models proposed by Ryou et

al.(Ryou et al., 2020) and Maser et al.(Maser et al., 2021a)’s work. I built a

prediction model with an architecture same as the decoder pθ of the proposed

method, except that the latent vector z was eliminated from its input. The

model was trained in the same way as ReactionFP.

2.3.4 Evaluation Protocol

The performance of reaction condition prediction was evaluated if ground-

truth reaction conditions published in the Reaxys database are well-retrieved.

In this respect, I used the following three measures: accuracy, macro-averaged

recall, and micro-averaged recall. These measures were calculated on the test

dataset Dtest = {(Ri → Pi, Ci)}Ntest
i=1 . The accuracy is the proportion of reac-

tions in which at least one ground-truth reaction condition is predicted by the

model. It is calculated as:

Accuracy =
1

Ntest

Ntest∑
i=1

1(|Ci ∩ Ĉi| > 0), (2.5)

where 1 is an indicator function that returns 1 if the condition is true and 0

otherwise. The macro-averaged recall is the average of the per-reaction propor-

tion of the ground-truth reaction conditions that are predicted by the model.

The per-reaction recall is averaged over individual reactions in the test set:

Macro-Recall =
1

Ntest

Ntest∑
i=1

|Ci ∩ Ĉi|
|Ci|

. (2.6)

In the cases of the baseline methods and the proposed method with T = 1,

the upper bound of this measure is 1
Ntest

∑Ntest
i=1

1
|Ci| because they can correctly
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predict at most one ground-truth condition per reaction. The micro-averaged

recall is the overall proportion of the ground-truth reaction conditions in the

test set predicted by the model. It is calculated globally by pooling all reac-

tions in the test set:

Micro-Recall =

∑Ntest
i=1 |Ci ∩ Ĉi|∑Ntest

i=1 |Ci|
. (2.7)

For the baseline methods and the proposed method with T = 1, the upper

bound is Ntest∑Ntest
i=1 |Ci|

. All experiments were independently performed 10 times

with different random seeds for data splitting and parameter initialization. I

report the average and standard deviation of the results over the repetitions.

2.3.5 Results and Discussion

Table 2.2 compares the performance of the baseline and proposed methods in

terms of accuracy, macro-recall, and micro-recall. The results show that Reac-

tionVAE with a moderate T > 10 significantly outperformed ReactionFP

and ReactionGNN in all three performance measures. The performance of

ReactionVAE improved significantly as the number of predictions per re-

action T increased. Among the baselines, ReactionGNN performed better

than ReactionFP on the Suzuki, C–N, and Negishi datasets, whereas Reac-

tionFP performed better on the PKR dataset which had the smallest size.

Table 2.3 shows the performance evaluation results only for the chemical

reactions annotated with more than one ground-truth reaction condition, i.e.,

K > 1. I found that the performance difference between the baseline and

proposed methods became larger compared with Table 2.2. This indicates that

ReactionVAE was more effective in predicting various reaction conditions for

the same reaction. For the baseline methods, the accuracy increased slightly

while both the macro-recall and micro-recall decreased drastically as they
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Figure 2.4: Unique count of predicted reaction conditions per reaction accord-

ing to T for ReactionVAE

could predict up to one reaction condition per reaction.

For ReactionVAE, I further investigated the diversity of the predicted

reaction conditions. Figure 2.4 plots the unique count of predicted reaction

conditions per-reaction against the number of predictions T for each dataset.

ReactionVAE tended to generate more non-duplicated reaction conditions

as T increased. The proportion of unique reactions was associated with the

number of ground-truth conditions per reaction in the training dataset. More

diverse predictions were generated and the maximum number of unique pre-

dictions was greater than 100 when T = 1000 for the Suzuki and C–N datasets.

In contrast, the unique count was relatively fewer for the Negishi and PKR

datasets.
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2.4 Conclusion

In this study, I present a generative modeling approach to predict multiple

suitable reaction conditions for a chemical reaction. I modeled the generative

distribution of reaction conditions by introducing a VAE augmented with a

GNN. By repeated sampling from the distribution, multiple predictions for a

query reaction can be obtained. Through experimental investigation using the

datasets of four reaction types extracted from the Reaxys database, I found

that the proposed method was able to retrieve significantly more ground-truth

reaction conditions compared with existing methods.

A reaction database is a collection of chemical reactions and their ground-

truth reaction conditions that have been experimentally validated and re-

ported in the chemistry literature. Therefore, not every possible reaction con-

dition is noted for each chemical reaction, but many feasible conditions have

not yet been discovered. Compared with previous studies, this study is the first

attempt to predict multiple reaction conditions, each in the form of a com-

plete specification of the reaction elements for a chemical reaction. I believe

that the proposed method can shed light on finding unknown feasible condi-

tions for chemical reactions. An important consideration to further improve

performance is to reduce the noise in the reaction databases.

Data quality is critical to the success of machine learning applications.

However, because these databases are manually maintained, it is inevitable

that the reaction records are noisy and contain incorrect information. While

manual maintenance of the entire database by subject matter experts is very

labor-intensive and time-consuming, recent research attempts to efficiently

curate the database could help build more accurate prediction models for

better predicting reaction conditions.
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Chapter 3

Uncertainty-Aware Prediction of
Chemical Reaction Yields with
Graph Neural Networks

In this study, I present a data-driven method for the uncertainty-aware pre-

diction of chemical reaction yields. The reactants and products in a chemical

reaction are represented as a set of molecular graphs. The predictive distribu-

tion of the yield is modeled as a graph neural network that directly processes

a set of graphs with permutation invariance.

Uncertainty-aware learning and inference are applied to the model to make

accurate predictions and to evaluate their uncertainty. I demonstrate the effec-

tiveness of the proposed method on benchmark datasets with various settings.

Compared to the existing methods, the proposed method improves the pre-

diction and uncertainty quantification performance in most settings.
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3.1 Motivation

In organic chemistry, the prediction of chemical reaction yields is an important

research topic in chemical synthesis planning (Meuwly, 2021; Davies, 2019).

This enables the estimation of the overall yield of a complex synthetic pathway

and the detection of low-yield reactions that negatively affect the overall yield.

It also provides clues for designing new reactions that provide higher yields to

save on the time and cost required for experimental syntheses.

Machine learning has achieved remarkable success in the data-driven pre-

diction of chemical reaction yields (Meuwly, 2021; Ahneman et al., 2018;

Chuang and Keiser, 2018; Sandfort et al., 2020; Schwaller et al., 2021b; Saebi

et al., 2021). The main concept is to construct a prediction model that pre-

dicts the yield of a chemical reaction by learning from previously accumulated

data comprising a number of chemical reactions annotated with their exper-

imentally measured yields. The successful application of a prediction model

enables fast and efficient estimation of chemical reaction yields without per-

forming experimental syntheses, which are costly and time-consuming.

Early studies represented each chemical reaction as a fixed-size vector of

handcrafted features, such as molecular fingerprints and chemical property

descriptors, and constructed an off-the-shelf prediction model on top of the

vector representation (Ahneman et al., 2018; Chuang and Keiser, 2018; Sand-

fort et al., 2020; Schneider et al., 2015). The limitation of this approach is

that the choice of adequate features relies on chemical knowledge and intu-

ition, and some inherent information to the original reaction may be lost in the

representation. With advances in deep learning (LeCun et al., 2015), recent

studies have applied deep neural networks constructed on a more informa-

tive representation of a chemical reaction. Schwaller et al. (Schwaller et al.,

2021b, 2020) used simplified molecular-input line-entry system (SMILES) to
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represent a chemical reaction. To predict the reaction yield, they fine-tuned

a bidirectional encoder representations from transformers (BERT) model pre-

trained using a reaction SMILES database (Schwaller et al., 2021a) to predict

the yield. Saebi et al. (Saebi et al., 2021) represented a chemical reaction as

a set of graphs, on which a graph neural network was constructed to predict

the yield.

In this study, I present an alternative method for predicting chemical reac-

tion yields. As a prediction model, I adapt a graph neural network that directly

operates on the graph representation of a chemical reaction in a permutation-

invariant fashion. I use uncertainty-aware learning and inference in the model

to make accurate predictions of yields and determine the confidence of predic-

tions.
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[Problem Definition of this study]

For a chemical reaction and conditions (R → P, C), the model predicts yield

with uncertainty (µ, σ2).

< Input >

(R → P)i : a graph type reactions

Ri : a set of reactants, Ri = (Gr1
i ,Gr2

i )

Pi : a product, Pi = (Gi)

Gi : a graph type molecular structure,Gi = (Vi, Ei)

(Vi, Ei) : a set of nodes and connectivity of molecules of Gi

Ci : a set of labeled reaction conditions

< Output >

ŷ : a predicted yield n

(µ, σ2) : an average of predicted yields with a sigma

< Model >

Using message passing neural network (MPNN)

Using drop-out for measuring uncertainty for prediction model
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Molecule

Cc1ccccc1
(7 atoms,

7 bonds)

Graph Representation

𝒗1

𝒗2
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𝒆1,2

𝒆2,3
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𝒆2,7

G = (V, E)
(7 node vectors,

7 edge vectors)

Figure 3.1: Illustrative example of the graph representation for a molecule.

3.2 Methods

3.2.1 Data Representation

I suppose that a chemical reaction consists of a number of reactants and a

single product. This chemical reaction is labeled with its reaction yield. Each

instance is represented as (R,P, y), where R = {GR,1, . . . ,GR,m} and P =

{GP } are the set of m reactants and the resulting product in the reaction,

respectively, and y is the reaction yield. The number of reactants m can be

different for each reaction.

Each molecule in R and P is defined as an undirected graph G = (V, E),

where V and E represent the set of nodes and the set of edges, respectively. The

node feature vectors vj ∈ V and edge feature vectors ej,k ∈ E are associated

with heavy atoms (e.g., C, N, O, and F) and their bonds (e.g., single, double,

triple, and aromatic), respectively. Hydrogen atoms are treated implicitly.

The number of heavy atoms and bonds in each molecule is the same as the

number of node feature vectors and edge feature vectors in the correspond-

ing graph representation, respectively. Figure 3.1 illustrates an example of the
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Figure 3.2: Architecture of the prediction model.

graph representation of a molecule. For the j-th atom, vj = (vj,1, . . . , vj,p) is

a vector indicating the atom type, formal charge, degree, hybridization, num-

ber of hydrogens, valence, chirality, whether it accepts or donates electrons,

whether it is aromatic, whether it is in a ring, and associated ring sizes. For

the bond between the j-th and k-th atoms, ej,k = (ej,k,1, . . . , ej,k,q) is a vector

indicating the bond type, stereochemistry, whether it is in a ring, and whether

it is conjugated.

3.2.2 Prediction Model

To predict the reaction yield y, I introduce a predictive distribution for y con-

ditioned on the set of reactants R and product P, denoted by pθ(y|R,P),

which is modeled as a normal distribution as follows:

pθ(y|R,P) = N (y|µ, σ2), (3.1)
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where µ and σ2 are the mean and variance of the distribution, respectively.

I parameterize the predictive distribution pθ using a neural network f that

produces µ and σ2 as a function of R and P with a set of parameters θ:

(µ, σ2) = f(R,P; θ). (3.2)

To construct the neural network f , I adapt the architecture presented by (Saebi

et al., 2021) to process two sets of molecular graphs with advanced neural net-

work modules. Figure 3.2 illustrates the architecture used in this study. The

architectural details of each component are presented next. A message passing

neural network (MPNN) (Gilmer et al., 2017a) is used as the GNN component

of f to process each molecular graph G in R and P. The GNN is designed to

take G as the input and return the graph representation vector r as the output:

r = GNN(G). (3.3)

In the GNN, I apply multiple message passing steps using an edge network as

a message function and a gated recurrent unit (GRU) network as an update

function to generate node representation vectors. I then apply a set2set model

(Vinyals et al., 2015) as a readout function for global pooling over the node

representation vectors to obtain a graph-level embedding that is invariant to

the order of the nodes. The embedding is sparsified by a fully-connected layer

to obtain the graph representation vector r. The use of the GNN renders the

representation invariant to graph isomorphism.

I summate the graph representation vectors for R = {GR,1, . . . ,GR,m}.

This makes the representation invariant with respect to the order of the re-

actants. The summated vector is concatenated with the graph representation
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vector P = {GP } to generate the reaction representation vector h:

h =

[
m∑
l=1

rR,l, rP

]
. (3.4)

The reaction representation vector h is further processed by a feed-forward

neural network (FNN) with two output units. The first unit returns the pre-

dictive mean µ. The second unit returns the log predictive variance log σ2.

The main advantages of the prediction model f presented in this study can

be summarized as follows. First, the input for the model is the graph represen-

tation of a chemical reaction, which can directly encompass various atom and

bond features regarding their chemical properties that make the representation

more informative. Second, the model can handle chemical reactions of varying

sizes with different numbers of reactants as the input. Third, the output of the

model is invariant to permutations of reactants in the input reaction and is also

invariant to permutations of atoms in each of the reactants/products. Fourth,

the output of the model specifies the corresponding predictive distribution,

which allows for uncertainty-aware learning and inference.

3.2.3 Uncertainty-Aware Learning

The learning procedure aims to train the prediction model f such that it

can estimate the predictive mean µ and variance σ2 of the unknown yield y

for a chemical reaction (R,P). For the model f to learn from data, I con-

struct a training dataset of N chemical reactions and their yields, denoted by

D = {(Ri,Pi, yi)}Ni=1. I train the model f based on the maximum likelihood

estimation. Based on the normality assumption for the predictive distribution

pθ, the log-likelihood is given by:
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log pθ(y|R,P) = −1

2
log(2πσ2)− 1

2

(y − µ)2

σ2

= −1

2
log(2π)− 1

2

[
(y − µ)2

σ2
+ log σ2

]
.

(3.5)

Given a training dataset D, the model is trained to minimize the objective

function J :

J (θ) = (1− λ) · 1

N

N∑
i=1

(yi − µi)
2 + λ · 1

N

N∑
i=1

[
(yi − µi)

2

σ2
i

+ log σ2
i

]
, (3.6)

which involves two learning objectives with the hyperparameter λ that controls

the relative strength of each objective. The first term is to minimize the con-

ventional mean squared error over the training dataset D, which corresponds

to the maximization of the log-likelihood over D under the homoscedasticity

assumption. The second term is to maximize the log-likelihood over D under

the heteroscedasticity assumption. The first term contributes to stabilizing

the training with respect to the predictive mean µ. The second term enables

the predictive variance σ2 to quantify the aleatoric uncertainty caused by the

inherent noise in D.

3.2.4 Uncertainty-Aware Inference

Once trained, the prediction model f is used to predict the yields of new chem-

ical reactions. I employ the Monte-Carlo (MC) dropout (Gal and Ghahramani,

2016) for the Bayesian approximation of the model f . Following the Bayesian

approach, the approximate predictive distribution q is given by

q(y∗|R∗,P∗) =

∫
pθ(y∗|R∗,P∗)q(θ)dθ. (3.7)

Given a query reaction (R∗,P∗), I wish to predict the unknown yield y∗ of

45



Figure 3.3: Monte-Carlo(MC) dropout (Gal and Ghahramani, 2016).

the reaction as well as to quantify the uncertainty of the prediction. I em-

pirically derive the MC estimates by sampling T predictions {(µ̂(t)
∗ , σ̂

2(t)
∗ )}Tt=1

based on stochastic forward passes through the model f with dropout applied.

Because some hidden units are randomly dropped out at each forward pass,

the T predictions vary for the same reaction. The variability in the predictions

is primarily caused by the epistemic uncertainty of the model f owing to the

insufficiency of the training dataset D. For prediction, the predictive mean can

be estimated by averaging over {µ̂(t)
∗ }Tt=1:

Eq(y∗|R∗,P∗)[y∗] ≃
1

T

T∑
t=1

µ̂
(t)
∗ . (3.8)

This is used as the prediction of y∗. For uncertainty quantification, the pre-

dictive variance can be estimated as:

Varq(y∗|R∗,P∗)[y∗] ≃
1

T

T∑
t=1

σ̂
2(t)
∗ +

1

T

T∑
t=1

(
µ̂
(t)
∗ − µ̄∗

)2
, (3.9)

where µ̄∗ = 1
T

∑T
t=1 µ̂

(t)
∗ . This is used as the uncertainty score for the predic-
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Table 3.1: Description of benchmark datasets

Dataset No. reactions No. reactants No. products

Buchwald-Hartwig 3,955 6 1

Suzuki-Miyaura 5,760 6-14 1

tion. The predictive variance can be decomposed into two types of uncertainty

(Kendall and Gal, 2017). The first term corresponds to the aleatoric uncer-

tainty, which accounts for the statistical uncertainty caused by inherent noise

in the dataset D. The second term corresponds to the epistemic uncertainty,

which accounts for the systemic uncertainty in the model f caused by the

insufficiency of D.

The prediction of chemical reaction yields supports the identification of

high-yield reactions from a pool of possible candidates in an efficient manner.

The prerequisite is that the prediction model must be as accurate as possible.

In practice, the prediction model may be imperfect and result in inaccurate

predictions. To overcome this issue, I can selectively use the model based

on uncertainty quantification. Because a high prediction uncertainty tends to

cause erroneous predictions, the rejection of uncertain predictions would be

beneficial for the actual use of the prediction model. If the prediction un-

certainty is sufficiently low, I can use the model with confidence to identify

whether a reaction has a high yield. Otherwise, the model abstains from pre-

dicting. Rejected cases can be carefully investigated by chemists in terms of

their yields.
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3.2.5 Experimental Investigation

Datasets

I investigate the effectiveness of the proposed method using the following two

benchmark datasets: Buchwald-Hartwig (Ahneman et al., 2018) and Suzuki-

Miyaura (Perera et al., 2018). In these datasets, each reaction was annotated

with a measured yield ranging from 0% to 100%. The summary statistics of

the datasets are presented in Table 3.1.

The Buchwald-Hartwig dataset was released by Ahneman et al. (Ahne-

man et al., 2018). They conducted high-throughput experiments on the class

of Pd-catalyzed Buchwald-Hartwig C-N cross-coupling reactions. They experi-

mented on combinations of 15 aryl halides, 4 ligands, 3 bases, and 23 additives.

A total of 3955 reactions were reported with their measured yields. The stud-

ies (Ahneman et al., 2018; Chuang and Keiser, 2018; Sandfort et al., 2020;

Schwaller et al., 2021b) evaluated the performance of the chemical reaction

yield prediction on this dataset.

The Suzuki-Miyaura dataset was released by Perera et al. (Perera et al.,

2018). They conducted high-throughput experiments on the class of Suzuki-

Miyaura cross-coupling reactions. 15 couplings of electrophiles and nucleophiles

across combinations of 12 ligands, 8 bases, and 4 solvents were considered, re-

sulting in measured yields for a total of 5760 reactions. The studies (Perera

et al., 2018; Granda et al., 2018; Schwaller et al., 2021b) have investigated

this dataset. For experimental investigations, I use 10 random shuffles for

each benchmark dataset and 4 out-of-sample splits of the Buchwald-Hartwig

dataset (Ahneman et al., 2018; Schwaller et al., 2021b).
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Implementation

In the experimental investigation, I use the following configurations for the

proposed method. For the GNN component of the model, the node represen-

tation vectors and graph representation vectors have dimensions of 64 and

1024, respectively. The graph representation vectors were set to have higher

dimensionality because they are summated over multiple reactants to obtain

the reaction representation vector. The number of message passing steps and

set2set processing steps are both set to 3. Increasing the size of the GNN

component may provide better performance, but it also incurs higher compu-

tational costs and memory usage. Thus, I set it to moderately large so that it

can be trained in a reasonable time. The FNN component of the model has

two fully-connected layers with 512 dimensions, followed by an output layer.

During training, I standardize the yield y to have a mean of 0 and a vari-

ance of 1 over the training dataset D. A dropout rate of 0.1 is applied to the

fully-connected layers in the FNN component. The hyperparameter λ in the

objective function J is set to 0.1. L2 regularization with a factor of 10−5 is

applied to the parameters θ. To train the model f , I update the parameters θ

for 500 epochs using the Adam optimizer with a batch size of 128. The learning

rate is set to 10−3 for the initial epochs and decayed to 10−4 and 10−5 over

the last 100 epochs. I did not consider hyperparameter optimization through

holdout validation, because it is unsuitable when the training dataset is very

small. At inference, I set the number of forward passes T to 30 for MC dropout.

I use Equation 3.8 and Equation 3.9 for the prediction and uncertainty score,

respectively. The proposed method is implemented using PyTorch in Python.

The results of the experimental investigations are reported and discussed in

the following section.
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3.3 Results and Discussion

3.3.1 Prediction and Uncertainty Quantification

I investigated the effectiveness of the proposed method for predicting the chem-

ical reaction yields on the Buchwald-Hartwig and Suzuki-Miyaura datasets.

For the proposed method, I derived two ablations by adjusting the hyperpa-

rameter λ in the objective function J . For the first ablation, the model was

trained using only homoscedastic loss by setting λ = 0, which is equivalent to

fixing the predictive variance σ to 1. For the second ablation, the model was

trained using only heteroscedastic loss by setting λ = 1. For baselines, I con-

sidered YieldBERT (Schwaller et al., 2021b) and YieldBERT-DA (Schwaller

et al., 2020), which demonstrated superior performance compared to the other

methods presented in the literature (Ahneman et al., 2018; Chuang and Keiser,

2018; Sandfort et al., 2020). YieldBERT adapted a pre-trained BERT encoder

(Schwaller et al., 2021a) to predict the chemical reaction yield as a function of

the reaction SMILES. YieldBERT-DA is an extension of YieldBERT based on

data augmentation, which increases the quantity of the training dataset using

SMILES randomization. For YieldBERT-DA, the prediction uncertainty score

was computed using the prediction variance obtained from the test-time aug-

mentation, as implemented in (Schwaller et al., 2020). Consequently, a total of

five methods were compared: YieldBERT, YieldBERT-DA, and the proposed

method with λ = 0, 1, and 0.1.

For performance evaluation, I split each dataset into training and test

sets. I then trained the prediction model using the training set and evaluated

its performance on the test set. To examine the effects of training set size

on performance, the training/test splits were varied as 70/30, 50/50, 30/70,

20/80, 10/90, 5/95, and 2.5/97.5. Regarding prediction performance, I used

the following three measures calculated on the test set: mean absolute error
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Table 3.2: Comparison of prediction and uncertainty quantification perfor-

mance on benchmark datasets (Buchwald-Hartwig)

Dataset Training/Test Split Measure YieldBERT YieldBERT-DA Proposed

λ = 0 λ = 1 λ = 0.1

Buchwald-Hartwig 70/30 MAE (%p) 3.990±0.153 3.090±0.118 3.009±0.045 2.953±0.058 2.920±0.056

RMSE (%p) 6.014±0.272 4.799±0.261 4.509±0.116 4.535±0.136 4.433±0.085

R2 0.951±0.005 0.969±0.004 0.973±0.002 0.972±0.002 0.974±0.001

Spearman ρ – 0.439±0.037 0.254±0.027 0.445±0.020 0.421±0.031

50/50 MAE (%p) 4.792±0.124 3.744±0.150 3.614±0.095 3.482±0.107 3.497±0.090

RMSE (%p) 7.288±0.198 5.877±0.348 5.484±0.193 5.481±0.355 5.387±0.202

R2 0.928±0.004 0.953±0.006 0.959±0.003 0.959±0.005 0.961±0.003

Spearman ρ – 0.460±0.021 0.227±0.021 0.419±0.020 0.401±0.014

30/70 MAE (%p) 6.075±0.222 4.833±0.167 4.677±0.174 4.463±0.150 4.483±0.165

RMSE (%p) 9.338±0.424 7.822±0.463 7.227±0.407 7.053±0.439 6.970±0.403

R2 0.882±0.011 0.917±0.010 0.929±0.008 0.933±0.009 0.934±0.008

Spearman ρ – 0.464±0.020 0.229±0.035 0.407±0.022 0.385±0.029

20/80 MAE (%p) 6.862±0.212 5.781±0.252 5.605±0.236 5.319±0.179 5.311±0.154

RMSE (%p) 10.306±0.303 9.164±0.668 8.567±0.472 8.357±0.400 8.204±0.372

R2 0.857±0.008 0.886±0.017 0.901±0.011 0.906±0.009 0.909±0.008

Spearman ρ – 0.457±0.017 0.208±0.044 0.373±0.040 0.343±0.029

10/90 MAE (%p) 8.607±0.387 7.705±0.236 7.605±0.420 7.244±0.229 7.196±0.274

RMSE (%p) 12.393±0.499 11.633±0.293 11.468±0.699 11.002±0.436 10.875±0.448

R2 0.793±0.016 0.818±0.009 0.822±0.022 0.837±0.013 0.841±0.013

Spearman ρ – 0.432±0.024 0.148±0.036 0.384±0.040 0.345±0.031

5/95 MAE (%p) 12.117±0.789 9.651±0.338 10.056±0.501 10.609±1.610 9.677±0.408

RMSE (%p) 16.740±0.950 14.073±0.687 14.636±0.672 14.693±1.467 14.041±0.492

R2 0.622±0.042 0.733±0.027 0.711±0.026 0.707±0.063 0.734±0.019

Spearman ρ – 0.411±0.024 0.002±0.058 0.398±0.141 0.399±0.058

2.5/97.5 MAE (%p) 15.979±0.817 12.243±0.631 12.409±0.558 13.508±2.745 11.747±1.005

RMSE (%p) 20.463±0.623 17.151±0.677 17.384±0.775 17.992±2.530 16.586±1.364

R2 0.436±0.034 0.604±0.031 0.593±0.037 0.556±0.130 0.628±0.062

Spearman ρ – 0.381±0.038 0.016±0.067 0.309±0.176 0.300±0.075

(MAE), root mean squared error (RMSE), and coefficient of determination

(R2). Uncertainty quantification performance was evaluated in terms of the

Spearman rank correlation coefficient ρ between the absolute prediction error

and uncertainty score on the test set (Schwaller et al., 2020; Hirschfeld et al.,

2020).

Table 3.3 reports the average and standard deviation of the results over the

10 repetitions. In terms of prediction performance, the proposed method out-

performed all the baseline methods. Although YieldBERT-DA was the best
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Table 3.3: Comparison of prediction and uncertainty quantification perfor-

mance on benchmark datasets (Suzuki-Miyaura)

Dataset Training/Test Split Measure YieldBERT YieldBERT-DA Proposed

λ = 0 λ = 1 λ = 0.1

Suzuki-Miyaura 70/30 MAE (%p) 8.128±0.344 6.598±0.270 6.233±0.207 6.118±0.212 6.116±0.223

RMSE (%p) 12.073±0.463 10.524±0.482 9.522±0.454 9.495±0.430 9.467±0.459

R2 0.815±0.013 0.859±0.012 0.885±0.010 0.885±0.009 0.886±0.010

Spearman ρ – 0.439±0.018 0.324±0.026 0.432±0.024 0.425±0.026

50/50 MAE (%p) 8.922±0.235 7.539±0.153 6.872±0.089 6.702±0.082 6.725±0.089

RMSE (%p) 13.148±0.270 11.797±0.250 10.272±0.138 10.225±0.128 10.225±0.135

R2 0.780±0.009 0.823±0.007 0.866±0.003 0.867±0.003 0.867±0.003

Spearman ρ – 0.439±0.019 0.322±0.021 0.432±0.017 0.430±0.012

30/70 MAE (%p) 10.094±0.346 8.804±0.249 8.021±0.094 7.740±0.109 7.847±0.094

RMSE (%p) 14.614±0.381 13.337±0.357 11.726±0.152 11.526±0.166 11.593±0.136

R2 0.729±0.014 0.774±0.012 0.825±0.004 0.831±0.005 0.829±0.004

Spearman ρ – 0.432±0.018 0.292±0.012 0.428±0.013 0.417±0.008

20/80 MAE (%p) 11.229±0.247 10.017±0.338 9.147±0.185 8.726±0.172 8.793±0.191

RMSE (%p) 15.966±0.381 14.851±0.576 13.115±0.298 12.754±0.316 12.734±0.347

R2 0.676±0.015 0.719±0.022 0.781±0.010 0.793±0.010 0.794±0.011

Spearman ρ – 0.432±0.014 0.274±0.020 0.429±0.017 0.408±0.018

10/90 MAE (%p) 13.528±0.395 11.954±0.443 11.439±0.185 10.625±0.249 10.739±0.211

RMSE (%p) 18.734±0.530 17.129±0.683 15.967±0.326 15.097±0.421 15.164±0.344

R2 0.554±0.025 0.627±0.030 0.676±0.013 0.711±0.016 0.708±0.013

Spearman ρ – 0.389±0.022 0.221±0.027 0.390±0.019 0.382±0.019

5/95 MAE (%p) 15.695±0.618 14.294±0.507 14.214±0.504 13.364±0.223 13.451±0.353

RMSE (%p) 21.181±0.724 20.016±0.661 19.421±0.588 18.463±0.308 18.511±0.392

R2 0.430±0.040 0.491±0.034 0.521±0.029 0.567±0.014 0.565±0.018

Spearman ρ – 0.355±0.026 0.144±0.052 0.389±0.045 0.330±0.034

2.5/97.5 MAE (%p) 17.666±0.496 17.587±0.690 18.061±0.571 16.705±1.090 17.189±0.813

RMSE (%p) 22.967±0.804 23.780±0.793 24.121±0.655 22.156±1.273 22.943±0.887

R2 0.330±0.047 0.282±0.047 0.261±0.039 0.375±0.072 0.331±0.051

Spearman ρ – 0.291±0.025 0.028±0.054 0.280±0.074 0.223±0.081

baseline method, the MAE and RMSE values of the proposed method re-

duced by around 5∼10% compared to those of YieldBERT-DA on both bench-

mark datasets. The higher prediction performance indicates that the proposed

method can provide more accurate predictions of yields for new reactions. Re-

garding uncertainty quantification performance, the proposed method yielded

a Spearman ρ comparable to that of YieldBERT-DA.

For the proposed method, the prediction performance with λ = 1 was

slightly better than that with λ = 0. The uncertainty quantification perfor-
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mance with λ = 1 was far better than that with λ = 0, which implies that

capturing the aleatoric uncertainty is beneficial. Compared to the ablations,

setting λ = 0.1 yielded a better trade-off between prediction performance

and uncertainty quantification performance. The results demonstrated that

the use of both homoscedastic and heteroscedastic losses helped to improve

performance.

3.3.2 Out-Of-Sample Prediction

I also evaluated the performance of the proposed method for out-of-sample

prediction. As in (Schwaller et al., 2021b, 2020), I used four out-of-sample

training/test splits of the Buchwald-Hartwig dataset, which I denote by Test

1, Test 2, Test 3, and Test 4. In each split, certain additives are absent from

the training set but only appear in the test set. The proposed method was

compared with YieldBERT and YieldBERT-DA. The training configurations

and evaluation scheme were the same as before. The experiments were repeated

five times independently using different random seeds.

Table 3.4 summarizes the results averaged over the five repetitions. Over-

all, the proposed method was comparable to the best of the baseline methods

for out-of-sample prediction. In terms of prediction performance, the proposed

method performed best on Test 2 and Test 4, while was comparable or inferior

to the best baseline on Test 1 and Test 3. Among the baselines, YieldBERT-

DA yielded a lower performance than YieldBERT on average. For uncertainty

quantification performance, the proposed method yielded the highest Spear-

man ρ for Test 1, Test 3, and Test 4.

3.3.3 Selective Prediction with Rejection

I investigated the effectiveness of the proposed method for selective prediction

using 70/30 splits of benchmark datasets. For the proposed method, prediction
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Table 3.4: Comparison of prediction and uncertainty quantification perfor-

mance on out-of-sample splits of Buchwald-Hartwig dataset

Out-Of-Sample Split Measure YieldBERT YieldBERT-DA Proposed (λ = 0.1)

Test 1 MAE (%p) 7.351±0.099 7.015±0.758 8.082±0.827

RMSE (%p) 11.441±0.342 11.761±1.398 13.746±1.175

R2 0.824±0.010 0.811±0.047 0.744±0.042

Spearman ρ – 0.380±0.065 0.454±0.046

Test 2 MAE (%p) 7.266±0.724 6.588±0.328 6.300±0.647

RMSE (%p) 11.144±1.267 9.886±0.741 9.476±1.027

R2 0.829±0.037 0.866±0.020 0.876±0.026

Spearman ρ – 0.494±0.044 0.397±0.043

Test 3 MAE (%p) 9.129±0.745 11.052±0.950 8.986±0.314

RMSE (%p) 14.276±0.820 18.041±1.395 14.939±0.622

R2 0.741±0.030 0.585±0.067 0.717±0.024

Spearman ρ – 0.406±0.065 0.423±0.031

Test 4 MAE (%p) 13.671±1.067 18.422±0.620 13.190±0.754

RMSE (%p) 19.679±1.397 24.279±0.494 18.774±0.566

R2 0.444±0.077 0.157±0.034 0.496±0.031

Spearman ρ – 0.366±0.100 0.461±0.040

uncertainty was quantified using the total predictive variance in Equation 3.9.

Because it can be decomposed into aleatoric and epistemic uncertainties, I con-

ducted an ablation study to examine the effects of each component. The first

ablation quantified the prediction uncertainty using the aleatoric uncertainty

term. The second ablation used the epistemic uncertainty term. The proposed

method was compared to the best baseline method, YieldBERT-DA, for which

the uncertainty quantification was based on the test-time augmentation.

To evaluate the selective prediction performance, I rejected the prediction

for a reaction if its uncertainty score was above a certain threshold. The thresh-

old controls the trade-off between prediction accuracy and coverage. As perfor-

mance measures, I computed the MAE and RMSE on the test set with various
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prediction coverage rates ranging from 100% to 30%. Tables 3.5 and 3.6 present

the comparison results for the selective prediction performance in terms of the

MAE and RMSE with various prediction coverage rates, which are summa-

rized in Figure 3.4. The results clearly demonstrated that a high uncertainty

score for a reaction causes its predicted yield to be less accurate for all com-

pared methods. Reducing the prediction coverage with more rejections led to a

significant improvement in the prediction performance. The proposed method

outperformed YieldBERT-DA in most cases. The MAE and RMSE decreased

by over 10% and were nearly halved at 90% and 40% coverages, respectively,

for both datasets.

Regarding the two ablations of the proposed method, the selective predic-

tion performance with the epistemic uncertainty was superior at higher pre-

diction coverages, whereas that with the aleatoric uncertainty was better at

lower coverages. Compared to the ablations, using the total predictive variance

combining the aleatoric and epistemic uncertainty improved the performance

by taking their individual strengths to detect erroneous predictions.
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Figure 3.4: Summary for comparison of selective prediction performance on

benchmark datasets: (a) MAE (%p) on Buchwald-Hartwig; (b) MAE (%p) on

Suziki-Miyaura; (c) RMSE (%p) on Buchwald-Hartwig; (d) RMSE (%p) on

Suziki-Miyaura
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3.4 Conclusion

I presented an uncertainty-aware method for predicting chemical reaction

yields. I represented a chemical reaction as a set of graphs. I constructed

a prediction model whose input was the graphs and output was the predictive

mean and variance for the reaction yield. For a query reaction, the predictive

mean of the model was used as the predicted yield and the predictive vari-

ance was used to quantify the uncertainty of the prediction, which allowed the

model to avoid making predictions with high uncertainty. The effectiveness of

the proposed method for chemical reaction yield prediction was successfully

demonstrated through experimental validation on two benchmark datasets. I

also demonstrated that a high predictive variance tends to cause a high pre-

diction error, allowing for selective prediction with rejection.

The accurate prediction of chemical reaction yields with uncertainty quan-

tification can assist in advanced synthesis planning considering imposed con-

straints in practice, including availability, variability, and budget limits. Future

research directions for improving prediction performance will be to enrich the

data representation of chemical reactions to make it more informative by in-

corporating various atom/bond features and molecular descriptors associated

with reaction yields.
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Chapter 4

Exploring Optimal Reaction
Conditions Guided by Graph
Neural Networks and Bayesian
Optimization

The optimization of organic reaction conditions to obtain the target prod-

uct in high yield is crucial to avoid expensive and time-consuming chemi-

cal experiments. Advancements in artificial intelligence have enabled various

data-driven approaches to predict suitable chemical reaction conditions. How-

ever, for many novel syntheses, the process to determine good reaction condi-

tions is inevitable. Bayesian optimization (BO), an iterative optimization al-

gorithm, demonstrates exceptional performance to identify reagents compared

to synthesis experts. However, BO requires several initial randomly selected

experimental results (yields) to train a surrogate model (approximately 10

experimental trials). Parts of this process, such as the cold-start problem in

recommendation systems, are inefficient.

Here, I present an efficient optimization algorithm to determine suitable
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conditions based on BO that is guided by a graph neural network (GNN)

trained on a million organic synthesis experiment data. The proposed method

determined 8.0 and 8.7% faster high-yield reaction conditions than state-of-

the-art algorithms and 50 human experts, respectively. In 22 additional op-

timization tests, the proposed method needed 4.7 trials on average to find

conditions higher than the yield of the conditions recommended by five syn-

thesis experts. The proposed method is considered in a situation of having a

reaction dataset for training GNN.

4.1 Motivation

Substantial effort has been dedicated over the past few years to develop var-

ious technologies for optimizing chemical reaction conditions. Traditionally,

depending on the particular scientific or engineering discipline, optimization

was accomplished against a variety of criteria, for example, finding the lowest-

energy state of a chemical structure, identifying the factors that most closely

relate the molecular shape with the properties, or searching for the optimal

set of conditions to increase the efficiency of experimental procedures. (Biegler

and Grossmann, 2004; Yin and Gounaris, 2022; Wang and Dowling, 2022)

The Reaxys database(Goodman, 2009) has unbalanced data because it was

extracted the experimental information described in the synthetic research pa-

pers. Below shows the number of biased data. Since the classification of reac-

tions is ambiguous or overlapping, and the missing information is included, all

reaction condition data are retrieved for Graph Neural Networks training for

prediction suitable conditions given reactants with product structures. Plus, a

newly redefined dataset based on notation and CAS-number is used as training

in Figure 4.1.

The optimization algorithms capable of efficiently finding local optima

are gradient-based algorithms, such as gradient descent (Ruder, 2016), con-
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Figure 4.1: Biased dataset in chemical reaction (Reaxys)
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jugate gradient (Hestenes and Stiefel, 1952), or the more sophisticated Broy-

den–Fletcher–Goldfarb–Shanno algorithm (BFGS) (Fletcher, 1987). Many op-

timization technologies have been specifically developed for chemistry. For ex-

ample, chemical reaction conditions can be optimized using systematic meth-

ods such as the design of experiments (DOE) (I., 1936). Recent optimization

procedures based on computational methods were designed to assist chemists

to identify chemical derivatives of known drugs to best treat a given dis-

ease(Negoescu et al., 2011), pinpoint candidates for organic photovoltaics, pre-

dict organic reaction paths, and conduct automated experimentation without

human intervention (Nikolaev et al., 2014; Fitzpatrick et al., 2016; Nikolaev

et al., 2016; Duros et al., 2017; Coley et al., 2019b; Gao et al., 2022; Pyzer-

Knapp et al., 2022; Huo et al., 2019).

Often, these applications are subject to multiple local optima and involve

costly evaluations of the proposed conditions in terms of the required experi-

mentation or extensive computation. Bayesian optimization (BO) approaches

have emerged as popular optimization solutions to search for the efficient

global optimum (Kushner, 1964; Mockus, 1975; Mockus and Mockus, 1991;

Snoek et al., 2014, 2012; Srinivas et al., 2012). BO schemes consist of two ma-

jor steps: First, an approximation (surrogate model) to the objective function

of the conditions is constructed. Second, based on this surrogate, a new set

of conditions is proposed for the next evaluation to identify the global op-

timum. As such, BO predicts the experimental outcome using all previously

conducted experiments and verifies its speculations by requesting the evalua-

tion of a new set of conditions. Several different models have been suggested

for approximating the objective function areas, ranging from random forests

(RF) (Hutter et al., 2011), over gaussian processes (GP) (Snoek et al., 2014,

2012), to active learning models (Settles, 2012).

However, these models require numerous evaluations (depending on the
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predefined search space) of data generated in the form of laboratory experi-

ments or computations, and are thus not well suited for solving optimization

problems in chemistry. This is because evaluations of the objective are often

costly, and material synthesis is another major barrier in material development

because it is still carried out laboriously by human researchers.

Lately, data-driven approaches have been employed to recommend con-

ditions for specific types of reactions. The application of powerful machine-

learning techniques to large data of organic reactions, such as the Reaxys

database, has led to major advances both in searching for possible retrosyn-

thetic pathways (Szymkuć et al., 2016; Segler et al., 2017; Law et al., 2009;

Liu et al., 2017; Bøgevig et al., 2015; Coley et al., 2017a; Segler et al., 2018;

Kim et al., 2021; Tetko et al., 2020; Ucak et al., 2022; Mo et al., 2021; Wang

et al., 2020b) and in evaluating the feasibility of the proposed reactions (Kay-

ala et al., 2011; Kayala and Baldi, 2012; Jin et al., 2017; Coley et al., 2017b;

Maser et al., 2021b; Gao et al., 2018; Kwon et al., 2022b; Coley et al., 2019a)

and synthetic environments. Unfortunately, the disadvantage of data-driven

methods is their limited predictive performance based on data that completely

deviate from the training data distribution. In particular, the data extracted

from most successful studies involving chemical experiments are likely to have

been biased to one side (a lack of negative data).

In this study, I attempt to overcome the limited ability of advanced ap-

proaches to determine the optimal reaction conditions led us to propose the

hybrid-type dynamic reaction optimization (HDO) method, which comple-

ments the previous two methodologies as data-driven approaches in that it

is based on a graph neural network (GNN) with BO. This approach en-

ables us to efficiently explore the optimal combination of conditions compared

with previous studies. Modern advances in high-throughput experimentation

(HTE) (Coley et al., 2019a; Gao et al., 2018) enabled the construction of
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three named datasets (‘Suzuki–Miyaura reaction’, ‘Buchwald–Hartwig reac-

tion’, and ‘Arylation reaction’) that contain different types of chemical reac-

tion data. These data include all of the capabilities of a collection consisting of

a few thousand data points under a limited set of conditions in datasets from

(Shields et al., 2021). In addition, I validated the proposed algorithm using

additional reaction experiment (‘Ullmann reaction’ and ‘Chan–Lam reaction’)

with five synthetic experts using my own HTE facilities, details of which are

provided in Table 4.1.
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[Problem Definition of this study]

Given a set of reactions, priority (I ) from all possible combinations of con-

dition cadidates S.

< Input >

(R → P)i : a graph type reactions

Ri : a set of reactants, Ri = (Gr1
i ,Gr2

i )

Pi : a product, Pi = (Gi)

Gi : a graph type molecular structure,Gi = (Vi, Ei)

(Vi, Ei) : a set of nodes and connectivity of molecules of Gi

S : a search space of combination of conditions

< Output >

I : Priority of all possible combinations of condition candidates S

< Model >

Using graph variational autoencoder (GVAE)

Uncertainty-aware yield prediction model (MPNN)

Bayesian optimization (BO)
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4.2 Methods

4.2.1 Overview of hybrid-type dynamic optimization for ex-

ploring suitale chemical reaction

For efficient exploration, HDO consists of an MPNN, which was trained us-

ing approximately 1 million experimental-reaction data to predict suitable

conditions, and a BO model, which explores conditions based on ongoing ex-

perimental results. I designed the optimization direction to be dynamically

modified for experimental results by adjusting the weights of the above two

models based on the obtained yield results. The overall condition optimization

process is described in Figure 4.2.

Considering that all the reaction conditions are not efficient and could

be unnecessarily costly, HDO narrows the search space using MPNN models

that are able to predict the chemical context most suitable for any particu-

lar organic reactions. Combinations of conditions, selected from the narrowed

area of candidates and expected to deliver the target yield, should be chosen

for the experiment. When sampling the initial conditions, in the narrowed

search space, my aim is to maintain a balance between exploitation and explo-

ration. Therefore, I adapted the candidate conditions predicted by the MPNN

as exploitation and selected the Maximin–Latin Hypercube sampling method

(Stein, 1987) to ensure an effective distribution of exploration in Figure 4.2

(b). Moreover, I experimented with initial conditions and trained the surrogate

model of BO by obtaining the yield result. Figure 4.2 (c), for the acquisition

function of BO, I adopted upper confidence bounds (UCBs) (Carpentier et al.,

2015), which ranked the priority of the next combination of conditions, Fig-

ure 4.2 (d) as detailed in a separate subsection. Finally, HDO calculates the

priority of the next candidates in the form of an ensemble by considering the

historical results, MPNN, and BO. Figure 4.2 (e), depending on the outcome,
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the search space could be expanded to include additional reaction conditions.

Figure 4.2 (f), for maximum efficiency, HDO was designed to perform compre-

hensive judgments using not only the results predicted by the MPNN but also

the experimental results, frequency of past experiments, and uncertainties in

the objective function of the predictive model.

The data-preprocessing and model-formulation steps are detailed in sub-

sequent subsections. HDO proceeds iteratively until it determines the global

optimal combination of conditions that produce the desired target yield, and

it updates the objective functions whenever the complete results of each ex-

periment are known. The proposed approach offers a platform on which fully

automated organic-synthesis experiments can be conducted using robots and

management software.
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Figure 4.2: (a) Given a reaction representation, HDO specifies a search space

using the best combination of conditions predicted by MPNN. (b) Initial exper-

imental conditions are selected by adopting balanced methods that consider the

trade-off between exploration and exploitation. (c) Reaction yields acquired via

HTE to experiment with a selected combination of initial conditions. (d) The

surrogate model of BO is trained using the initial experimental results (yield)

and calculates the acquisition function of BO. (e) The priority is calculated,

and the method determines whether to continue experimenting or to expand the

search space. (f) If the number of experiments exceeds 20 and the maximum yield

is less than 10, the initially narrowed range is expanded step by step (details in

the text).
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4.2.2 Dataset and graph-type representation for training MPNN

The dataset for all the reactions with their conditions for training the MPNN

was extracted from the Reaxys reaction database consisting of 53 million re-

action records. The data include structural expressions of the reactants, prod-

ucts, and conditions. I used the structural expressions of the reactants and

each single product, the Reaxys chemical ID, and simplified molecular-input

line-entry system (SMILES) notation (if available) or the name of the reac-

tion. Each chemical reaction is labeled with the reagents that participate in

the reaction. Each instance is represented as (R, P, c), where R = {Gr1,Gr2}i

and P = {Gp}i represent the set i of the two reactants with the product struc-

tures in the reaction, respectively and c is the one-hot vector of the reaction

conditions such as catalysts, bases, solvents, and ligands.

Owing to the different circumstances of each synthesis experiment, I did

not include the reaction-condition datasets from the Reaxys database based

on a pre-defined list of reagents in the experiments. In addition, number of

reactions sets i and classes of conditions can be different for each type of

condition and optimization task, respectively. Furthermore, I restricted my

scope to include single-product and single-step reactions to ensure a closer

alignment with the application to computer-aided synthesis planning. I also

noted the ambiguous labeling of certain catalysts, solvents, and reagents in the

Reaxys, in which many catalysts are recorded as reagents, causing the data to

be sparser for catalysts and increasing the number of distinct reagents. This

issue can hardly be completely eliminated because a strict separation between

reagents and catalysts is difficult to achieve.
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4.2.3 Message Passing Neural Networks for predicting suit-

able reagents

A chemical reaction consisting of two reactants was set as R1,2 and a single

product as P. This chemical reaction is labeled with its reaction conditions

c, denoted by fMPNN
ϕ (c|R1,2,P). A graph is a data structure that presents a

powerful non-Euclidean method for establishing the extent to which features

(nodes) are connected to their relationships (edges). I defined each molecule in

R1, R2 and P as an undirected graph G = (V, E), where V and E represent the

sets of nodes and edges vectors, respectively. The node feature vector vj ∈ V

and edge feature vectors ej,k ∈ E were assumed to consist of heavy atoms (e.g.,

C, N, O and F) and their bonds (e.g., single, double, triple, and aromatic),

respectively. Hydrogen atoms were not considered. The node feature Vj is a

vector indicating the atom type, formal charge, degree, hybridization, number

of hydrogen atoms, valency, chirality, whether it accepts or donates electrons,

whether it is aromatic, whether it is in a ring, adn associated ring sizes. For

the bond between atoms j and k, ej,k is a vector indicating the bond type,

stereochemistry, whether it is in a ring, and whether it is conjugated. The

MPNN is designed to accept G = (V, E) as the input and to return the graph

representation vector q as output as follows:

q = Mθ(G). (4.1)

The MPNN uses six message passing steps with an edge network as the

message function and a gated recurrent unit (GRU) network as the update

function to produce node-representation vectors, whose dimensionality was

set to 64. Then, a set2set model, which uses six processing steps, is employed

as the readout function for global pooling over the node-representation vec-

tors to obtain graph-level embedding, which is invariant to the order of the
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nodes, as described in Figure 4.3. The embedding is further processed by a

fully connected layer of 512 ReLUs (Agarap, 2018), resulting in the graph rep-

resentation vector q. The use of the MPNN ensures that the representation

is invariant to graph isomorphism. I summate the respective graph represen-

tation vectors regarding R = {Gr1,Gr2} and P = {Gp}. In this manner, the

representation becomes invariant to the order of reactants and products. The

two summated vectors of reactants are concatenated to produce a reaction

representation vector h, as follows:

h = [

m∑
l=1

qR, qP ] (4.2)

Here, m is the number of reactants. The reaction graph embedding vector

h is further processed by a feed-forward neural network (FNN) having four

fully connected layers, each of which contains 512 ReLUs is represented as

pπ(h). The output functions of the FNN are equal to the length of the one-hot

vectors by each condition type (c). The predictive model MPNN is trained as

an independent model according to the type of reaction conditions and the

predicted catalyst, ligand, base, and solvent as ccategory, respectively. Once

trained, the prediction model fGP
ϕ is used for predicting the conditions of

new chemical reactions. Given a query reaction (R*, P*), I predict conditions

vector c as csolvent,ccatalyst,cbase, and cetc (the area category of condition types

is depended on the reaction task). Then, the value of the priority is calculated

by generating all possible combinations of conditions using the weight value

of the one-hot vector c predicted by the model for each of the conditions.

Therefore, the priority of condition combination I is defined as :

I =
t∑

k=0

N · (fGP
ϕ (R,P)) (4.3)
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The types of conditions vary for different experiments and have different

ranges. In Equation (4.3), t represents the type of condition. Each condition

prediction model fGP
ϕ is normalized for reducing gab of weight values. Finally,

the priority of combination of predicted conditions is represented by I. More-

over, the priority is represented as I = N ·Clig + N ·Cbas + N ·Csol, where N

is the normalization to reflect the equivalent weights for each category of con-

ditions. Figure 4.3 illustrates the training process for the condition prediction

models.

Figure 4.3: Illustration of the process of MPNN models to predict suitable

reaction conditions given garph-type reaction representations G(
⊕

denotes the

summation of qR vectors, and
⊗

represents the calculation of combinations

among weights of one-hot vectors under different conditions c).

4.2.4 Bayesian optimization in HDO

The BO method is used to reduce the number of objective evaluations that

need to be performed to solve an optimization problem. To achieve this, they

iteratively suggest, in a careful and intelligent manner, an input location in

which the objective that is being optimized should be evaluated for each ex-

periment. At each iteration N = 1, 2, 3 . . . of the optimization process, the
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BO method fits a probabilistic model, a Gaussian process surrogate model

(GP) in my case, to the collected observations of the objective. The uncer-

tainty in the potential values of the objective is provided by the predictive

distribution of the GP. I modeled chemical-reaction outcomes, GP is defined

in Shield’s study48 and the Matérn52 kernel were used and represented as

fGP
ϕ . For each reaction, a numerical encoding was generated by concatenat-

ing descriptor vectors for each condition category and continuous variable.

For example, the Suzuki–Miyaura reaction in Task 2 involved four categories:

catalysts, bases, solvents, and ligands. The input description is described as

di =dcatalyst
⊕

dbase
⊕

dsolvent
⊕

dligand (where
⊕

denotes concatenation).

Here, i is the number of all possible combinations of conditions, that is, the

search space. The target was the yield. The target of BO objective function is

the experimental yield results. In Gaussian process regression, the surrogate

model determines the general shape of its function distribution. The trained

parameters for the length scale set the relative variation per dimension, the

amplitude calibrates the magnitude of the changes, and the noise captures

the variation in measurements. In the acquisition function, upper-confidence-

bound (UCB) algorithm was adopted to calculate the priority of the next best

combination of conditions.

Uncertainty was used to generate an acquisition function AFUCB, whose

value at each input location indicates the expected utility of evaluating fGP
ϕ

at this location. The upper-confidence-boud (UCB) algorithm was adopted to

calculate the priority of the next best combinations of conditions as

AFUCB(χk;λ) = µ(χk) + λ · σ(χk). (4.4)

With UCB, the exploitation vs. exploration tradeoff is straightforward and

easy to tune via the parameter λ. Concretely, UCB is a weighted sum of the
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expected performance captured by µ(χk) of the Matérn52 kernels and of the

uncertainty σ(χk), captured by standard deviation of the fGP
ϕ . The next point

xk at which for evaluate fGP
ϕ is the one that maximizesAFUCB. After collecting

this observation, the process is repeated. When sufficient data are collected,

the GP predictive mean value fGP
ϕ can be optimized to find the solution of the

problem. Considering that the acquisition function AFUCB is calculated using

only the results currently being experimented with, it is possible to correct the

process of navigating in the wrong direction due to the inaccurate prediction

results of the MPNN model.

4.2.5 Acquisition function for HDO and rules for expanding

the search space

In this section, I present my technique, named the learning to acquisition

function, for efficient reaction optimization. To determine the next iterate χk

based on the belief about fMPNN and AFUCB, given the history Hk, a sampling

strategy is defined as follows:

AFHDO (χk) =
N ·

{
fMPNN
ϕ

}
ln(t)

+N · {AFUCB (χk)} . (4.5)

In Equation 4.5, AFHDO was designed for efficient optimization combining the

current experiment driven priority model AFUCB with the priority of fMPNN
ϕ ,

obtained using a vast number of experimental documents for training. The

normalization N is intended to prevent bias to one side by the values of the

two acquisition functions and is calculated as equation 4.6 using min-max fea-

ture scaling.

N =
x− xmin

xmax − xmin
(4.6)
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Under the influence of weight of AFUCB, AFHDO is induced to increase with

the number of trials t to more closely reflect the results of the current experi-

ment H. To dynamically expand the search space that was initially narrowed

by MPNN models, if t exceeds 20 experimental trials and the accumulated

maximum conversion yield is less than 10%, the search space is expanded by

10% after every five experiments. The MPNN model was implemented us-

ing PyTorch in Python. The BO module was facilitated by “scikit-optimize

python library”, and I used to “gp minimize function” for AFUCB. The results

of the experimental investigations are reported and discussed in the following

section.

4.3 Performance benchmarking results

The ultimate goal of this study is to rapidly determine suitable conditions,

given reactions with pre-defined search space. Optimizing reaction conditions

is the process of exploring various types of reaction parameters, such as reagent,

solvent, base, catalyst, concentration, and temperature. The number of their

combinations could vary depending on the required parameter ranges. Owing

to enormous cost and time, it is impossible to conduct all experiments for a

combination of possible conditions. Therefore, an optimization process to de-

fine a reasonable scope of reaction conditions and to verify models that are

rapidly navigable within that space is essential.

In Shields’s study (Shields et al., 2021), the authors provide experimental-

yield results on all possible combinations of conditions in seven different reac-

tion search spaces of three types of named reactions (Suzuki–Miyaura reaction,

Buchwald–Hartwig reaction and Arylation reaction). Thanks to reasonable

search scope with experimental yield results from through HTE, my proposed

method was verified through that optimization dataset (Task 1). Moreover,
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22 additional experiments were conducted using my HTE equipment to check

how rapidly the proposed algorithm finds optimal conditions compared with

organic synthetic experts (Task 2). The details of task and search spaces for

Tasks 1 and 2 are described in Table 4.1.
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Task 1: Entire optimization dataset including search spaces with yield re-

sults of reactions are from Shields’s study. In addition, methods as a baseline

for verifying with previous works is also. Previous studies conducted high-

throughput experiments on the class of Suzuki–Miyaura cross-coupling reac-

tions. Twelve couplings of three electrophiles (Reactant 1) and four nucle-

ophiles (Reactant 2) across the combinations of 11 ligands, seven bases, and

four solvents were considered, thereby resulting in combinations for a total

of 3,696 reactions with a product. Buchwald–Hartwig reaction (2a–2e): They

conducted high-throughput experiments on the class of Pd-catalyzed Buch-

wald–Hartwig C–N cross-coupling reactions. They experimented with combi-

nations of three aryl halides, four catalysts, three bases, and 22 additives for

a total of 792 reactions per target product, of which there were five reactions.

Arylation (3a): They studied the arylation of imidazoles, a key step in the com-

mercial synthesis of the JAK2 inhibitor BMS-911543 (Fox et al., 2019; Ji et al.,

2015). They selected a subspace consisting of 1,728 reactions including 12 lig-

ands, four bases, four solvents, three temperatures, and three concentrations as

a tractable set of experiments to be used as the ground truth. The data for the

arylation reaction (3a) included results contributed by 50 expert chemists and

engineers from academia and industry, who played the reaction-optimization

game. The evaluation process employed by the experts did not rely on litera-

ture or dissertation data, as all optimization results were generated indepen-

dently. The initial experiment involved carefully selecting a preferred combina-

tion of conditions based on the experts’ extensive knowledge and experience.

Subsequently, the experts meticulously examined the yield results, gradually

identifying and selecting the most suitable combination of conditions, one step

at a time. All the reaction data and expert information in reaction 3a used in

Task 1 are accessible from https://github.com/b-shields/edbo/.

Task 2: Because HDO provides more general evaluations compared with

79



skilled synthetic experts, a total of 22 experiments were conducted on four

named reactions. In this task, HDO was evaluated by comparing the yield

results of the reaction conditions proposed by five experts in organic synthesis.

A search space for each of the Suzuki–Miyaura (4a–4j), Buchwald–Hartwig (5a-

5h), Ullmann (6a, 6b), and Chan–Lam reactions (7a, 7b) was defined by the

experts and details are provided in Table 4.1.

4.3.1 Details of the list of candidates for optimization

Reaction condition candidate lists for optimal yield are determined in consid-

eration of the subjective judgment and synthesis environment of experts. In

particular, the definition of experimental conditions could be a reagent such as

a catalyst and a solvent, or an experimental environment such as room tem-

perature and pressure. In this study, I mainly focus on reagents. Experiments

to find the optimal temperature and equivalent ratio are also included at (3a).

In this section, the details of various experimental condition areas are defined.

In task1, 1a), 2a-e) and 3a), the range set in Shields’ study was benchmarked,

and the details of candidates information are defined in Figure 4.4, 4.5 and 4.6

respectively. Fully experimental yield results for all combinations of conditions

are provided in corresponding Shields’ works. The list of candidates for task2

is described in Figure 4.7 and 4.8.
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Figure 4.4: Suzuki-Miyaura reaction with search space in task1
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Figure 4.5: Buchwald-Hartwig reaction with search space in task1
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Figure 4.6: Arilation reaction with search space in task1
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Figure 4.7: The candidates of conditions for Suzuki-Miyaura and Buchwald-

Hartwig reaction in task2
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Figure 4.8: The candidates of conditions for Ullmann and Chan-lam reaction

in task2

85



4.3.2 Performance of MPNN condition prediction models

I evaluated the reaction condition prediction performance of the proposed

HDO’s message passing neural networks with other models. For each data set,

an 80/10/10 train/ validation/test split was adapted for the validation. Train-

ing and test sets were randomly selected for consistent among the model types

for comparability. As inputs for models were prepared as two reactants and

one product structure pairs, with encodings tailored to each training model.

All models were trained using binary cross-entropy loss to output proba-

bility scores for all conditions labels in the reaction dataset. The top-k ranked

labels in each category were selected as the final prediction, where k is user-

determined. Given the variable class imbalance in each category, accuracy is

evaluated at the categorical level as follows:

Ac =
1

N

N∑
i=1

[
Ŷi ∩ Yi

]
(4.7)

Where i and Yi are the sets of top-k predicted and truth conditions for the i-th

sample in condition category c, respectively. The correct values are summed

and divided by the number of samples in the test set, N , to give the overall

test accuracy in the category or Ac.

Proposed condition prediction model was tested on the four reaction type

(Suzuki-Miyaura, Buchwald-Hartwig, Chan-lam and Ullmann reaction), graph

convolution networks as reported by Schlichtkrull, et al. (GCN) my MPNNs

developed here (MPNN), and deep neural networks model using extended

connectivity finger print (ECPF) as a representation (Deep N.N) models as a

baseline. Based on the top-k average measures for each category, the MPNN

has good performance than the baselines. In particular, the prediction mod-

els using graph-type representation (GCN and MPNN) improve performance
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Table 4.2: Validation dataset for MPNN’s performance.

Reaction type

Suzuki-

miyaura

Buchwald-

Hartwig
Ullmann Chan-lam

Category
Number of Class

Catalyst 9 9 7 7

Base 8 9 13 3

Solvent 4 5 5 4

Ligand 12 12 9 -

No. Train

/Validation

/ Test

128,605

/15,000

/15,000

14,165

/1,770

/1,770

8,416

/1,055

/1,051

2,154

/270

/270

by more than 10% and 11% on average compared to models using ECFP,

respectively.
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Table 4.3: Performance of accuracy in Suzuki-Miyaura reaction and Buchwald-

Hartwig reaction

Dataset Top-k Category Deep N.N GCN MPNN

Average 74.88 80.89 83.48

Catalyst 75.15 81.15 83.22

Base 77.15 80.41 84.71

Sovent 78.35 84.80 88.90

Top-1

Ligand 68.87 77.20 77.10

Average 87.29 90.41 92.97

Catalyst 87.58 90.15 94.11

Base 88.24 91.54 91.54

Sovent 94.11 95.78 98.91

Suzuki-Miyaura

Top-3

Ligand 79.22 84.18 87.32

Average 75.03 81.19 82.20

Catalyst 77.34 80.19 83.22

Base 78.32 81.25 81.12

Sovent 77.34 87.11 87.34

Top-1

Ligand 67.12 76.21 77.11

Average 86.71 92.40 92.73

Catalyst 84.35 93.58 94.11

Base 84.49 91.75 92.38

Sovent 88.11 97.41 97.11

Buchwald-Hartwig

Top-3

Ligand 89.88 86.85 87.32
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Table 4.4: Performance of accuracy in Ullmann reaction and Chan-ram reaction

Dataset Top-k Category Deep N.N GCN MPNN

Average 85.39 93.04 93.08

Catalyst 85.42 90.28 91.22

Base 97.22 97.72 97.72

Sovent 78.44 92.52 91.31

Top-1

Ligand - - -

Average 92.54 97.32 97.44

Catalyst 92.33 95.51 95.71

Base 100 98.25 98.41

Sovent 89.88 98.19 98.18

Chan-lam

Top-3

Ligand - - -

Average 75.28 81.13 80.06

Catalyst 88.22 90.18 90.22

Base 65.44 74.58 70.44

Sovent 85.12 88.65 88.85

Top-1

Ligand 62.32 71.10 70.76

Average 83.29 89.11 88.50

Catalyst 92.33 96.58 95.71

Base 74.22 81.18 81.65

Sovent 92.32 98.32 97.11

Ullmann

Top-3

Ligand 74.26 80.15 79.54
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4.3.3 Task1: Optimization of reaction conditions to bench-

mark the performance

I targeted a number of experimental trials (NT) to achieve the top 1, 5, and

10% yields in the entire search space of reaction conditions as a performance

measurement.

AIRc =
1

i

k∑
i=1

ANTRS −NTc
i

ANTRS
(4.8)

I calculated the average improvemnet rate (AIR) over a “Random Search”

of NTRS as the performance indicator to allow for comparision with other

baselines (Equation 4.8).

Here, i is the number of iterations required for the overall optimization

process, and I used 1,000 iterations for all the models. In each optimization

model, NT c
i is the NT in the c category of baseline models (Random For-

est(RF) (Pedregosa et al., 2012), BO, humans (Shields et al., 2021), and mes-

sage passing neural network (MPNN) (Gilmer et al., 2017b), and HDO). In

table 4.2, ANTRS represents the average of NT results from i iterations of

random search, and I determined k to be 1,000 in this task.
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Table 4.5: Comparison of reaction optimization performance with the baselines

on Task 1

Reaction

type
Target

Top

-k

Target

yield

Random

Search
RF BO MPNN

Human

(50 experts)

HDO

(Ours)

ANT Average Improvement Rate over ANTRS (AIRc)

1 96.20 98.15 0.1884 0.5888 0.6589 - 0.6685

5 92.52 19.55 0.0925 0.3750 0.4740 - 0.4740
Suzuki-

Miyaura
1(a)

10 88.19 9.51 0.2460 0.4440 0.6900 - 0.6900

1 52.67 99.15 0.2244 0.7585 -0.1985 - 0.6642

5 47.94 18.54 0.1175 0.4245 -0.1725 - 0.39562(a)

10 44.65 8.99 0.1060 0.4850 0.3850 - 0.4420

1 83.09 97.54 0.2068 0.5846 0.5149 - 0.6885

5 79.06 19.54 0.0750 0.4395 0.3220 - 0.55052(b)

10 73.58 9.15 0.1850 0.4555 0.3850 - 0.5850

1 94.38 98.01 0.2844 0.5565 -0.0846 - 0.5585

5 86.76 19.44 0.0675 0.3725 -0.0670 - 0.34252(c)

10 81.27 8.95 0.1890 0.5420 -0.2510 - 0.3856

1 65.46 98.18 0.2549 0.6185 -0.1785 - 0.6745

5 52.56 19.24 0.2175 0.1940 0.1440 - 0.22102(d)

10 49.15 8.97 0.2850 0.5100 0.3500 - 0.5850

1 97.56 99.54 0.3085 0.6785 -0.2485 - 0.6986

5 91.05 19.54 0.2245 0.3984 0.1245 - 0.4125

Buchwald-

Hartwig

2(e)

10 86.25 8.96 0.1850 0.3750 0.1200 - 0.4850

1 91.21 98.66 0.1846 0.7485 0.4785 0.6382 0.7243

5 76.54 19.81 0.2520 0.4210 0.3345 0.4225 0.4560Arylation 3(a)

10 59.11 9.43 0.444 0.5812 0.4210 0.6750 0.6950
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AIRc represents the average improvement in the performance of baseline

models (RF, BO, MPNN, and Human) and the proposed model (HDO) over

the naive approach ANTRS . AIR 0 indicates the same average number of

trails as the random selection approaches. When AIR has a negative value,

the number of trails to determine the combination of conditions with a target

yield is more attempted than ANTRS . Table 4.5 shows the top 1, 5 and 10%

target yields in the entire search space and the AIR for the RF and BO models

as reported by Shields et al. In message passing neural network (MPNN), the

GNN-type-condition prediction models are trained separately for each condi-

tion type (e.g., solvent, catalyst, etc.), and the highest-rank conditions inferred

for each condition type were combined and chosen as first combination for an

experiment. Furthermore, the yield results were not reflected, and the follow-

ing conditions were selected considering only the inferred priority using MPNN

models.

The results in Table 4.5 indicate that HDO significantly outperformed

the base models across the categories for the top 1, 5, and 10% optimiza-

tion tasks. HDO exhibited a stable optimization for the suitable combination

of conditions in the case of Suzuki–Miyaura reaction, which had abundant

training data, including the Buchwald–Hartwig reaction, which had a small

reaction dataset for training models. The basic strategy of HDO is designed to

be efficiently explored by conducting experiments of conditional combinations

initially recommended by the MPNN but quickly modifying the weight of the

conditional combination chosen by BO if the yield results are not better than

those expected.

In the optimization task of Suzuki–Miyaura reaction 1(a), both HDO and

MPNN trained approximately 1.2 million reaction data, finding optimal con-

ditions very rapidly compared with others. However, in the case of Buch-

wald–Hatwig reaction 2(a–e), because of few training data, MPNN exhibited
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even less AIR than random search in a method recommended only by a combi-

nation of highly inferred conditions without optimization techniques. In case

2(a), BO achieved good performance, the distribution of yield values of all

reactions within the search space were relatively lower than others.

Reaxys database, which I used for training MPNN models, tends to be

biased because the data are extracted from relatively successful research pa-

pers (without negative data). Therefore, MPNN models trained using the cor-

responding data do not yield good results for the optimization task with low

yield distributions. These scores indicate the limitations of an optimization ap-

proach based only on exploitation. Similarly, the HDO model also performed

well in the Suzuki–Miyaura reaction over BO, which has a cold-start problem.

Likewise, for the top 5 and 10% yield searching cases in Arylation reaction

3(a), the AIR of HDO was higher than those of the human experts and BO

although BO is the best for the top 1%. Overall, the proposed model HDO

determined the best combination of conditions for a high yield compared to

other optimization algorithms and human experts. It is necessary to determine

a strategy that stably and efficiently searches for the conditions via repeated

optimization experiments.

Figure 4.9 shows the results of AIRc, which were repeated 100 times, with a

box-and-whisker plot to determine a condition combination with a yield value

or more corresponding to the top 5% of the total search area. HDO stably de-

termined suitable conditions in various optimization tests. In Suzuki–Miyaura

reaction optimization test, where training data were abundant, the variance

appears to be relatively small because the HDO rapidly determined the opti-

mal conditions predicted by the MPNN initially embedded in the HDO.

To validate in the initial selection algorithm of the proposed HDO method,

in the reaction experiment 1a), 12 experiments are split into reactants com-

binations to find the optimal solvent, base and ligand combinations. Through
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Figure 4.9: Box-and-Whisker plot for comparison of performance (top-5%).

this, the proposed HDO confirmed that the initial experimental condition se-

lection module finds the highest yield on average in nine of the twelve experi-

ments. (Blue area)

This was additionally verified to efficiently determine the optimal condi-

tions in the case of relatively large number of training data in Task 2. In the

Buchwald–Hartwig case, which has little training reaction data, HDO stably

exhibited best AIRc results for the three reaction types (2b, c and e) of the five

reactions. The BO including the initial 10 random selections could be luckly

to find the best conditions rapidly, but it occurs less frequently and has a high
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Figure 4.10: Task1 : Detailed results for Suzuki-Miyaura reaction

experiments(1a-1)

variance value. The HDO is designed for stable and efficient optimization by

immediately increasing the priority weight of BO in HDO when unsatisfac-

tory yields appear in initial experiments chosen by the MPNN (the weight

conversion process is discussed in detail in the methods sections).

Furthermore, HDO is designed to solve the cold-start problem of BO. Fig-

ure 4.13 shows the cumulative maximum observed (CMO) yield according to
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Figure 4.11: Task1 : Detailed results for Suzuki-Miyaura reaction

experiments(1a-2)

the number of experiment trials compared with BO and 50 experts in the

Arylation reaction. The proposed HDO discovered high-yield conditions in

the early stages compared to state-of-art algorithms and 50 synthetic experts

(details of human information are described in Shields’s study). However, the

CMO of HDO appears to have stagnated search performance in approximately

42 experiment trails, where conditional combinations with yields of nearly 98%
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Figure 4.12: Task1 : Detailed results for Buchwald-Hartwig experiments(2a-e)

or more were found.
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Figure 4.13: Performance comparison of the BO, 50 expert chemists, and HDO

for the Arylation reaction. The results of 50 experiments with HDO and BO are

represented by a dotted line, and the solid line represents their average values.

Likewise, the different optimization results with 50 humans are represented by

dotted lines, and their average values are represented by black solid lines.
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4.3.4 Task2: Validation of the HDO compared to five human

chemists

In task2, the performance of the proposed HDO was compared with five or-

ganic synthetic chemists in 22 additional optimization experiments. The pur-

pose of this task was to determine the number of trials required for the HDO to

determine the condition combination recommended by a group of five chemists.

The five experts for Task 2 had doctorates with more than 10 years of experi-

ence in organic synthesis. The reaction experiments in Task 2 were 22 different

named reactions of four types (the Suzuki-Miyaura, Buchwald-Hartwig, Chan-

Lam, and Ullmann reactions).

As described in Table 4.1, I prepared 20 reactions to optimize around

reagents, with a combination of 3,456 - 4,860 conditions, and two experiments

of Chan-Lam reaction with only 84 search spaces were also tested. All of the

experiments were conducted using my own HTE system including autonomous

robots for synthesizing and calculating conversion yield values using liquid

chromatography equipment (Burger et al., 2020; Buitrago Santanilla et al.,

2015; Häse et al., 2019; Perera et al., 2018). First, five chemists were given

a search space with reactants and product structures and the combination of

conditions expected to have the highest yield was recommended.

I conducted experiments using the proposed combinations of conditions

and averaged the yield values of each result. The average yield for the 22

reactions calculated by the five chemists was 64.48, as described in Figure

4.14. Likewise, given reactants and product structures, HDO recommended

the six highest-priority conditional combinations in the search space for the

initial experiment. When the experimental results are output, the yield value

is reflected in the HDO objective function and the next optimal condition

combination is recommended. I conducted up to 70 experiments per reaction

and stopped the experiment early when conditions with a yield value of 95% or
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Figure 4.14: Average cumulative maximum observed yields using the HDO

(blue curve), and the average yield of the combination of conditions proposed

by five experts (black dotted line). HDO required an average of 4.7 experiments

to determine the conditions with the same average yield obtained with the com-

bination of conditions proposed by the five experts for the 22 reactions.

more were found. The average cumulative maximum observed yields of HDO

are shown in Figure 4.14 with the yield recommended by the five chemists.

On average, HDO determined the suitable conditions with the yield value of

condition combinations recommended by the five experts in 4.7 experiments.

The performance varied for each of the four aforementioned named reactions.

Because the Reaxys database contains 158,605 training data for the Suzuki-
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Figure 4.15: Performance of HDO for the four named reactions. Comparison

of the yield results of HDO with the conditions proposed by the experts for the

Suzuki–Miyaura, Buchwald–Hartwig, Chan–Lam, and Ullmann reactions. On

average, HDO identified suitable conditions after only 4.22, 1.90, 3.84, and 7.15

experimental trails for these four reactions, respectively.

Miyaura reaction, the HDO based on the MPNN quickly identified the reaction

conditions that delivered the yield of the combination of reaction conditions

recommended by experts in an average of 4.22 trials for 10 reactions.

However, as is evident from the cumulative number of experiments, syn-

thesis with the Suzuki–Miyaura reaction is easier than with the other named

reactions. Therefore, the experts also tended to swiftly determine an effective
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combination of conditions for this reaction. In the eight experiments based

on the Buchwald–Hartwig reaction, both HDO and the experts experienced

difficulties in identifying reaction conditions with a high yield. Except for the

reaction shown in Figure 4.15, all of the reactions yielded poor results, yet,

even in these difficult situations, HDO found expert-level yields after 1.9 tri-

als on average. For the Ullmann and Chan-Lam reactions, HDO required an

average of 7.15 and 3.84 attempts, respectively, to identify the combination of

conditions proposed by the experts. The corresponding details are provided in

Figure 4.15.

All reaction results for an individual experiment corresponding to the num-

ber of trials in Task2. In case of Suzuki-Miyaura reaction (4a-j), based on vast

experimental data for Graph Neural Networks, the HDO found an optimal

combination of conditions that conversion yield close to 100% in most 6 trails

(initial experiments) in 8 of 10 experiments. In Ullmann and Chan-lam reac-

tion, which has relatively small experimental data, it could be seen that the

optimal conditions are not initially found, but the optimal yield is found while

repeating. On average, HDO finds conditions within the 4.7 trials that satisfy

the yield of the combination of conditions proposed by five organic synthe-

sis experts as represented as Figure 4.16. Ten optimization process for HDO

performance tests, in six experiments, HDO find the optimal combination of

conditions that achieve 100% conversion yield within 10 trials.

Finally, Figure 4.18 shows the examples of each named reaction. In the

Suzuki-Miyaura reaction 4(a) in Figure 4.18, HDO determined the same com-

bination of conditions with the same yield value as the experts and required

a single experimental trial. In examples 5(b) and 7(a) in Figure 4.18 for the

Buchwald-Hartwig and Ullmann reactions, respectively, HDO obtained higher

yield results than the experts with different combinations of reaction condi-

tions and required two experimental trials in both cases. These are the ex-
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Figure 4.16: Details of optimization for 4a-j, 5a-h, 6a-b, and 7a-b.

amples of the optimal condition combinations determined using the MPNN

models for the initial five experiments.

In these cases, similar experiments were included in the training data,

which are predicted examples. In marked contrast, the Chan-Lam coupling

reaction in 6(b) required 20 experimental trials to identify the reaction condi-

tions with a conversion yield similar to that of the reference. Nevertheless, the

proposed HDO algorithm demonstrated optimization performance compara-

ble to that of the experts and demonstrated reliable and efficient navigation
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Figure 4.17: Task2 : The details of Suzuki-Miyaura reaction

capabilities for a variety of combinations of reaction conditions.
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Figure 4.18: 4(a) is an example of Suzuki-Miyaura coupling reaction. The HDO

found the same conditions as 5 experts in two trials. 5(b) showed that in just

one experiment, finding better lists of conditions than 5 experts in Buchwald-

Hartwig amination reaction. In 6(c), similar performance condition lists to those

of experts were found 17 trials in Chan-Lam reaction that lacked reaction data

for the training model. On the other hand, in the 7(d) experiment of the Ullmann

reaction, HDO found a combination of high-yield conditions compared to experts

in 3 trials.

105



4.4 Results and discussion

Searching for optimal high-yield reaction conditions requires a lot of resources

and is time-consuming. In this study, I proposed a method for efficiently explor-

ing suitable synthesis reaction conditions, given reaction structures (reactants

and target a product) with a condition search space. As a baseline, BO is a

progressive solution to determine suitable conditions, but initial experimental

results are inevitably required for training surrogate models to infer conditions.

This causes a cold-start problem. Moreover, data-driven approaches such as

GNNs can determine optimal combinations of conditions in the early stages

of the optimization if they have sufficient chemical-reaction data, such as that

of the Suzuki–Miyaura reaction. However, for lack of training data and novel

reactions, the predictive performance of the GNN model can be low.

Therefore, I designed the hybrid-type dynamic optimization (HDO) method

to compensate for the above-mentioned shortcomings while utilizing the ad-

vantages of the two approaches. Given reaction structures, GNN models based

on MPNN predict appropriate reaction conditions. I utilized priorities of com-

binations of predictive conditions using a GNN for initial experiments. The

experimental results (yield) were used for BO surrogate model training to se-

lect the next combination of conditions, and the optimization direction was

dynamically modified based on the number of trials and observed yields. This

approach enables an intuitive sampling policy to efficiently accomplish global

optimization.

As a result, in experimental simulations, HDO could determine the opti-

mal conditions that satisfied the target yield faster than other baselines. To

further investigate the performance of HDO, I additionally prepared condition

optimization tasks for synthesizing 22 target products and confirmed the num-

ber of experiments for HDO to attain the level of five specialists in organic
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synthesis. The HDO approach also met the target yield by swiftly identifying

a combination of reaction conditions that were either the same or similar to

those proposed by the synthesis experts (requiring approximately 5, 10 times

less time) for four named reactions. Ultimately, I expect this method to serve

as an enabling tool for searching promising chemical species and optimizing

the structures of materials for various applications in the field of materials

discovery.
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Chapter 5

Conclusions

In organic synthesis, chemical reaction optimization is an essential process to

discover novel target materials. Chemical reactions typically have numerous

controllable factors such as catalysts, solvents, bases, ligands, temperatures,

and concentrations that need to be optimized to yield the desired products.

But, an experiment with one combination of condition candidates is required

approximately 12 hours, as well as the high costs needed for reagents with

laboratory equipment, and specialized synthesis and analysis chemists. There-

fore, minimizing the number of experiments to obtain high yields is an integral

part of the discovery novel materials.

Previously, to handle this problem, in design of experiment, researchers

adopted a this method of setting up plans and revising the direction of the

next experiment by comparing hypotheses and results before conducting their

own experiments. In this case, many unnecessary combinations of experimen-

tal conditions should have been tested, and inefficient biased experiments such

as relying on expert background knowledge or searching for literature can be

designed. In manual experiments, the periodic inspection of reaction state is
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a laborious work, so the reactions usually proceed for a sufficient time. This

sometimes accompanies a problem of yield loss owing to side reactions or waste

of time by providing excessive span than necessary. Also, considering various

reaction conditions is caused the curse of dimensionality. Recently, in order to

solve this inefficient design of experiments methodology, a machine learning

algorithm has been proposed. But, they are all far from domain-knowledge

of organic synthesis, which only predicts independent condition candidates,

but does not consider combinations of condition factors. Finally, there was

an approach to optimize reaction conditions using the Bayesian optimization.

However, since they randomize the initial experiment without considering the

difficulty of the reaction, the cold start problem still remains in the optimiza-

tion strategy. In addition, most of the target conditions are composed of dis-

criminated parameters, so they do not fit the traditional Bayesian optimization

strategy.

Summary of the five challenges in traditional approaches:

1. High dependence on individual chemists “experience” and

“knowledge”

2. Non-convex problem, multi-global minimum points

3. Considering the correlation among the conditions

4. Measurement for difficulty level of synthesis

5. Cold-start problem in novel reaction optimization

In my doctoral study, to efficiently explore the suitable chemical reaction con-

ditions, I approach as follows to solve the five challenges of the traditional

methods remarked.

• First study : a generative model that defines the search space

and considers combinations of conditions to calculate priorities

for initial experiments. (Challenges 1, 2, and 3)
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• Second study : a predictive distribution of the yield is mod-

eled as a graph neural network that directly processes a set of

graphs with permutation invariance for inference of a difficult

of synthesis. (Challenge 4)

• Third study : a strategy for efficiently searching best combi-

nation for high-yield product, given chemical reaction search

scope. (Challege 5)

In the first study, I proposed a generative model to narrow the candidates

of reaction conditions into a reasonable space. Because of the curse of di-

mensionality, the more diverse the candidates of a condition item, the more

the search area can approach infinity. The method used in this study devel-

oped a variational auto-encoder model that can generate optimal conditions

whiles considering the compatibility among conditions using proposed model.

The method modeled the generative distribution of reaction conditions by

introducing a VAE augmented with GNN. By repeated sampling from the

distribution, multiple candidates of conditions can be obtained. Through this

process, a narrowed initial search space was defined and it makes easier to

explore the search space. Especially, in chemistry area, it does not have one

correct conditions for one reaction, compared with previous studies, this study

is the first attempt to predict multiple reaction conditions, each in the form

of a complete specification of the reaction elements for a chemical reaction.

I believe that the proposed method is the more general-purpose and realistic

condition prediction model.

As the second experiment, a method for measuring a difficult of chemi-

cal reactions was built using the uncertainty-aware graph neural networks by

training reaction and yield dataset. The model was designed to consider both

the reliability of the biased reaction dataset and GNN models. Chemical syn-
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thesis experiments affect the results, but there are various factors that cannot

be quantified. I measured the difficulty of the experiment by considering how

sensitive the experiment is to the influence of these factors and the deviation

that may occur due to the small number of data itself as uncertainty.

In the final study, I designed and implemented an algorithm that deter-

mines the priority of combinations of reaction conditions in predefined search

space. Utilizing the two methodologies proposed above, I had proposed an

algorithm that reduces the search space to a reasonable range and efficiently

explores the optimal combination of conditions, taking into account the diffi-

culty of the reaction. This algorithm effectively modifies the strategy as the

reaction progresses, dynamically adjusting to select different candidates when

the experiment is difficult and the yield of the initial reaction is low. The

proposed algorithm had been directly verified with advanced approaches and

synthesis experts in various experiments through a high-throughput experi-

ments equipment.

Through the proposed tailor-made optimization algorithm fit in organic

synthesis, the five challenges of previous works were clearly solved. However,

the field of organic synthesis is still an unknown world, and there are many

challenges such as synthetic mechanism, considering the by-product and etc.

This dissertation critically examines the limitations inherent in the proposed

optimization framework, encompassing three key perspectives.

First, a major limitation lies in the use of a synthetic reaction represen-

tation for machine learning. Specifically, the graph-type molecular structural

representation employed in this study lack a crucial three-dimensional isomer

structure representation. This limitation is of paramount importance since

the isomer structure product ratio can have a profound impact on synthesis

outcomes. Failure to incorporate this critical aspect can lead to detrimental re-

sults, undermining the reliability of the optimization framework. Furthermore,
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when machine learning models rely on a reaction representation, another lim-

itation arises due to the absence of learning methods that account for phys-

ical properties. The exclusive focus on structural features while disregarding

material-specific components results in the loss of valuable information.

Second, the reaction conditions and yield data in Study 1 and Study 2,

which heavily rely on data extracted from published papers. Primarily, the

majority of data available in these papers solely represent successful synthetic

experiments, lacking relatively failed experimental data. Consequently, the

synthesis difficulty prediction model exhibits limitations due to the absence of

crucial information from unsuccessful attempts. To overcome this limitation, it

is suggested that data accumulation includes the incorporation of by-products

generated during synthesis and employs negative sampling techniques utilizing

the by-product ratio. Moreover, for an accurate determination of the actual

isolated yield value, it is imperative to include conditions for analysis and

purification in the synthesis experiments. These particular limitations persist,

demanding further attention and consideration for comprehensive and accurate

yield calculations.

Third, This study focuses on the optimization of reaction condition cate-

gories, specifically examining the recommended rage of categories. Table 4.1

shows the current scope of condition categories proposed in the research. Each

condition combination comprises approximately 10 candidates from each cat-

egory, with up to five types of categories included. But it is acknowledged that

beyond this scope, the categorization becomes increasingly complex, relying

heavily on heuristic experience. Consequently, the search for high-yield condi-

tion combinations necessitates a significant number of experiments to explore

the extensive parameter space effectively.

The framework presented in this study aims to facilitate the mounting

and validation of equipment capable of synthesizing compounds in substan-
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tial quantities while assessing their yields through high-performance high-

throughput experimentation (HTE) equipment. Although certain types of ex-

periments may not yield quick identification of optimal conditions, the opti-

mization strategy implemented in the framework allows for the selection of

various condition combinations as the experiments progress. Through minor

adjustments and the fixation of certain conditions, optimal conditions are even-

tually discovered. While the proposed framework remains incomplete, it holds

immense potential for gradual improvement, especially with the anticipated

advancement and mass production of HTE equipment in the future.

The dissertation outlines the following descriptions of its academic and

industrial contributions. The academic contribution of this doctoral disser-

tation lies in the proposal and development of an innovative approach for

optimizing chemical reaction conditions in organic synthesis. By combining

machine learning methodologies and Bayesian optimization techniques, the

study effectively reduces the exploration range, quantifies the difficulty of syn-

thesis experiments, and guides efficient optimization strategies. The research

encompasses three key areas: narrowing down the range of conditions to be

explored based on input reactions and structural information, predicting yield

and uncertainty in synthesis reactions with a focus on biased and inconsistent

experimental datasets, and optimizing experiment conditions using a sequen-

tial approach that balances machine learning predictions and Bayesian opti-

mization. This dissertation offers valuable insights and practical solutions to

address the challenges and trade-offs involved in chemical reaction optimiza-

tion, ultimately contributing to the advancement of the field and facilitating

more efficient discovery of novel drugs and materials.

The industrial contribution of this study centers around the exploration

of synthesis conditions, enabling the production of high-rate substances at

double the previous speed. This advancement not only reduces total synthe-
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sis time and minimizes the consumption of expensive reagents but also offers

quantitative and qualitative savings in human resources. Unlike relying solely

on knowledge and experience, which can lead to varying optimization perfor-

mance across experiments, the proposed approach provides stable and reliable

searches for optimal conditions. Notably, skilled synthetic personnel can iden-

tify the optimal condition combinations within an average of 4.7 experiments,

even successfully synthesizing high-yield objects in cases where researchers

may have previously encountered challenges or considered abandonment, all

facilitated through the implemented optimization framework.

In conclusion, this research has successfully developed an optimization al-

gorithm specifically designed for the efficient exploration of suitable chemical

synthetic conditions. By employing the approaches described above, it is an-

ticipated that the proposed algorithm will make a meaningful contribution to

the development of the cheminformatics society. This algorithm holds the po-

tential to enhance the overall efficiency and effectiveness of chemical synthesis

processes, furthering the advancements in the field of cheminformatics and its

applications.
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국문초록

합성반응최적화는신약,신소재발견가속화를위한필연적도구다.목적에따라

새롭게 설계된 분자 구조를 합성하려면, 다양한 실험 조건 변수들을 최적화해야

한다. 신속하게 최적 조합을 찾는 것은 신약, 신물질 개발의 긴 주기를 줄일 수 있

는핵심요소중하나다.유기합성물은신약,광학,반도체,베터리소재분야까지

다양한 산업에 직접적으로 기여하며 특히, 합성 실험은 매우 높은 금전적 비용,

합성 시간 그리고 전문가 인력이 요구되기 때문에 개발 시간을 단축시키는 것은

아주 중요한 일이다. 그러나 빠르게 합성 조건을 찾아 적절한 합성법을 제안하기

위해서는 몇 가지 문제가 있다. 먼저, 모든 실험들은 독립적 관계를 가지기 때문

에 기존의 최적화 방법론을 활용하기 위해서는 cold-start 문제를 가지고 있다.

또한 기계학습을 위해 3차원의 분자구조에 맞는 표현자를 고려해야 하며, 편향된

실험데이터와유기합성의미지영역에서기인하는난해한합성난이도수치화는

최적화 과정을 더욱 어렵게 만든다.

본 박사학위논문은 축적된 실험데이터를 활용하는 기계학습적 접근법과 베

이지안 최적화 기법을 융합해, 효율적으로 탐색 범위를 정하고, 실험의 난이도를

수치화 하여 최적화전략을 구성하는 방법과 반복되는 실험 결과를 동적으로 최

적화전략에 반영해 합성 최적화의 trade-off 문제를 풀도록 제안한다. 본 연구는

최적화를위한탐색영역을효과적으로줄이고합성난이도를수치화해효율적인

최적화 전략을 취할 수 있도록 유도하는 것을 목적으로 한다.

129



첫번째연구는입력되는반응,합성물들의구조정보에맞춰수많은조건탐색

범위를 효과적으로 줄이는 것에 있다. 실험 합성 조건들의 조합은 적게는 수천개

에서 많게는 수십만개의 조합이 가능하며 현실적으로 모두 실험할 수 없다. 본

연구에서는 입력된 합성 반응, 합성물의 3차원 분자구조 정보를 그래프 형태의

표현자를 생성해 조건 간 의존성을 고려하여 범위 내에서 다양한 조건 조합을 생

성하는 모델을 제안했다. 기존에는 입력되는 반응 정보에 맞춰 조건 별 후보들의

순위를 매기는 형태로 접근했지만, 제안하는 모델은 variational auto-encoder를

활용해 조건 간의 궁합을 학습할 수 있도록 해 무의미한 조건 조합을 피하도록

설계해 다양하면서도 정확한 조건 조합을 예측하는 것이 가능했다.

두 번째 연구는 입력된 반응, 합성물, 조건 시약 구조 정보를 모두 학습에 용

이하며 3차원 분자구조 정보를 최대한 보존할 수 있는 그래프 형태의 표현자를

생성하고 실험의 수율을 예측하는 것에 있다. 특히 합성 실험 논문에서 추출하

고 정제한 100만건의 합성 실험 데이터는 다소 편향적이며 비일관적인 데이터가

존재해, 정확도가 높은 수율 예측 모델을 만들기 위해서 비일관적인 실험 상황

에서는 모델의 불확실성이 높아 지도록 구성했다. 학습된 모델을 토대로 예측된

수율값과 모델 간의 편차를 활용해 합성실험의 난이도를 수치화 했으며 합성

실험의 수율을 예측하는 기존 연구들에 비해 정확도 측면뿐만 아니라 편향되어

부족한 데이터에서도 성능을 개선했다.

세 번째 연구는 위 모델들을 활용해 합성 실험 조건 최적화에 대한 연구다.

효율적으로 좁혀진 탐색 범위에서 예측된 수율값과 불확실성을 토대로 실험의

우선순위를 정해 실험을 시작한다. 실험 결과가 순차적으로 입력되면 베이지안

최적화 방법의 예측 모델을 학습하고 기존 기계학습의 예측 결과 값과의 편차

에 따라 다음 실험 조건의 우선순위를 결정짓는 기계학습 모델 결과, 베이지안

최적화 모델, 두 모델의 가중치를 조절한다. 실험이 진행됨에 따라 기계학습 모

델의 예측값의 오차가 크고 실제 수율값이 지속적으로 좋지 못한 경우, 실험의

난이도가 높고 학습데이터 범위 밖의 실험으로 판단해 베이지안 최적화 모델의

가중치를 높이며 좁혔던 조건 범위를 점차적으로 늘려 나가도록 한다. 이러한

접근은 최적화 전략의 방향이 쉬운 실험은 exploitation 할 수 있게, 난이도가 높
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은 실험은 exploration 할 수 있게 함으로써 trade-off 최적화 문제를 효율적으로

풀도록 설계 되었다.

결론적으로,본박사학위논문은유기합성실험의조건최적화를위해서탐색

범위를 효과적으로 줄이고 합성 실험의 난이도를 수치화 해 효율적으로 탐색할

수 있도록 하는 실험 최적화 기법을 제안하며, 기존 최적화 연구와 비교하였으며

추가적으로 실제 합성 자동화 장비를 통해 반응 최적화 성능을 검증했다.

주요어: 베이지안 최적화, 유기 합성, 실험 조건 최적화, 생성 모델, 머신 러닝,

실험 설계, 합성 가능성 수치화

학번: 2019-31018

131


	Abstract
	Chapter 1 Introduction
	1.1 Optimization in organic synthesis experiments
	1.1.1 Challenges in searching suitable chemical reaction conditions
	1.1.2 Design of experiment in organic chemistry
	1.1.3 Bayesian optimization for exploring suitable reaction conditions
	1.1.4 Data-driven approaches to predict optimal reaction conditions
	1.1.5 Computational challenges in advanced approaches

	1.2 Formulating computational problems for the reaction optimization questions
	1.2.1 Notations and descriptions
	1.2.2 Computational equations for the main methods in dissertation

	1.3 Three computational problems for the optimization challenges in organic synthesis
	1.4 Outline of the dissertation

	Chapter 2 Generative Modeling to Predict Multiple Suitable Conditions for Chemical Reactions
	2.1 Motivation
	2.1.1 Suggestion of reaction conditions
	2.1.2 Existing method
	2.1.3 Two major drawback
	2.1.4 An aim

	2.2 Methods
	2.2.1 Problem Formulation
	2.2.2 Prediction Model
	2.2.3 Training
	2.2.4 Inference

	2.3 Experiments
	2.3.1 Datasets
	2.3.2 Implementation
	2.3.3 Baseline Methods
	2.3.4 Evaluation Protocol
	2.3.5 Results and Discussion

	2.4 Conclusion

	Chapter 3 Uncertainty-Aware Prediction of Chemical Reaction Yields with Graph Neural Networks
	3.1 Motivation
	3.2 Methods
	3.2.1 Data Representation
	3.2.2 Prediction Model
	3.2.3 Uncertainty-Aware Learning
	3.2.4 Uncertainty-Aware Inference
	3.2.5 Experimental Investigation

	3.3 Results and Discussion
	3.3.1 Prediction and Uncertainty Quantification
	3.3.2 Out-Of-Sample Prediction
	3.3.3 Selective Prediction with Rejection

	3.4 Conclusion

	Chapter 4 Exploring Optimal Reaction Conditions Guided by Graph Neural Networks and Bayesian Optimization
	4.1 Motivation
	4.2 Methods
	4.2.1 Overview of hybrid-type dynamic optimization for exploring suitale chemical reaction
	4.2.2 Dataset and graph-type representation for training MPNN
	4.2.3 Message Passing Neural Networks for predicting suitable reagents
	4.2.4 Bayesian optimization in HDO
	4.2.5 Acquisition function for HDO and rules for expanding the search space

	4.3 Performance benchmarking results
	4.3.1 Details of the list of candidates for optimization
	4.3.2 Performance of MPNN condition prediction models
	4.3.3 Task1: Optimization of reaction conditions to benchmark the performance
	4.3.4 Task2: Validation of the HDO compared to five human chemists

	4.4 Results and discussion

	Chapter 5 Conclusions
	국문초록


<startpage>16
Abstract i
Chapter 1 Introduction 1
 1.1 Optimization in organic synthesis experiments 2
  1.1.1 Challenges in searching suitable chemical reaction conditions 2
  1.1.2 Design of experiment in organic chemistry 3
  1.1.3 Bayesian optimization for exploring suitable reaction conditions 4
  1.1.4 Data-driven approaches to predict optimal reaction conditions 6
  1.1.5 Computational challenges in advanced approaches 6
 1.2 Formulating computational problems for the reaction optimization questions 7
  1.2.1 Notations and descriptions 7
  1.2.2 Computational equations for the main methods in dissertation 10
 1.3 Three computational problems for the optimization challenges in organic synthesis 11
 1.4 Outline of the dissertation 16
Chapter 2 Generative Modeling to Predict Multiple Suitable Conditions for Chemical Reactions 17
 2.1 Motivation 18
  2.1.1 Suggestion of reaction conditions 20
  2.1.2 Existing method 20
  2.1.3 Two major drawback 21
  2.1.4 An aim 22
 2.2 Methods 22
  2.2.1 Problem Formulation 22
  2.2.2 Prediction Model 24
  2.2.3 Training 24
  2.2.4 Inference 25
 2.3 Experiments 26
  2.3.1 Datasets 26
  2.3.2 Implementation 29
  2.3.3 Baseline Methods 30
  2.3.4 Evaluation Protocol 31
  2.3.5 Results and Discussion 32
 2.4 Conclusion 36
Chapter 3 Uncertainty-Aware Prediction of Chemical Reaction Yields with Graph Neural Networks 37
 3.1 Motivation 38
 3.2 Methods 41
  3.2.1 Data Representation 41
  3.2.2 Prediction Model 42
  3.2.3 Uncertainty-Aware Learning 44
  3.2.4 Uncertainty-Aware Inference 45
  3.2.5 Experimental Investigation 48
 3.3 Results and Discussion 50
  3.3.1 Prediction and Uncertainty Quantification 50
  3.3.2 Out-Of-Sample Prediction 53
  3.3.3 Selective Prediction with Rejection 53
 3.4 Conclusion 59
Chapter 4 Exploring Optimal Reaction Conditions Guided by Graph Neural Networks and Bayesian Optimization 60
 4.1 Motivation 61
 4.2 Methods 67
  4.2.1 Overview of hybrid-type dynamic optimization for exploring suitale chemical reaction 67
  4.2.2 Dataset and graph-type representation for training MPNN 70
  4.2.3 Message Passing Neural Networks for predicting suitable reagents 71
  4.2.4 Bayesian optimization in HDO 73
  4.2.5 Acquisition function for HDO and rules for expanding the search space 75
 4.3 Performance benchmarking results 76
  4.3.1 Details of the list of candidates for optimization 80
  4.3.2 Performance of MPNN condition prediction models 86
  4.3.3 Task1: Optimization of reaction conditions to benchmark the performance 90
  4.3.4 Task2: Validation of the HDO compared to five human chemists 99
 4.4 Results and discussion 106
Chapter 5 Conclusions 108
국문초록 129
</body>

