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Abstract

In deep face recognition (FR) tasks, the size and diversity of the training dataset are es-

sential factors in improving performance. Unfortunately, crawled datasets suffer from

issues such as label noise, the long-tailed problem, and privacy concerns. These prob-

lems can be solved if we can generate face images while preserving IDs in either real

IDs or fictional IDs. However, previous face synthesizing approaches have limitations

of requiring explicit control of facial attributes or exhibiting a lack of diversity, result-

ing in unsuccessful FR performance. In this paper, we propose DiffFR, a method that

generates diverse face images for enhancing FR datasets within core fictional identities

(IDs) by utilizing an ID-preserving diffusion model. We condition the diffusion model

with a representative feature called the ID feature, to condense ID information which

enables the diffusion model to generate face images in either real IDs or fictional IDs.

Among the numerous fictional IDs, we select core IDs that fill the void space of FR

feature space, specified as improving the inter-class sparsity. Furthermore, by leverag-

ing the ID features to predict intra-class diversities, we ensure that intra-class diversity

is duly reflected in the selection of core IDs. Our experiments demonstrate that DiffFR

surpasses other synthesizing methods for FR dataset augmentation on FR benchmark

sets, owing to its ability to generate datasets with a high degree of intra-class diversity

and inter-class sparsity.

Keywords: Face Recognition, Image Generation, Diffusion Models

Student Number: 2017-21172

i



Contents

Abstract i

1 Introduction 1

2 Related Work 5

2.1 Face Synthesis for FR . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.2 Synthesizing Diverse Images with ID Preservation . . . . . . . . . . . 6

2.3 Core Set Selection for FR . . . . . . . . . . . . . . . . . . . . . . . . 6

3 Method 8

3.1 Preliminary: Diffusion Models . . . . . . . . . . . . . . . . . . . . . 8

3.2 Preliminary: Face Recognition . . . . . . . . . . . . . . . . . . . . . 9

3.3 ID-Preserving Diffusion Models . . . . . . . . . . . . . . . . . . . . 9

3.3.1 Integrating FR Features to an ID Feature . . . . . . . . . . . 9

3.3.2 ID Feature Conditional Diffusion Models . . . . . . . . . . . 10

3.4 Generating Fictional IDs . . . . . . . . . . . . . . . . . . . . . . . . 12

3.4.1 Variance-Based Spherical Interpolation . . . . . . . . . . . . 12

3.4.2 Diversity-Aware Non-Maximum ID Suppression . . . . . . . 13

ii



4 Experiments 17

4.1 Experimental Settings . . . . . . . . . . . . . . . . . . . . . . . . . . 17

4.1.1 Settings for the Diffusion Model . . . . . . . . . . . . . . . . 17

4.1.2 Settings for the FR . . . . . . . . . . . . . . . . . . . . . . . 18

4.2 Fictional ID Augmentation . . . . . . . . . . . . . . . . . . . . . . . 18

4.2.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

4.2.2 Effectiveness of ID-NMS . . . . . . . . . . . . . . . . . . . . 20

4.3 Supplying Images to Tail IDs . . . . . . . . . . . . . . . . . . . . . . 20

4.3.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

4.4 Dataset Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

4.4.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

4.5 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

4.5.1 Effect of Variance-Based Interpolation . . . . . . . . . . . . . 26

4.5.2 Comparison of Real and Synthetic Datasets . . . . . . . . . . 28

5 Conclusion 31

A Comparison of Real and Synthetic Datasets 32

A.1 Qualitative Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

B Qualitative Results of ID-NMS 34

B.1 Discarded and Selected Fictional IDs . . . . . . . . . . . . . . . . . . 37

초록 45

iii



List of Figures

1.1 Samples of fictional IDs generated by DiffFR . . . . . . . . . . . . . 4

3.1 Generating a fictional ID and samples of the fictional ID . . . . . . . 11

3.2 Generating fictional IDs . . . . . . . . . . . . . . . . . . . . . . . . . 12

3.3 Distribution of similarities with nearest IDs . . . . . . . . . . . . . . 15

4.1 FR performance trends as the dataset width and depth increase . . . . 21

4.2 Samples of IDs with few training images . . . . . . . . . . . . . . . . 24

4.3 Comparison of samples without and with variance-based interpolation 27

A.1 Comparison of real and synthetic images. . . . . . . . . . . . . . . . 33

B.1 Samples of discarded fictional IDs . . . . . . . . . . . . . . . . . . . 35

B.2 Samples of selected fictional IDs . . . . . . . . . . . . . . . . . . . . 36

iv



List of Tables

4.1 FR performance comparison when enhancing width . . . . . . . . . . 19

4.2 FR performance comparison when enhancing depth . . . . . . . . . . 22

4.3 Dataset evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

4.4 FR performance comparison of real and synthetic datasets . . . . . . 29

v



Chapter 1

Introduction

A large and diverse training dataset plays a key role in deep face recognition (FR)

tasks [1, 2, 3, 4, 5, 6]. To be specific, enhancing the number of identities (IDs) and the

intra-class diversity directly improves FR accuracy [1, 5, 6]. With the advent of the

big data era, we can obtain a million-scale face dataset from the internet without much

difficulty. Despite this accessibility, crawled datasets often suffer from label noise, the

long-tailed problem, and privacy concerns [7, 8, 6]. There have been proposed meth-

ods for noise-cleaning and clustering in face datasets to cope with the issue of label

noise [2, 9, 4]. But still, the long-tailed problem and privacy issues remain unsolved.

However, these aforementioned problems can be resolved when we synthesize FR

datasets. The synthesized dataset is free from label noise if the synthesizing method

can generate face images while preserving the target ID. For the long-tailed problem,

the unbalanced number of images can be alleviated by synthesizing face images for tail

IDs. Furthermore, synthetic datasets offer advantages with respect to privacy concerns,

as they consist of faces in fictional IDs. Additionally, synthesizing FR datasets also

has the benefit of enabling the expansion of the number of IDs in a dataset by adding
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fictional IDs. On the basis of these benefits, approaches that add a face image synthesis

process to the FR model in order to boost FR have been proposed [10, 1, 8, 11, 6].

Thanks to disentangled latent representations of GANs, it has been able to gen-

erate diverse face images with respect to various hand-crafted facial attributes while

preserving the IDs [12, 13, 14]. However, a critical downside of GANs is that they

are sensitive to the quality of alignment when generating face images [15, 16]. On the

other hand, diffusion models provide better coverage of the distribution and are more

robust to the alignment quality compared to GANs [17, 18, 19]. Several diffusion-

based approaches can be adapted to generate diverse face images while preserving

the ID, which is necessary for synthesizing FR datasets [20, 21, 6]. However, all the

aforementioned diffusion-based or GAN-based synthetic approaches have limitations

in that they rely on explicit controls, such as facial attributes, a target image, or text

guidance, to diversify images. In contrast to the earlier approaches, our method gener-

ates diverse images without explicit controls, with enough diversity to be suitable for

FR datasets, benefiting from the mode coverage of diffusion models.

Another key factor for enhancing FR datasets is to expand the number of IDs [1, 2,

5, 3, 6]. When synthesizing fictional IDs through techniques such as interpolations and

random latent variables, the number of fictional IDs that can be generated is countless.

However, due to the limitations of training time and computational resources, it is

infeasible to utilize all synthesized fictional IDs. Therefore, a process for selecting the

core IDs that significantly impact FR performance across innumerable fictional IDs

is needed. The fundamental objective of FR is to learn feature representations that

distinguish the IDs of individuals [22, 23]. In this context, selecting core IDs to cover

the feature space thoroughly with minimal redundancy can improve the FR model’s

understanding of the FR feature space [24].

In this paper, we propose DiffFR, a diffusion-based synthesizing method for FR

datasets that enhance the coverage of FR feature space comprehensively. Using an
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ID-preserving diffusion model, DiffFR generates diverse samples within core fictional

IDs that can fill the void space of the FR feature space with minimal redundancy. First,

to make the diffusion model generate face images of the target ID, we condition them

with a representative feature called an ID feature, which integrates features within IDs.

This enables the diffusion model to leverage the discriminative power of a pre-trained

FR, leading to the generation of diverse images while preserving the target IDs of both

real and fictional. Fig. 1.1 displays examples of diverse images within fictional IDs

generated by DiffFR. Second, we introduce non-maximum suppression ID selection

(ID-NMS) for selecting core IDs among the numerous fictional IDs that facilitate the

coverage of unoccupied regions in the FR feature space, while taking the intra-class

diversity into consideration.

In the experiments, we ultimately show that DiffFR outperforms existing synthe-

sizing methods for FR dataset augmentation on various FR benchmark sets. The ef-

fectiveness of DiffFR is examined by supplementing the FR datasets in terms of the

number of IDs and the number of images per ID. With regard to generation quality,

we show that DiffFR has the capability to generate high-quality samples of IDs whose

number of training images is extremely small, which is the necessary ability for sup-

plying images to tail IDs. Furthermore, to elucidate the rationale behind improvements

in FR, we demonstrate that the designated IDs through ID-NMS increase the inter-class

sparsity of the FR feature space while also exhibiting high intra-class diversity.
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Real IDs Fictional IDs Real IDs

Figure 1.1 Samples of fictional IDs generated by DiffFR. Samples are generated based

on the interpolations between features of the real IDs on their left and right sides.

Without any explicit control of facial attributes or guidance, DiffFR generates diverse

images while preserving the target ID.
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Chapter 2

Related Work

2.1 Face Synthesis for FR

Attempts to enhance FR by utilizing synthesized face images have been proposed as

photo-realistic face image generating techniques were invented [10, 8, 1, 25, 11, 26].

By employing face synthesis, we gain control over the properties of FR datasets, in-

cluding the number of IDs or images per ID, which allows us to substantiate the in-

fluence of these properties. DCFace [6] and SynFace [1] uncover that the number of

unique IDs and their intra-class diversities significantly impact FR models. In order to

assess the fulfillment of desirable properties in synthetic datasets, DCFace [6] intro-

duced three class-dependent metrics that measure the uniqueness of IDs, the preser-

vation of IDs (intra-class consistency), and intra-class diversity. DCFace [6] and Digi-

Face [8] reveal that there remains a performance gap in FR between real and synthetic

datasets when the datasets are of the same scale. In addition, SynFace [1] mentioned

terminologies for describing the scale of FR datasets, such as “depth” for the number

of images per ID and “width” for the number of IDs.
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2.2 Synthesizing Diverse Images with ID Preservation

Controlling facial attributes, including pose, illumination, and expression, while pre-

serving IDs, is a representative approach for generating diverse images to synthesize

FR datasets [1, 8, 12, 25]. For instance, SynFace [1] synthesizes intra-class diverse

images by utilizing DiscoFaceGAN [12] to control facial attributes. Diff-AE [20] can

manipulate facial attributes of face images by conditioning diffusion models using

a learnable encoder for semantics. DigiFace [8] uses a 3D rendering-based pipeline

to control the facial attributes, accessories, textures, and environments of the images,

enabling the generation of diverse images. However, these approaches need explicit

controls of attributes in order to achieve intra-class diversity within the dataset. With-

out any control of hand-crafted attributes, CFSM [10] augments FR datasets to bridge

the domain gap between the training dataset and the target dataset. DiffuseIT [21] also

provides face image translations that guide the source images into the target domain

with proper semantic changes while preserving the IDs. Likewise, DCFace [6] utilizes

an external style input image to generate images with diverse styles. Nonetheless, these

methods explicitly demand additional input images to extract features from the target

domain or target style. Unlike the aforementioned approaches, DiffFR generates di-

verse images without explicit controls of facial properties or images from the target

domain.

2.3 Core Set Selection for FR

As training sets for FR are getting massive, concerns about training time, excessive

consumption of resources, and memory cost are raised. Face-NMS [24] mitigates this

problem by resolving the redundancy problem of images in each ID. Inspired by non-

maximum suppression (NMS) [27] in the detection field, Face-NMS ranks the face

images by their potential contribution to the overall sparsity on the FR feature space.
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This can be seen as a core selection since it condenses the number of images while

minimizing the degradation of FR performance. However, distinct from our setting,

Face-NMS is intended for existing datasets rather than synthetic ones, and thus it does

not address an approach for selecting core IDs. Since a numerous number of fictional

IDs can be generated when synthesizing an FR dataset, we introduce ID-NMS, which

selectively designates the core fictional IDs to thoroughly cover the FR feature space.
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Chapter 3

Method

In this section, we present DiffFR, which generates synthetic face images of both ex-

isting and fictional identities utilizing an ID feature conditional diffusion model. The

generated fictional IDs are aimed to improve the coverage of the FR feature space.

3.1 Preliminary: Diffusion Models

The diffusion probabilistic model is a parameterized Markov chain whose transitions

are learned to reverse a diffusion process to sample from a distribution [28]. A sam-

pling of diffusion models starts with noise xT and gradually removes noise until get-

ting a clean sample x0. A forward diffusion process q(xt|xt−1) = N (
√
1− βtxt−1, βtI )

adds Gaussian noise at each timestep t with variance βt ∈ (0, 1) which are hyperpa-

rameters representing the noise levels. Accordingly, the reverse process pθ(xt−1|xt) is

modeled as a diagonal Gaussian N (xt−1;µθ(xt, t),Σθ(xt, t)), where there are many

different ways to model the mean µθ(xt, t) and the variance Σθ(xt, t). In case of

DDPM [17], µθ(xt, t) is calculated with a parameterized model ϵθ(xt, t) that predicts
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the noise of a noisy image xt by the timestep t. The loss function for the model is

a mean-squared error between the predicted noise and the actual noise ϵ which can

be formulated as ∥ϵθ(xt, t)− ϵ∥2. The variance Σθ(xt, t) is fixed to a known constant

in DDPM, whereas it is parameterized with βt and β̃t which are the upper and lower

bounds on reverse process variances in improved DDPM (iDDPM) [18]. We employ

denoising diffusion implicit model (DDIM) [29] to improve computational cost and

speed of sampling. It generalizes DDPM by formulating a non-Markovian nosing pro-

cess that provides the magnitude of σt to control stochasticity while maintaining the

same marginals as the original DDPM. By erasing the term for stochasticity, the pro-

cess becomes deterministic, which enables the model to produce high-quality samples

much faster.

3.2 Preliminary: Face Recognition

3.3 ID-Preserving Diffusion Models

3.3.1 Integrating FR Features to an ID Feature

In order to generate a synthetic FR dataset, the diffusion model has to be conditioned

to generate face images while preserving the intended ID. For the diffusion model to

generate face images reliably within the corresponding ID of the given feature, it is

necessary for the conditioning feature used in training to sufficiently capture the ID

information. An ID centroid in the FR is a representative feature of the ID. Given that

the IDs are in the FR training set, the corresponding centroids of these IDs are the

weights of the fully connected (FC) layer of the FR [23, 22]. However, if the ID is not

in the FR training set, an alternative way to extract a representative feature of the ID

is needed. To integrate the ID information of features into a representative feature, we

compute the mean feature from the features within the ID, which we call the ID feature.

This enables us to obtain the ID features out of the FR training set while exploiting the
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discriminative power of a pre-trained FR, which is trained on a massive FR dataset and

optimized by sophisticatedly designed loss functions. When there are n images in an

ID a, an ID feature of the ID a can be noted Fa = 1
n

∑n
i=1 fi where fi is i-th feature

of the ID a.

3.3.2 ID Feature Conditional Diffusion Models

The reverse transition of our conditional diffusion model that receives ID feature F as

an input can be formulated as follows,

pθ(xt−1|xt, Fid) = N (xt−1;µθ(xt, t, Fid),Σθ(xt, t)). (3.1)

Here, µθ(xt, t, Fid) is parameterized with the function approximator ϵθ that is intended

to predict ϵ from xt [17] as follows,

µθ(xt, t, Fid) =
1
√
αt

(
xt −

βt√
1− ᾱt

ϵθ(xt, t, Fid)

)
(3.2)

where αt := 1−βt and ᾱt :=
∏t

s=1(1−βs). From the defined reverse transitions, the

variational bound from µ, notated as Lsimple, can be formulated as follows,

Lsimple(θ) := Et,x0,ϵ

[
||ϵ− ϵθ(xt, t, Fid)||2

]
(3.3)

where ϵ ∈ R3×h×w ∼ N (0, I). For reflecting the condition to the UNet, we use the

scale and shift approach, which is also called adaptive group normalization (AdaGN),

proposed by [19]. Conditioning with ID features enables the model to generate not

only face images of an existing ID in the training set but also that of a fictional ID.

The method for generating fictional ID features that enhance the FR performance is

explained in the following Sec. 3.4.

10



FR
En

co
de

r

FR
fe

at
ur

es
In

te
rp

ol
at

io
n

C
on

di
tio

na
l

D
iff

us
io

n 
M

od
el

A
 fi

ct
io

na
l

ID
fe

at
ur

e

Sa
m

pl
es

 o
f

th
e

fic
tio

na
l I

D

Im
ag

es
 o

f t
w

o 
ID

s
to

 b
e 

in
te

rp
ol

at
ed

𝑋 !

Fi
gu

re
3.

1
G

en
er

at
in

g
a

fic
tio

na
lI

D
an

d
sa

m
pl

es
of

th
e

fic
tio

na
lI

D
.A

s
no

te
d

in
E

q.
3.

4,
el

em
en

t-
w

is
e

va
ri

an
ce

s
of

th
e

ID
s

to
be

m
ix

ed
ar

e
ta

ke
n

in
to

co
ns

id
er

at
io

n
w

he
n

ge
ne

ra
tin

g
a

fe
at

ur
e

of
a

fic
tio

na
lI

D
.T

he
ge

ne
ra

te
d

fe
at

ur
e

of
th

e
fic

tio
na

lI
D

ca
n

be
fe

d
in

to
th

e
co

nd
iti

on
al

di
ff

us
io

n
w

ith
ou

ta
ny

ad
di

tio
na

lp
ro

ce
ss

.

11



(a) (b) (c)

Img feature
ID feature
Interp. of    , 

Figure 3.2 Generating fictional IDs. The process can be divided into three parts: (a)

Integrating features into an ID feature for each ID, (b) Variance-based spherical inter-

polations, and (c) Selecting core IDs utilizing ID-NMS.

3.4 Generating Fictional IDs

As depicted in Fig. 3.2, the process of generating fictional IDs consists of three com-

ponents: integrating features into an ID feature for each ID, generating fictional IDs,

and selecting core fictional IDs. The strategy for integrating features is mentioned in

Sec. 3.3.

3.4.1 Variance-Based Spherical Interpolation

Basically, a fictional ID is generated with an interpolation between two existing IDs

from the training set. As illustrated in Fig. 3.1, we find that element-wise feature

variance varies across each ID. Therefore, to locate a fictional ID sufficiently distant

from the interpolation endpoint IDs, indicating its uniqueness, the variances of the IDs

should be taken into consideration. Since angular margin-based losses are used for

training FR, FR features are considered to be on the spherical feature space [30, 31].

In total, we use spherical interpolation with the proportion of two IDs’ element-wise

variance. A feature of a fictional ID Fc which is the interpolation between the feature

12



Fa and Fb can be formulated as follows,

Fc =
sin(VbΩab/(Va + Vb))

sin(Ωab)
⊙ Fa

+
sin(VaΩab/(Va + Vb))

sin(Ωab)
⊙ Fb (3.4)

where Va and Vb are the element-wise variance of each feature Fa, Fb. Note that ⊙ is

Hadamard product and Ωab is the angle subtended by the arc whose first and last points

are Fa and Fb.

3.4.2 Diversity-Aware Non-Maximum ID Suppression

According to our method for generating fictional IDs, the number of fictional IDs that

can be generated is nC2 where n is the number of IDs in the training set. For instance,

if the number of IDs in the training set for the diffusion model is 10k, the number of

fictional IDs that can be generated is approximately 50M. Considering that the number

of IDs of WebFace260M [2] is 4M, which is the largest public FR dataset in existence,

a process of selecting core IDs from among the numerous fictional IDs is needed.

Similar to the concept of the global sparsity in Face-NMS [24], which can be seen

as intra-class sparsity, we assume that improving the inter-class sparsity of FR feature

space can also improve FR performance. We propose Non-Maximum Suppression ID

Selection (ID-NMS), an approach that applies NMS to IDs, selecting IDs that im-

prove inter-class sparsity to achieve comprehensive coverage of the FR feature space.

Moreover, we consider the intra-class diversities of IDs during the selection process,

as intra-class diversity is a crucial factor for an effective FR dataset.

As defined in Algorithm 1. ID-NMS sequentially finds the furthest ID from the

selected core IDs and samples one ID among k-nearest neighbors of the furthest ID

based on their intra-class diversities. We employ softmax of predicted intra-class diver-

sities of the k-nearest neighbors with temperature τ to form a categorical distribution

13



as

pdiv(xi) =
edi/τ

Σk
i=1e

di/τ
, (3.5)

where k = 10 is the k from k-nearest neighbors, and di is the predicted intra-class

diversity of xi. And then, ID-NMS truncates IDs if their similarities to already selected

IDs are greater than the specified threshold. The threshold is set based on cosface [31]

margin value, 0.35. The predicted intra-class diversities are obtained through training

a simple linear regressor that infers intra-class diversities from ID features.

Consequently, as shown in Fig. 3.3, the distribution of similarities with nearest

IDs selected by ID-NMS indicates an average of 0.3864, which is lower overall com-

pared to that selected randomly with an average of 0.5226. This implies that ID-NMS

increases inter-class sparsity while random selection exhibits ID redundancy, as evi-

denced by the considerable number of pairs whose similarities exceed 0.45. Further-

more, we provide measurements of metrics that demonstrate that the IDs selected by

ID-NMS exhibit higher levels of ID uniqueness and intra-class diversities in Sec. 4.4.
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Figure 3.3 Distribution of similarities with nearest IDs. The distribution of DiffFR is

lower overall than that of randomly selected. This indicates that DiffFR preferentially

selects IDs whose inter-class similarities are small.
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Algorithm 1 ID-NMS sampling
Require: set of N fictional IDs X , set of similarities S, set of predicted diversities D,

similarity threshold t

Result: set of selected core IDs C

1: X = {x1, · · · , xN}

2: S = {s1,2, s1,3, · · · , sN−1,N}

3: D = {d1, · · · , dN}

4: C = {}

5: xcurr = random(X )

6: while X ̸= ∅ do

7: C ← C + {xcurr}

8: X ← X − {xcurr}

9: for xi in X do

10: if scurr,i ≥ t then ▷ Discard xi if too similar

11: X ← X − {xi}

12: S ← S − {scurr,i}

13: end if

14: end for

15: j ← argminj scurr,j ▷ Find the furthest ID

16: M← {m|xm ∈ k-NN(xj ,X )}

17: xl ∼ pdiv, pdiv = softmax(DM, τ) ▷ Eq. (3.5)

18: xcurr ← xl

19: end while

20: return C
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Chapter 4

Experiments

In this section, we evaluate the performance of different generative methods for synthe-

sizing facial images to augment FR datasets in terms of depth and width. In addition,

we evaluate and compare all the synthesized datasets based on three crucial virtues

of synthesized FR datasets, which include the number of unique IDs, ID preservation,

and intra-class diversity. We also show qualitative results of generating images of both

real and fictional IDs, and the results with and without variance-based interpolating.

4.1 Experimental Settings

4.1.1 Settings for the Diffusion Model

The ID-preserving diffusion model is trained on CelebA [32] consisting of 10,177 IDs

and 202,599 face images. Same as introduced in DDPM [17], we use the UNet [33]

model architecture and cosine scheduling [18] for the noise level. For detailed ar-

chitectural settings, we follow the settings in [19]. The FR model for conditioning

the diffusion model is a pre-trained model from Insightface [34] which is a modified

17



ResNet100 [30] trained on Glint360k [35]. All features for conditioning are normal-

ized to locate them on the spherical feature space.

4.1.2 Settings for the FR

For the base training FR datasets, CelebA [32] and CASIA-WebFace [36] are used.

We augment the base dataset with synthesized data and train the FR model on the

combined set, following the domain mixup strategy employed in [1]. For training the

FR, we employ a modified ResNet50 modified in [30] with CosFace [31] loss function.

Optimizer SGD [37, 38, 39] is applied with a momentum of 0.9 and a weight decay of

5e-4. One NVIDIA Tesla A100 GPUs is used in the training with 1,024 batch size. The

learning rate is initially set to 0.1 and decreased by 10 at 10, 16, 21, and 25 epochs and

training terminates at 30 epochs. During training, we only use flip data augmentation.

For evaluation, we use widely used verification sets such as LFW [40], CFP-FP, CFP-

FF [41], AgeDB-30[42], CPLFW [43] and CALFW [44].

4.2 Fictional ID Augmentation

In this experiment, we compare the FR performance improvement when adding fic-

tional IDs using DiffFR and other synthesizing methods. To demonstrate the effec-

tiveness of the core ID selection, we conduct an additional comparison between our

DiffFR with and without ID-NMS. We select face synthesis methods for comparison

that are able to generate face images of fictional IDs, including SynFace [1], Disco-

FaceGAN [12], DiffAE [20], DCFace [6]. Since DiffuseIT [21] does not have the abil-

ity to generate fictional IDs, we utilize IDs from FFHQ [45] for augmenting additional

IDs.
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4.2.1 Results

Tab. 4.1 illustrates the results on the verification sets when the FR datasets are sup-

plemented in terms of width. The results indicate that supplying additional IDs to the

datasets improves FR performances, especially when DiffFR is used for synthesis,

compared to the performance achieved by previous approaches. When the base dataset

is CelebA, even though DCFace achieves the best average accuracy among previous

methods on verification sets of 90.07%, DiffFR outperforms them with an accuracy

of 91.92%. We also observe a similar trend when CASIA is used for the base dataset.

Despite the promising results achieved by DCFace on the verification sets with an ac-

curacy of 94.54%, DiffFR continues to exhibit outstanding accuracy with a score of

95.29%. In addition, as can be seen in Fig. 4.1 (a), we show that the FR accuracy im-

proves as the number of fictional IDs increases for all methods tested, which aligns

with the observations reported in SynFace [1].

4.2.2 Effectiveness of ID-NMS

The comparison of DiffFR with and without ID-NMS reveals that the inclusion of

ID-NMS leads to improved overall FR accuracy. When using CASIA as the base set,

the incorporation of ID-NMS brings an improvement in the best average validation

accuracy, with a score of 95.29% compared to 95.07% without ID-NMS. As will be

demonstrated through measurements of metrics in Sec. 4.4, we assert that these im-

provements in FR performance are attributable to the improvement of ID uniqueness

and intra-class diversity in the datasets achieved by ID-NMS.

4.3 Supplying Images to Tail IDs

This experiment aims to compare DiffFR with other generative models for supplying

images to tail IDs in the base FR dataset. We select generative models that can generate
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Figure 4.1 Verification performance(%) trends as the dataset width and depth increase.

(a) shows accuracies according to the number of fictional IDs added(width), and (b)

shows accuracies according to the number of images supplied to tail classes(depth).

The base dataset is CASIA.
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Base
Dataset Method LFW CFP-FP AgeDB CFP-FF CALFW CPLFW Avg.

CelebA

Base set 97.88 80.29 86.25 97.90 90.78 78.52 88.60

SimSwap 98.47 84.89 91.82 98.99 91.70 80.67 91.09

CFSM 97.48 79.01 87.12 97.96 89.62 77.77 88.16

DiffFR 98.93 86.97 92.05 98.79 92.50 82.80 92.01

CASIA

+CelebA

Base set 99.40 94.40 94.27 99.51 93.30 88.65 94.92

SimSwap 99.23 94.36 94.97 99.27 93.47 88.67 94.99

CFSM 99.30 94.40 95.05 99.46 93.87 89.27 95.22

DiffFR 99.25 94.41 95.08 99.43 93.92 89.70 95.30

Table 4.2 Verification accuracy (%) comparison on benchmark sets of DiffFR and

GAN-based synthesizing methods when enhancing FR dataset depth. We supplied

synthesized images to make every ID have at least 40 images.

diverse images within the given existing IDs. We add synthesized images to make

every ID have at least 40 images since SynFace [1] shows that FR accuracy saturates

when the depth of a dataset is greater than 30.

4.3.1 Results

Tab. 4.2 displays benchmark results for FR datasets enhanced in terms of depth. DiffFR

shows the highest accuracy among all the other methods on the average of the bench-

mark sets, whether CelebA or the composite of CASIA and CelebA (CASIA+CelebA)

is used as the base dataset. In case of LFW and CFP-FF, which are highly saturated

benchmark sets, all the methods exhibit a slight degradation of FR performance, when

CASIA+CelebA is used for the base dataset. However, the overall results show that

enhancing FR datasets in terms of depth leads to improved FR performance. Addi-

tionally, Fig. 4.1 (b) illustrates that the FR accuracy for all the methods improves as
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Method Uclass ↑ Cintra ↑ Sintra ↓

SimSwap 0.9570 0.8276 0.6734

CFSM 0.9465 0.9258 0.7520

SynFace 0.0000 0.4465 0.7637

DiscoFaceGAN 0.3374 0.9741 0.8385

DiffAE 0.9794 0.9922 0.8809

DiffuseIT 0.8922 0.9984 0.8118

DCFace 0.9924 0.6816 0.7048

DiffFR (wo/ var) 0.9364 0.6466 0.6543

DiffFR (wo/ ID-NMS) 0.7322 0.7325 0.6783

DiffFR 0.9986 0.9517 0.6615

Table 4.3 Comparison of dataset evaluation metrics based on three crucial trait: the

number of unique IDs (Uclass), ID preservation (Cintra), and intra-class diversity (Sintra).

A lower value for Sintra indicates higher degree of intra-class diversity. “wo/ var” refers

to that interpolated without variance.

the number of supplied images increases, consistent with the observations reported in

SynFace [1].

By leveraging the knowledge of the FR, DiffFR can stably generate diverse images

of a real ID even when the number of images for training is extremely limited, or the

images are of low quality. In the first three rows of the Fig. 4.2, each ID has only a

single training image, and in the remaining rows, only two or three low-quality images

were used for training each ID. Despite these limitations, DiffFR generates diverse

samples while stably preserving the target ID.
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Train IDs Generated samples

1

1

1

2

3

Figure 4.2 Samples of IDs with few training images. The first column indicates the

number of images for the ID utilized for training. Even with a small number of low-

quality images, DiffFR can generate diverse images.
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4.4 Dataset Evaluation

In this section, we evaluate datasets based on three crucial traits: the number of unique

IDs, ID preservation, and intra-class diversity following DCFace [6]. Among three

metrics proposed in DCFace [6], we utilize two of the class-dependent metrics pro-

posed in DCFace [6], namely uniqueness (Uclass) and intra-class consistency (Cintra).

However, the dataset synthesized by DiffFR does not have the real images that cor-

respond to the synthesized images, making it impossible to measure the metric for

intra-class diversity proposed in DCFace [6]. Moreover, the metric measures the dis-

tance of the style distribution between the real datasets used for diversification and the

synthesized datasets, which implies that it does not provide a direct measurement of

intra-class diversity. We introduce intra-class sparsity (Sintra) to measure how diverse

images are generated within the same ID by modifying the global sparsity measure

proposed in face-nms [24]. To make the measure less susceptible to ID information,

we define Sintra by replacing FR features of global sparsity in [24] with Inception fea-

tures [46]. In order to attain statistically reliable results, at least 5k IDs and 20 images

per ID are involved when calculating global sparsity. To ensure fairness, another pre-

trained FR model from Insightface [34] with a modified ResNet50 backbone [30]

trained on Glint360k [35], is employed for measuring the metrics. For uniqueness and

intra-class consistency, r is set to 0.45, aligning with the threshold of the FR model for

determining matches or non-matches.

4.4.1 Results

Tab. 4.3 summarizes the evaluation result measuring Uclass, Cintra, and Sintra. Among

all methods, DiffFR demonstrates the highest ID uniqueness. However, when ID-NMS

is not applied to DiffFR, the ID uniqueness is degraded, as ID-NMS plays a crucial

role in removing redundant IDs. The ID uniqueness of SynFace [1] collapses because
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they mix IDs to diversify images within IDs, resulting in the breakdown of the ID

boundaries. Regarding ID preservation, it has been reported by DCFace [6] that there

exists a tradeoff between ID preservation and intra-class diversity, and achieving the

best performance in FR requires a balance between these two factors. This is because

higher intra-class diversity suggests that the images associated with a particular ID are

less similar to each other, thus implying a higher degree of diversity. Consistent with

the aforementioned consensus, DiffuseIT [21] and DiffAE [20] exhibit high levels

of ID preservation but show lower intra-class diversities. On the other hand, DiffFR

shows high intra-class diversity while simultaneously maintaining high levels of ID

preservation. Without variance-based interpolation, DiffFR displays the highest intra-

class diversity, but ID preservation considerably decreases from 0.9517 to 0.6466. In

sum, the dataset generated by DiffFR exhibits the highest ID uniqueness and achieves

a well-balanced combination of intra-class diversity and ID preservation, resulting in

the best subsequent FR performance.

4.5 Analysis

4.5.1 Effect of Variance-Based Interpolation

Fig. 4.3 illustrates the qualitative distinction between samples of fictional IDs gener-

ated with and without variance-based interpolation. When the fictional ID is generated

without considering variances, the fictional ID may be too similar to a real ID with

higher variance than the other real ID. On the other hand, variance-based interpolation

enables the fictional ID to be distinct from the real IDs which are the interpolation

endpoints. This observation aligns with the findings in Tab. 4.3, indicating that when

fictional IDs are interpolated without variance, their uniqueness is degraded compared

to when variance-based interpolation is used. Thus, employing variance-based inter-

polation contributes to minimizing redundancy in the generation of a fictional ID.
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Figure 4.3 Comparison of samples without and with variance-based interpolation. The

real IDs in the first column are the endpoints of interpolations. For each pair of real

IDs, the upper ID has a greater average variance than the below one. Variance-based

interpolation helps prevent the fictional IDs from being too similar to the real IDs with

high variance.
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4.5.2 Comparison of Real and Synthetic Datasets

The performance of FR models is observed to deteriorate when trained on synthetic

datasets, in comparison to real datasets, due to the existing domain gap between them [1,

8, 6]. Here, we conduct a comparative analysis of the FR performance between real

and synthetic datasets, covering both real IDs and fictional IDs. We maintain the num-

ber of IDs at 10,177, which is that of CelebA while manipulating the number of

images per ID and the authenticity of the identifiers by varying them between real

and fictional. The gap between synthetic and real datasets in Tab. 4.4 is calculated as

(REAL − SYN)/SYN, which represents the improvement required for the synthetic

dataset to match the performance of the real dataset.
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As can be seen in Tab. 4.4, a noticeable performance gap continues to exist between

real and synthetic datasets. In addition to the observation, if the number of images is the

same, the datasets with real IDs perform better. Despite the observed degradation, the

results show that synthetic datasets with fictional IDs can serve as a viable alternative

to real datasets, mitigating privacy concerns, with a marginal gap of 7.90%. On top

of that, synthetic datasets with fictional IDs demonstrate robustness to pose variations,

achieving an accuracy of 84.18%, compared to the accuracy of 78.52% for the real

dataset. In line with the consistent observations, an increase in the number of images

per ID positively impacts the overall performance.
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Chapter 5

Conclusion

In this work, we propose DiffFR, a method for generating diverse face images within

core fictional IDs using an ID-preserving diffusion model to enhance the coverage

of the FR feature space thoroughly. DiffFR designates fictional IDs that increase the

inter-class sparsity of the FR feature space, leading to the improvement of FR. The

FR trained on the synthesized dataset generated by DiffFR shows better performance

on FR benchmark datasets than other synthesizing approaches. Moreover, due to its

ability to exploit the knowledge of a pre-trained FR, DiffFR can generate high-quality

samples of an ID whose number of training images is extremely small. The experi-

ments conducted show that the synthesized dataset generated by DiffFR has a high

degree of intra-class diversity, and inter-class sparsity.
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Appendix A

Comparison of Real and Synthetic
Datasets

The performance of FR models is observed to deteriorate when trained on synthetic

datasets, in comparison to real datasets, due to the existing domain gap between them [1,

8]. In this section, we present a qualitative comparison of real and synthetic datasets.

A.1 Qualitative Results

Fig. A.1 provides a comparison of real and synthetic images. Within each row of the

figure, the images share identical IDs. Synthetic images demonstrate comparable levels

of photo-realism and competitive diversity in comparison to real images.
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Real images Synthetic images

Figure A.1 Comparison of real and synthetic images. Images in each row has the same

ID. In comparison to real images, synthetic images exhibit comparable photo-realism

and competitive diversity.
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Appendix B

Qualitative Results of ID-NMS

This section presents a qualitative comparison of fictional IDs that are discarded and

selected according to ID-NMS.

34



D
is

ca
rd

ed
 fi

ct
io

na
l I

D
s

R
ea

lI
D

s
R

ea
l I

D
s

Fi
gu

re
B

.1
Sa

m
pl

es
of

di
sc

ar
de

d
fic

tio
na

lI
D

s.
Sa

m
pl

es
ar

e
ge

ne
ra

te
d

ba
se

d
on

th
e

in
te

rp
ol

at
io

ns
be

tw
ee

n
fe

at
ur

es
of

th
e

re
al

ID
s

on
th

ei
r

le
ft

an
d

ri
gh

ts
id

es
.A

cc
or

di
ng

to
th

e
ID

-N
M

S,
ID

s
ar

e
di

sc
ar

de
d

w
he

n
it

is
to

o
si

m
ila

r
to

ex
is

tin
g

ID
s

or

al
re

ad
y

se
le

ct
ed

ID
s.

35



Se
le

ct
ed

 fi
ct

io
na

l I
D

s
R

ea
lI

D
s

R
ea

l I
D

s

Fi
gu

re
B

.2
Sa

m
pl

es
of

se
le

ct
ed

fic
tio

na
lI

D
s.

Sa
m

pl
es

ar
e

ge
ne

ra
te

d
ba

se
d

on
th

e
in

te
rp

ol
at

io
ns

be
tw

ee
n

fe
at

ur
es

of
th

e
re

al

ID
s

on
th

ei
rl

ef
ta

nd
ri

gh
ts

id
es

.

36



B.1 Discarded and Selected Fictional IDs

According to ID-NMS, it discards IDs when they are too similar to existing IDs or

already selected IDs. Fig. B.1 depicts samples of discarded fictional IDs. Samples are

generated based on the interpolations between features of the real IDs on their left and

right sides. As can be seen in Fig. B.1, discarded fictional IDs resemble the interpola-

tion endpoints, as observed empirically. In contrast, the selected fictional IDs depicted

in Fig. B.2 exhibit a lesser degree of resemblance to the interpolation endpoints.
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초록

심층얼굴인식(Deep Face Recognition)에서학습데이터셋의크기와다양성은성능

향상에중요한요소이다.하지만,수집된데이터셋(crawled dataset)은레이블오류,

긴꼬리 문제(long-tailed problem)와 개인정보 문제로 인해 사용에 한계가 있다. 이

러한 문제를 해결하기 위해 기존 연구에서는 실제 데이터셋을 보완하기 위한 얼굴

데이터셋합성방법들이제안되었다.그러나기존접근법들은명시적인특징제어를

필요로하거나생성된이미지의다양성이부족하여성공적인얼굴인식성능을달성

하지 못하였다. 본 논문에서는 인물 보존 확산 모델(ID-preserving diffusion model)

을활용하여핵심가상인물(ID)을생성하고,이를기반으로얼굴인식성능을향상

시키는 DiffFR방법을제안한다. DiffFR는인물정보를압축하여추출한인물특징

벡터(ID feature)를 조건부 확산 모델(conditional diffusion model)에 입력하여 학습

하여 기존 인물 뿐만 아니라 가상 인물의 얼굴 이미지도 생성이 가능하도록 한다.

또,생성가능한무수히많은가상인물들중,클래스간희소성(inter-class sparsity)

을 향상 시켜 얼굴 인식 특징 공간의 빈 공간을 채워주는 핵심 인물들을 선정하여

생성한다. 결과적으로, DiffFR가 다른 얼굴 데이터 합성 방법을 통한 데이터 증강

(data augmentation)에 비해 우수한 성능을 보인다는 것을 실험적으로 보인다. 또,

이는클래스내다양성(intra-class diversity)과클래스간희소성에기인한것임을실

험적으로보인다.

주요어:얼굴인식,이미지생성,확산모델

학번: 2017-21172
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