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Abstract

The tooth area of the 3D dental mesh scanned by the 3D Intra Oral Scan-

ner have to be identified for orthodontic treatment. It takes a long time to

perform tooth segmentation manually. Therefore, many auto or semi-auto 3D

tooth segmentation algorithms have been proposed. However, existing tooth

segmentation algorithms exhibits unstable segmentation results for both nor-

mal and abnormal dental mesh cases. In addition, these algorithms also cannot

predict fine-grained segmentation results near the boundary. To compensate

for the shortcomings of existing tooth segmentation methods, we propose a 3d

tooth segmentation method based on deep learning. Specifically, the clustering-

based instance segmentation algorithm is adopted to make our tooth segmen-

tation robust for both normal and abnormal dental mesh cases. Furthermore,

we proposed Boundary Aware Point Sampling, which helps our tooth segmen-

tation method predict fine-grained tooth segmentation results near the bound-

ary. Lastly, Contrastive Boundary Learning can induce our backbone network

to generate discernable features in the vicinity of the boundary. The experi-

ment results indicate that our tooth segmentation method outperforms existing

methods in terms of segmentation accuracy. Ablation studies demonstrate the

effectiveness of the several components adopted for 3d tooth segmentation.

Keywords: deep learning, 3d point cloud analysis, 3d dental mesh segmenta-

tion, medical data analysis
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Chapter 1

Introduction

Dental treatment is undergoing significant changes due to advancements in

electronic devices and software. All patient information has been digitized, and

software programs that can automatically process this information have been

developed. Dental mesh is a type of patient information that is used in orthodon-

tic and prosthodontic treatments. In the past, the dental mesh was acquired

through scanning a plaster cast that replicated the patient’s dental anatomy.

In recent times, acquiring dental mesh has become simpler with the advent

of intraoral 3D scanners, and the use of these dental meshes in dental treat-

ment has become more convenient. To utilize the dental mesh for treatment,

the dentist has to identify the tooth area in the dental mesh, but manual tooth

segmentation is a time-consuming process. Consequently, several automated or

semi-automated 3D tooth segmentation methods have been proposed.

Traditional 3D tooth segmentation method used general mesh segmentation

method([1], [2]). Wu et al. [3] proposed tooth domain-specific algorithms which

utilize the inherited property of tooth. Liao et al. [4] suggested a semi-automatic
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tooth segmentation algorithm, which is based on the theory of harmonic field to

detect partition boundaries. These methods were found to be unreliable when

applied to dental meshes that differed from the one considered in an algorithm

design phase.

As deep learning has achieved significant success in computer vision, numer-

ous deep learning-based 3d point cloud analysis methods have been proposed.

PointNet[5] is a pioneer work that directly processes point cloud with deep neu-

ral networks. Subsequently, several deep neural networks have been proposed,

including PointNet++[6], DGCNN[7], and Point Transformer[8]). Tooth seg-

mentation methods can leverage point cloud segmentation methods by sampling

the vertices of the dental mesh. For example, TSegNet[9] used the Pointnet++

backbone network for 3d tooth segmentation.

However, the existing deep learning-based tooth segmentation methods are

not well-established. These methods are not robust in abnormal dental cases,

which have missing teeth or braces. In addition, the variations in tooth shape

among individuals make difficulties during the training process of deep neural

networks. Moreover, the current approaches exhibit relatively low tooth seg-

mentation accuracy in the vicinity of the boundary between teeth and gingiva

or adjacent teeth.

In this paper, we propose a segmentation method suitable for automated

3d tooth segmentation with a sampling and learning approach to improve the

segmentation accuracy of the boundary part. First, we applied a point cloud

segmentation method based on PointGroup[10] to segment the teeth, based

on the fact that the teeth themselves have a cylinder shape that is easy to

group. Specifically, the offset of each sampled point from the center point of

the corresponding tooth is learned. Tooth segmentation is performed by clus-

tering the points that is moved according to their offset. In addition, to improve
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the segmentation accuracy in the vicinity of the boundary part, we proposed

a sampling technique to sample more points in the boundary part. Moreover,

Contrastive Boundary Learning[11] is used to learn discernable features in the

vicinity of the boundary. Experiments show that our proposed method outper-

forms other tooth segmentation methods. Furthermore, ablation studies show

the effectiveness of our proposed method.

1.1 Related work

1.1.1 Deep learning based 3d model analysis

Hanocka et al. [12] proposed MeshCNN that directly processes mesh with a

convolutional neural network which is designed specifically for edges. MeshCNN

was tested only with synthetic single objects rather than multiple real-world

objects. Therefore, this method is not suitable for dental mesh.

Several methods have been proposed to analyze the 3d point cloud. Su et

al. [13] proposed the MVCNN which is a pioneering work of multi-view based

point cloud analysis method. It makes a lot of synthetic projection views and

uses a 2d convolutional neural network for point cloud analysis. Maturana et

al. [14] converts point cloud to volumetric occupancy grid and utilized a 3d

convolutional neural network for dealing with 3d volumetric occupancy grid.

These two methods can exploit image processing methods that have been ac-

tively studied. However, information is lost in conversion from point cloud to

other representations.

Subsequently, techniques for directly processing point clouds were devel-

oped. Qi et al. [5] proposed PointNet which processes point cloud directly with

rotation and order invariant deep neural network. After that, Qi et al. [6] pro-

posed PointNet++ which is able to learn local features efficiently.
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Recently, there have been a number of studies to adopt the transformer

proposed in NLP for point cloud analysis. Guo et al. [15] and Engel et al .[16]

proposed the networks that leverage the Point Transformer encoder layer for

point cloud classification and segmentation tasks. These networks are difficult

to predict fine-grained segmentation mask due to their architecture. Zhao et al.

[8] introduced Point Transformer which is composed of vector attention layers.

It is state-of-the-art on open point cloud segmentation benchmark dataset[17]

because it can learn local information efficiently due to the inherent inductive

bias of its architecture.

For exploiting these point cloud processing methods, we sample vertices of

the original dental mesh to obtain a point cloud. The Features of the point cloud

are extracted with the Point Transformer network in our tooth segmentation

method.

1.1.2 3D point cloud instance segmentation

Instance segmentation is a task that detects the area of each known object.

Inspired by 2d image object detection methods, Hou et al. [18], Yang et al. [19],

and Shi et al. [20] proposed instance segmentation frameworks based on region

proposal methods. These methods detect the region in which each object exists

and then predict the fine-grained instance mask in the next step.

There are other methods that assume that the coordinates and features of

the points belong to the same object are similar. Wang et al. [21] proposed

SGPN network that groups each point which has similar features. Jiang et al.

[10], Zhong et al. [22], Vu et al. [23], and Chen et al. [24] designed a network

that predicts the offset between each point and the instance each point belongs

to. These methods are state-of-the-art on open point cloud instance segmenta-

tion benchmark dataset[17]. Therefore, we adopted a similar approach to Point
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Group[10] for our tooth segmentation method.

1.1.3 3D dental model segmentation

Recent developments in deep learning for computer vision tasks have motivated

researchers to adopt deep learning for 3d dental model segmentation. Xu et

al. [25] feed traditional geometric features of each triangle to the deep learning

model. Although there is a limit to performance in that it relied heavily on past

feature extraction methods, this method is meaningful because it is a pioneer

work to leverage deep learning. Zanjani et al. [26] proposed a tooth instance

segmentation framework named Mask-MCNet which is inspired by MaskRCNN

which is a 2d image instance segmentation method. Lia et al. [27] proposed

the graph-constrained learning module which is one of the graph convolutional

networks. Cui et al. [9] introduced TSegNet which first predicts centroids and

crops the point cloud around these centroids. Then, the segmentation module

of TSegNet takes these cropped point clouds and output instance masks of each

tooth instance. In addition to segmentation, Wu et al. [28] performed landmark

localization tasks. We introduce a tooth instance segmentation method based

on our proposed Tooth Group Network that is an end-to-end deep learning

method.
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Chapter 2

Proposed Method

2.1 Overview

We propose the tooth segmentation method that aims to segment the tooth

instance in a dental mesh and classify the tooth type of each tooth instance. As

shown in Fig. 2.1 (a), the tooth segmentation pipeline takes the dental mesh

and outputs the tooth instance labels for each vertex of the dental mesh. First,

the dental mesh is preprocessed(Chapter ??) and the sampled point cloud is

obtained by applying Farthest Point Sampling to the vertices of the dental

mesh. Each point in this sampled point cloud has 3d coordinates and nor-

mals. The Tooth Group Network(Chapter 2.2, Fig. 2.1 (b)) accepts the sampled

points and generates tooth instance labels and tooth type labels. After that,

points near the boundary between the teeth and the gingiva is additionally

sampled through Boundary Aware Point Sampling to obtain fine-grained tooth

instance labels(Chapter 2.3). Finally, the tooth type of each tooth instance can

be predicted by the tooth type labels generated from the Tooth Group Net-
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work(Chapter 2.4).

2.2 Tooth Group Network

The Tooth Group Network consists of two modules: the Point Group Module

and the Mask Refinement Module. Each module has a Point Transformer as

a backbone Network. In this section, we will provide a concise overview of

the backbone network, followed by detailed explanations for the Point Group

Module and the Mask Refinement Module.

Backbone network. The Tooth Group Network has the Point Transformer[8]

as a backbone network for extracting features. The Point Transformer is known

as the state-of-the-art backbone network for point cloud semantic segmentation.

It extracts local features more effectively compared to other semantic segmenta-

tion models like Pointnet++[6] or DGCNN[7], making it suitable for the tooth

segmentation task that requires fine-grained tooth instance labels. The struc-

ture of the Point Transformer we used is shown in Fig. 2.2. A sequence of Point

Transformer layers encodes the features of each point. Each layer of the Point

Transformer consists of a point Transformer block and a transition down/up

block. The Point Transformer block extracts features by applying vector self-

attention and position encoding to the input feature. The transition-down block

samples the input points of each layer to enable efficient operation. In order to

obtain features of all points, points are upsampled through interpolation in the

transition up layer. Multi-scale head[11] predicts offsets and tooth type labels

in the Point Group module while it predicts tooth-gingiva mask labels for the

Mask Refinement Module. The multi-scale head makes a more accurate pre-

diction than the naive mlp layer by exploiting the features of each decoder

layer.
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Figure 2.2: The entire architecture of the Point Transformer used in Point Group

Network. Sampled point cloud(n × 6) is fed into the Point Transformer in the

Point Group Module while cropped point cloud(c× n× 6) is fed into the Mask

Refinement Module. Here, n means sampled point number, and c means the

number of tooth instances in the dental mesh.

Point Group Module. Point Group Module has a similar process to Point

Group[10]. The pipeline of the Point Group Module is shown on the left side

of Fig. 2.1 (b). The backbone network of the Point Group Module takes the

sampled point cloud that contains coordinates and normals of n points. It pre-

dicts the tooth type labels and the offsets between each point and the center

point of the corresponding tooth instance. Then, the shifted point cloud is ob-

tained by moving each point according to offsets. Points that are predicted as

gingiva are filtered out from this point cloud. Points closer to each other in the

shifted point cloud are likely to belong to the same tooth instance. Therefore,
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Figure 2.3: After DBSCAN[29], we calculate the variance of each cluster. If

the variance of a certain cluster is more than 3 times higher than the average

variance of all clusters, it can be considered that two or more tooth instances

are clustered into one cluster. In this case, we applied the Mean Shift algorithm

to correct these erroneous clusters.

we obtain the tooth instance label of each point by clustering the shifted point

cloud with DBSCAN[29]. If there are some incorrectly predicted offsets or some

tooth instances are small, more than one tooth instance can belong to the same

cluster as you can see in Fig. 2.3. In this case, we compute the variances of

each cluster. If the variance of a cluster is more than 3 times higher than the

average variance of all clusters, it can be considered that two or more tooth in-

stances are clustered into one cluster. We applied the Mean shift algorithm[30]

to correct these erroneous clusters. The Point Group Module, which is based

on clustering, is robust due to the cylindrical shape of each tooth. We show this

in the ablation study(Chapter 3.4).

Mask Refinement module In order to obtain a more precise tooth seg-

mentation result, we introduced the Mask Refinement Module. As shown in the

10



Figure 2.4: (a) The red area means incorrect tooth instance labels while the

green area means correct tooth instance labels. (b) visualization of the concept

of Contrastive Boundary Learning[11]. Here, each color means ground truth

tooth instance label.

right part of Fig. 2.1 (b), the point cloud is cropped around each center point

of the predicted tooth instances. Then, each cropped point cloud is fed into the

backbone network of the Mask Refinement Module to predict the tooth-gingiva

mask. The tooth-gingiva mask is used to refine the tooth instance labels pre-

dicted in the Tooth Group Network. The Mask Refinement Module benefits

from a cropping process that enables it to exploit more local information, in

contrast to the Point Group Module which operates on the entire dental mesh.

We also show the effectiveness of the Mask Refinement Module in the ablation

study(Chapter 3.4).

Contrastive Boundary Learning The red area in Fig. 2.4 (a) means in-

correct tooth instance labels while the green area means correct tooth instance

11



labels. As you can see in this figure, most erroneous tooth instance labels occur

at the boundary between adjacent teeth or between teeth and gingiva. This

result indicates that the neural network is having difficulty in accurately classi-

fying tooth instance labels near the boundary. So, inspired by [11], we adopted

Contrastive Boundary Learning to help our decoder layers predict contrastive

features near the boundary. As shown in Fig. 2.4 (b), Contrastive Boundary

Learning makes the features of the neighboring points with different labels dis-

tinct from one another. Conversely, neighboring points with the same labels

are encouraged to have similar features. The Contrastive Boundary Learning

is achieved by training the network with contrastive boundary loss, Lcbl. It is

defined as follows.

Lcbl =
−1

|Bl|
∑
xi∈Bl

log

∑
(xj∈Ni)∧(lj∈li)

exp(−d(fi, fj)/τ)∑
xk∈Ni

exp(−d(fi, fk)/τ)
(2.1)

Here, fi refers to the feature of xi and Bl denotes boundary points. We consider

certain points as boundary points if they have any different labels within their

k neighbors. Note that only the boundary points are affected by contrastive

boundary learning. Total loss for training Tooth Group Network The

Tooth Group Network utilizes the following losses to train the model.

LTotal = LPGM off + LPGM type + LPGM cbl + LMRM mask + LMRM cbl (2.2)

Point Group Module is trained using LPGM off , LPGM type and LPGM cbl.

LPGM off is regression loss to predict the offsets between the points and the

corresponding center points. LPGM type is cross entropy loss used to generate

the tooth type label of each point. In Mask Refine Module, the network learns

the masks of the tooth and gingiva with LMRM mask. LPGM cbl and LMRM cbl

are the contrastive boundary loss that is applied to Point Group Module and

Mask Refine Module, respectively.
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Figure 2.5: The red points represent the sampled points obtained using the

Farthest Point Sampling, while the green points correspond to the unsampled

points. It can be inferred that we cannot obtain smooth tooth instance seg-

mentation result if we only predict the tooth instance labels of the sampled

points, because there are many unpredicted and unsampled points around the

boundary.

2.3 Boundary Aware Point Sampling

Because of the limited memory of GPU, we sampled the vertices of the dental

mesh. However, all the instance labels of the dental mesh's vertices have to be

predicted to obtain the final tooth segmentation result. Therefore, we cannot

obtain the fine grained tooth instance labels in the vicinity of the boundary if

we only predict the tooth instance labels of the points sampled via Farthest

Point Sampling(see Fig. 2.5). In order to solve this problem, we propose the

Boundary Aware Point Sampling. It is the point sampling method which sam-

ples more points near the predicted boundary. As shown in Fig 2.1 (a), we

first obtain the tooth instance labels by feeding the points sampled by Farhest

Point Sampling into the Tooth Group Network. Then, we identify the bound-

ary area where predicted tooth instance labels change. The points around the

13



estimated boundary are sampled via Boundary Aware Point Sampling. After-

ward, the sampled points are given as input to the Tooth Group Network. The

tooth instance labels of the network output are more precise in the proximity

of the boundary. We combine the predicted tooth instance labels obtained from

both Farthest Point Sampling and Boundary Aware Point Sampling. The labels

of the unsampled vertices are predicted the same as the labels of the nearest

sampled vertices.

2.4 Tooth type classification

We classified the eight types of teeth based on the FDI Dental Numbering

System from Central Incisior to Third Moral[31]. As can be seen in Fig. 2.1

(b), the Point Transformer in the Point Group Module outputs tooth type

labels that can identify which tooth type each point belongs to. The tooth type

of each tooth instance is defined as the most frequently occurring tooth type

labels within that instance.

2.5 Training details

We use Stochastic Gradient Descent (SGD) as the optimizer during the network

training process. The weight decay parameter is set to 1e-4 and the momentum

parameter is set to 0.9. We use the cosine decay scheduler with an initial learn-

ing rate of 1e-1 and a minimum learning rate of 1e-5 during training. The batch

size is 1 due to GPU memory limit. The hyperparameters of the Point Trans-

former network are the same as [11]. We trained the network for 40 epochs.

To address the lack of data, we adopted augmentation techniques including

random rotation (between -30 to 30 degrees), random scaling (between 0.85 to

1.15), and random translation (between -0.2 to 0.2). We set the sample point

14



number n to 24000 for both Farthest Point Sampling and Boundary Aware

Point Sampling. In Boundary Aware Point Sampling, 4000 points are sampled

by Farthest Point Sampling and 20000 points are sampled in the vicinity of

the boundary. If any of the 30 neighboring points of each point has a different

label, it is considered as a boundary. The number of points in the cropped point

cloud for Mask Refinement Module is 3072. For contrastive boundary loss, the

temparature parameter τ is set to 1, and the neighborhood number k is also

set to 24.

15



Chapter 3

Experimental Results

3.1 Dataset

We used the data provided by the MICCAI challenge[32] for the experiment.

There are many cases that have missing teeth or braces in this dataset. Each

case is composed of maxillary and mandibular meshes with 117415 vertices and

234700 faces on average. Out of 600 cases, 510 cases are used for training and

90 cases are used for testing tooth segmentation methods.

3.2 Evaluation metrics

To measure the performance of the tooth segmentation methods, we used the

following three metrics.

Intersection over Union(IoU)

IoU =
|Lgt ∩ Lpred|
|Lgt ∪ Lpred|

(3.1)

The Intersection over Union is commonly used to evaluate the performance of

16



segmentation algorithms, and this formula is modified for the tooth segmenta-

tion algorithm. Here, Lgt represents the ground truth instance labels of vertices,

and Lpred represents the predicted instance labels obtained through the tooth

segmentation network.

Boundary Intersection over Union(BIoU)

BIoU =
|Lb gt ∩ Lb pred|
|Lb gt ∪ Lbpred|

(3.2)

As discussed in Chapter 2.2 and 2.3, there are many incorrect tooth instance

labels around the boundary. However, the boundary area is much smaller than

the entire tooth area. Thus, we cannot effectively evaluate the accuracy of the

predicted tooth instance labels near the boundary with the IoU we described

earlier. Hence, the BIoU metric is introduced to assess the precision of the

tooth instance labels. BIoU uses the same formula as IoU while BIoU uses

the tooth boundary labels instead of tooth instance labels. The label of each

vertex is considered as the boundary vertex if one of the neighbor vertices has

different label.

Tooth type classification accuracy

This score evaluates the tooth type classification accuracy. As mentioned earlier,

the teeth can be categorized into 8 different types.

3.3 Comparison with other methods

We compare our tooth segmentation method with other methods to assess the

performance of our method.

Details for comparing methods We adapt existing point cloud seg-

mentation methods such as PointNet[5], PointNet++[6], DGCNN[7] and Point

Transformer[8] to perform tooth segmentation. Specifically, the point cloud sam-

pled from the vertices is fed into the listed networks, and we extract the features
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Figure 3.1: Qualitative comparison results.
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Method
Metrics

IoU(%) BIoU(%) CLS(%)

PointNet[5] 78.38% 10.33% 92.63%

PointNet++[6] 89.27% 27.33 96.54%

DGCNN[7] 88.28% 26.34% 95.54%

Point Transformer[8] 91.09% 38.47% 97.08%

TSegNet[9] 91.87% 40.47% 97.58%

Ours w/o boundary learning 93% 44.18% 98.67%

Ours 95.99 % 62.3% 98.67%

Table 3.1: Quantitative comparisons on the test dataset.

of each point. We input the extracted features into the segmentation head to

obtain the label for each point in the point cloud. These networks are trained

by the cross entropy loss. For unsampled vertices, we assign labels based on the

label of the nearest sampled vertex. For a fair comparison, we adjust the num-

ber of the network parameters to 8M approximately which is also the number

of the backbone network parameters of the Tooth Group Network. In addi-

tion, we compare our method with TSegNet[9]. TSegNet is proposed for the

tooth segmentation task. We have chosen this paper for its demonstration of

the method's performance using over 1000 dental cases, which is larger than

any other papers in this field. The TSegNet's centroid prediction module uses

an offset regression method to predict the center point of each tooth instance.

Then, it crops the dental mesh around each center point, and the cropped point

cloud is input to the tooth segmentation module. We have implemented TSeg-
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Net as described in [9]. The unsampled vertices are predicted using the similar

method described above.

Comparison results We quantitively and qualitatively compare the per-

formance of our tooth segmentation method with other methods. Due to the ad-

ditional points sampled via Boundary Aware Point Sampling, our method takes

a long time and uses more GPU memory compared to other methods. Therefore,

we also evaluate a variation version of our tooth segmentation method without

the Boundary Aware Point Sampling for a fair comparison. As shown in Table

3.1, our method without Boundary Aware Point Sampling outperforms other

methods in terms of all of the metrics. This means that our method is better

suited for the tooth segmentation task than other networks, not simply because

it samples more points, but because it is more efficient for the tooth segmenta-

tion task. After applying Boundary Aware Point Sampling, our method showed

significantly better performance than other networks. Furthermore, our method

has higher tooth type classification accuracy than other methods. Figure 13.3

shows a visual comparison of our method with other tooth segmentation meth-

ods.

3.4 Ablation studies

We conducted extensive experiments to evaluate the effectiveness of each com-

ponent in the Tooth Group Network.

Effectiveness of Boundary Aware Point Sampling As shown in Table

3.2, the IoU score increases to 2.99% when more points are sampled via Bound-

ary Aware Point Sampling. In particular, the BIoU score, which is adopted to

evaluate the boundary segmentation accuracy, increases to as much as 20.12%.

This result demonstrates that the Boundary Aware Point Sampling achieves
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Method
Metrics

IoU(%) BIoU(%) CLS(%)

Ours w/o Boundary Aware Point Sampling 93% 44.18% 98.67%

Ours w/o Tooth Group Module 93.36% 55.44% 98.1%

Ours w/o Mask Refinement Module 95.08% 59.51% 98.67%

Ours w/o Contrastive Boundary Learning 95.36% 61.3% 98.67%

Ours 95.99 % 62.3% 98.67%

Table 3.2: Results of Ablation studies.

the purpose to increase the tooth instance label accuracy in the vicinity of the

boundary. As can be seen in the Fig. 3.2, we can obtain the smooth tooth

instance labels using Boundary Aware Point Sampling.

Effectiveness of Tooth Group Module The tooth instance segmenta-

tion can be executed without the Tooth Group Module. Instead of predicting

the offset between a point and its corresponding tooth instance center point,

tooth instance labels can be predicted directly by feeding the output features

of the Point Transformer into a segmentation head trained with cross-entropy

loss. When the tooth instance labels are predicted using the segmentation head

instead of the Tooth Group Module, there is a significant decrease in both IoU

(by 2.64%) and BIoU (by 6.9%)(Table 3.2. This suggests that the Tooth Group

Module is crucial for accurate tooth instance segmentation. As mentioned ear-

lier, the clustering-based method is robust because of the cylinder shape of the

tooth instance, which can be clustered even without any predicted offset to

some extent. As shown in Fig. 3.3, the tooth instance segmentation accuracy is

increased near the boundary between adjacent teeth.

Effectiveness of Mask Refinement Module We conducted an ablation
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Figure 3.2: Visualization of the tooth segmentation results with or without

Boundary Aware Point Sampling.

study to assess the efficacy of the Mask Refinement Module. The Tooth Group

Network is compared with the modified network that has the same condition

except for Mask Refinement Module. Upon removing the Mask Refinement

Module, the results indicate a decrease in IoU to 0.91% and BIoU to 2.7%,

as shown in 3.2. As illustrated in the left part of Fig. 3.4, our approach yields

accurate results in cases with missing or extracted teeth. As depicted in the right

segment of Fig. 3.4, Mask Refinement Module utilizes local features enabling

the Tooth Group Network to segment the teeth and gingiva.

Effectiveness of Contrastive Boundary Learning The performance

comparison results of the Tooth Group Network with or without Contrastive

Boundary Learning or not are presented in Table 3.2. The IoU is increased by

0.6% and BIoU is increased by 1% through the use of Contrastive Boundary

Learning. Fig. 3.5 illustrates the effectiveness of Contrastive Boundary Learn-
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Figure 3.3: Visualization of the tooth segmentation results with or without

Tooth Group Network.

ing. Contrastive Boundary Learning can improve instance segmentation perfor-

mance in the vicinity of the boundary.

3.5 robustness to abnormal case

To evaluate the robustness of our tooth instance segmentation method, we con-

ducted tests on abnormal cases. The results presented in Fig. 3.6 (a) and (b)

demonstrate the robustness of our tooth segmentation method in cases of abnor-

mal tooth arrangements due to missing or misaligned teeth. In addition, Ours

can perform robustly even if there is an unpredictable noisy gingiva area(Fig.

3.6 (c)) or there are teeth equipped with braces(Fig. 3.6 (d)).
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Figure 3.4: Visualization of the tooth segmentation results with or without

Mask Refinement Module.

25



Figure 3.5: Ablation study for Boundary Aware Point Sampling.
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Figure 3.6: Abnormal dental cases. (a) missing teeth. (b) misaligned teeth. (c)

raw dental mesh without preprocessing. (d) Teeth equipped with braces.
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Chapter 4

Discussion

Tooth segmentation methods cannot reliably perform if the dental mesh differs

significantly from the assumed normal mesh. It also has limitations in improving

accuracy because only part of the points are sampled due to the GPU memory

limitations. Although we adopted several components to address these issues,

there remain opportunities for further improvement.

The processing time for each sampling and clustering exceeds 1

second. It is longer than the inference time for the backbone network(Point

Transformer[8] which takes less than 200ms for processing 24000 points. Sam-

pling and clustering algorithms are currently implemented to use CPU. There-

fore, it can be optimized if we implement the same algorithms using GPU.

The tooth classification of third morals(wisdom tooth) is another

limitation. Out of 600 dental cases, only 6 dental cases have third molars. Be-

cause deep learning networks have to be trained with a lot of data, it can be

inferred that the network cannot predict third morals reliably. One possible so-

lution to address this issue could be to adopt weighted cross entropy loss in the
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training process or provide additional third moral dental cases. Other solutions

could be to incorporate domain-specific knowledge about Dentistry.

The limited availability of diverse labeled dental datasets hampers

the improvement of the deep learning-based approach. There are a lot of dif-

ferent types of 3D dental scanners, and the appearance of the inside of the

oral cavity or teeth varies greatly among individuals. Thus, there are signifi-

cant differences between the scanned dental meshes. Our algorithm can help

the process of acquiring labeled scanned data.
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Chapter 5

Conclusion

In this work, we propose a robust and accurate tooth segmentation method.

We utilized a clustering-based tooth instance segmentation method, which pre-

dicts the offset between each point and its corresponding tooth center point.

Contrastive boundary learning is introduced for our network to generate more

distinctive features near the boundary. Moreover, we propose the Boundary

Aware Point Sampling to sample more points in the vicinity of the boundary.

Our method has higher MIoU and tooth type classification accuracy compared

to other tooth instance segmentation methods. Notably, we observed a signif-

icant improvement in the BIoU score, which is used to evaluate the accuracy

of tooth segmentation along the boundary. Several ablation studies verified the

effectiveness of each component. Furthermore, we demonstrated that our tooth

segmentation method can perform in abnormal dental cases. The dentist can

work efficiently with our method because of the smoothed segmentation result

near the boundary between adjacent teeth and or teeth and gingiva.
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초록

치과에서 환자의 치아를 교정하거나 수복하는 치료에 대한 계획을 세우기 위해,

치기공사들은 CAD 툴을 이용하여 3차원 구강 스캐너를 통해 수집된 치아 매시

데이터에서 각 치아 영역을 분리해야 한다. 3차원 치아 매시 데이터에서 각 치아

를 분리해내는 일은 시간이 많이 소요되는 작업이며, 이를 보완하기 위해 자동/

반자동 치아 분할 알고리즘이 연구됐다. 하지만, 이전까지 제안된 알고리즘들은

상실된 치아가 있는 경우나 교정기가 부착되어있는 경우 등 특이 케이스에 대해

잘 동작하지 않는 경우가 있었으며, 평범한 구강 스캔 데이터라도 불안정한 분

할 결과를 내놓는 경우가 많았다. 또한, 치아와 잇몸 사이의 경계나 치아와 치아

사이의 경계와 가까운 부분에서 잘못된 분할 결과를 내놓는 경우가 많았다.

본 논문에서는 기존 치아 분할 알고리즘의 단점을 보완하기 위한 인공지능

네트워크를 제안한다. 구체적으로, 클러스터링 방식의 인스턴스 분할 방법을 적

용하여 상실 치아가 있는 경우나 교정기가 부착된 케이스 등 다양한 케이스에서

올바른 치아 분할 결과를 도출할 수 있도록 네트워크를 구성하였다. 그리고, 대조

경계 학습을 적용하여 치아와 치아사이의 경계와 치아와 잇몸 사이의 경계 부분에

서치아분할성능을높였다.또한,경계인식포인트샘플링기법을제안하고,이를

이용해 경계 부분에서 더 많은 매시의 정점을 샘플링함으로써 치아 분할 성능을

높였다.

본 논문에서 제안한 치아 분할 방법이 기존에 제안된 다른 방법보다 더 좋은

성능을 가짐을 실험적으로 확인하였다. 또한, 추가 실험을 통해 우리가 치아 분할

알고리즘에 도입한 각 요소들이 효과가 있음을 보였다.

주요어: 딥러닝, 3차원 포인트 클라우드 분할, 3d 구강 스캔 데이터 분할, 의료 데

이터 분석

학번: 2021-26211
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