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Abstract

As conversational agents become increasingly popular for their ability to pro-

vide abundant factual knowledge, it is important that those agents also possess

the capability to process rich social information. In this dissertation, we work

towards improving conversational agents’ social cognition and their awareness

of various social commonsense.

In the first part, we introduce methods for improving the response gen-

eration of machine agents by drawing inspiration from social cognition and

pragmatics. We propose novel decoding methods based on the Rational Speech

Acts framework, which enable existing conversational agents to become more

consistent and focused on the interlocutor’s utterances.

In the second part, we demonstrate how to construct conversation datasets

infused with social commonsense knowledge. In particular, we examine the pos-

itivity bias in existing dialogue datasets and introduce ProsocialDialog to

counterbalance it and make conversational agents more prosocial against prob-

lematic user inputs. Additionally, we present Soda to significantly improve the

quality and scale of existing dialogue datasets using a large language model and

a commonsense knowledge graph.

We conclude this thesis by discussing the contributions and promising future

directions towards improving the social competence of conversational agents.

Keywords: Deep Learning, Natural Language Processing, Open-domain Dia-

logue, Social Cognition, Social Commonsense

Student Number: 2019-26362
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Chapter 1

Introduction

Everyday, we humans engage with the world by processing information of our-

selves, others, and society. Such information plays a critical role in our everyday

lives, helping us to communicate effectively, build relationships, and navigate

complex social interactions [20]. For example, how would a person feel if a friend

complimented their party outfit? Would they still appreciate the comment if

they knew their friend didn’t truly believe it? What if the friend helped choose

the clothing together? What might the friend be thinking? These predictions

depend on a range of social factors, including personality, cultural norms, and

contextual background information [21].

Therefore, to make AI agents expand beyond their current role as a con-

versational factual knowledge base and interact more broadly with humans in

real-world scenarios, they must possess a crucial set of skills – (1) social cogni-

tion and (2) social commonsense. (1) Social cognition refers to the higher-level

cognitive processes that enable us to perceive, interpret, and understand social

information, hence helping us navigate complex social interactions effectively
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[22]. This includes the ability to recognize social cues, understand emotions,

make judgments about people and situations, and taking the perspective of

others’ mental states. (2) Social commonsense, on the other hand, refers to the

implicit general knowledge and assumptions that people possess about the so-

cial world and social interactions, based on their experiences and observations

[23]. This includes things like being aware of moral norms, knowing how to

behave in different social situations, and being able to predict how others will

behave in response to different stimuli.

Despite neural conversational AI agents significantly transforming the way

people acquire factual and technical knowledge (e.g., history, science, program-

ming) [24], such social information processing and social knowledge still remains

to be solved [25]. For example, they are prone to inconsistency with their given

persona [26], have difficulty inferring and tracking others’ mental states [25], and

lack social norm understanding [27]. This thesis takes several steps towards in

improving conversational agents with social competence to safely interact with

users in a diverse range of social scenarios.

1.1 Thesis Overview

This thesis is organized into two parts. In Part I, we introduce how to guide

the response generation of neural conversational agents to be more consistent

and focused via approaches inspired by social cognition and pragmatics.

• Chapter 3: Improving Persona Consistency via Pragmatic Self-

Consciousness. We address the issue of persona inconsistency in neural

conversational agents without requiring additional consistency-related la-

bels or modules. Unlike existing methods that use additional training

with Natural Language Inference (NLI) labels or modules, our approach
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leverages social cognition and pragmatics to imbue conversation agents

with public self-consciousness via an imaginary listener. Our approach,

based on the Rational Speech Acts framework [28] from computational

pragmatics, significantly reduces contradiction and improves consistency

in existing conversation models.

This work is published in:

[26] Hyunwoo Kim, Byeongchang Kim, Gunhee Kim. Will I Sound Like

Me? Improving Persona Consistency in Dialogues through Pragmatic Self-

Consciousness. EMNLP 2020.

• Chapter 4: Improving Empathy by Focusing on Emotion Causes

via Perspective-taking . To better express empathy in conversations,

rather than giving generic responses, we show that addressing two key

challenges is effective: identifying the word that indicates the cause of

the other’s emotion and reflecting those specific words in the response

generation. Previous methods for recognizing emotion cause words re-

quire sub-utterance level annotations, which can be demanding. Inspired

by social cognition, we leverage a generative estimator to infer emotion

cause words from utterances without word-level labels. Additionally, we

introduce a novel method based on pragmatics to help dialogue models

focus on specific words during generation. Our method is applicable to

any conversation models without additional training, and we show that

it improves the empathetic responses of multiple models.

This work is published in:

[29] Hyunwoo Kim, Byeongchang Kim, Gunhee Kim. Perspective-taking

and Pragmatics for Generating Empathetic Responses Focused on Emo-

tion Causes. EMNLP 2021.
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In Part II, we tackle the problem of data bias and scarcity in the machine

dialogue field by incorporating social commonsense knowledge datasets and

pre-trained large language models.

• Chapter 5: Improving Prosociality with Constructive Negative

Feedback based on Social Norms. To tackle the problem of inappro-

priate responses by conversational agents to unsafe user inputs, we present

ProsocialDialog– the first large-scale dataset for training conversa-

tion models to respond to problematic content following social norms.

Developed via a human-AI collaborative framework, ProsocialDialog

covers a diverse range of unethical, problematic, biased, and toxic situa-

tions, and includes responses grounded in commonsense social rules (i.e.,

rules-of-thumb). We also introduce a dialogue safety detection module,

Canary, which generates rules-of-thumb based on conversational context,

and a socially-informed dialogue agent, Prost. Our experiments show that

Prost generates more socially acceptable dialogues than state-of-the-art

language and dialogue models, while Canary guides off-the-shelf language

models to generate significantly more prosocial responses.

This work is published in:

[27] Hyunwoo Kim*, Youngjae Yu*, Liwei Jiang, Ximing Lu, Daniel

Khashabi, Gunhee Kim, Yejin Choi, Maarten Sap. ProsocialDialog:

A Prosocial Backbone for Conversational Agents. EMNLP 2022.

• Chapter 6: Improving Generalizability via Million-scale Dia-

logue Distillation with Social Commonsense. Data scarcity has

been a long standing issue in the field of open-domain social dialogue.

To quench this thirst, we present Soda: the first publicly available,

million-scale high-quality social dialogue dataset. By contextualizing so-

6



cial commonsense knowledge from a knowledge graph, we are able to

distill an exceptionally broad spectrum of social interactions from a large

language model. Human evaluation shows that conversations in Soda

are more consistent, specific, and (surprisingly) natural than those in

prior human-authored datasets. Using Soda, we train Cosmo: a

generalizable conversation model that is significantly more natural and

consistent on unseen datasets than best-performing conversation models

(e.g., GODEL, BlenderBot, Koala, Vicuna). Experiments reveal Cosmo

is sometimes even preferred to the original human-written gold responses.

Additionally, our results shed light on the distinction between knowledge-

enriched conversations and natural social chitchats. We plan to make our

data, model, and code public.

This work is published in:

[30] Hyunwoo Kim, Jack Hessel, Liwei Jiang, Peter West, Ximing Lu,

Youngjae Yu, Pei Zhou, Ronan Le Bras, Malihe Alikhani, Gunhee Kim,

Maarten Sap, Yejin Choi. SODA: Million-scale Dialogue Distillation with

Social Commonsense Contextualization. arXiv 2022.

We conclude this thesis in Chapter 7 by summarizing the contributions and ex-

citing future directions towards conversational systems with better social cog-

nitive capabilities and commonsense.
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Chapter 2

Background

We outline the literature related to various aspects of the machine dialogue

field.

2.1 Preliminary

2.1.1 The Sub-fields of Machine Dialogue

The field of machine dialogue can be broadly divided into two sub-fields: open-

domain dialogue and task-oriented dialogue [31].

Open-domain Dialogue. The sub-field of open-domain dialogues focuses on

developing conversational agents that can engage in open-ended conversations

with users on a wide range of topics [32]. The goal is to create chatbots that can

mimic human-like conversations and provide users with an engaging experience

[33]. Open-domain dialogue models do not have a specific task to accomplish

but aim to provide natural human-like responses. As a result, existing works
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introduced diverse aspects of human conversation such as persona [1], empathy

[14], knowledge [34], commonsense [30], and social norms [27].

Task-oriented Dialogue. The sub-field of task-oriented dialogue focuses on

developing conversational agents to assist users in accomplishing specific tasks,

such as making a reservation at a restaurant or providing customer support

[35, 36]. The objective is to create chatbots that can effectively communicate

with users to complete a task in an efficient manner, providing quick and helpful

responses [37]. Thus, task-oriented dialogue systems tend to be more focused,

specialized, and context-specific than open-domain dialogue systems. Related

tasks include intent recognition [38] and dialogue state tracking [39].

Recent Trend. Recently, knowledge-grounded dialogues are increasingly gain-

ing attention because of large language model-based conversational agents [24].

Initially, the domain of knowledge-grounded dialogues were limited to Wikipedia

or news corpus and was seen as a sub-area of open-domain dialogues [34]. How-

ever, with the advancement on large-scale language model-based conversational

agents, the limit has now been removed. Users request the models with exten-

sive range of knowledge-required tasks, such as recommending recipes, writing

essays for economic issues, solving math and science tests, and even writing

complex codes for programs. As these models can now deal a wide range of

goal-oriented tasks, the line between open-domain dialogues and task-oriented

dialogues are becoming ambiguous. As a result, we speculate that the dialogue

field will now need a different perspective for dividing its sub-fields, such as

social dialogue vs. goal-oriented dialogue.

In this thesis, our focus is on open-domain dialogues where social cognition

and commonsense is more needed to cope with a wide range of social scenarios
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compared to task-oriented dialogues.

2.1.2 Types of Neural Dialogue Models

Neural dialogue models or conversational agents can be classified into two fam-

ilies: retrieval-based and generative [31].

Retrieval-based models respond to user’s messages by selecting an appro-

priate response from a pre-existing set of responses of a corpus [40]. These

models can output responses fast, but they lack the ability to generate new

responses beyond what is already available in the given corpus.

Generative models use deep learning techniques such as recurrent neural

networks and transformers to generate responses [4]. Unlike retrieval-based

models, generative models have the ability to generate (or decode) novel re-

sponses based on the context and input provided by the user. They learn from

a large corpus of text data and can produce more natural and engaging conversa-

tions. However, they require a large amount of training data and can sometimes

produce irrelevant or inappropriate responses.

This thesis mainly focuses on enhancing generative conversational agents by

leveraging decoding methods to control the generation process and constructing

large-scale datasets for training.

2.1.3 Training and Response Generation

Neural conversational agents typically take the concatenation of past utter-

ances from both the model and the user as an input sequence. Depending on

the task, some agents also take in additional information such as situation de-

scriptions [30], instructions [41], and commonsense knowledge [42]. Given the
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input, the models are trained to output the next utterance, which are sequence

of words. Recent works also adopt the language modeling objective for training

conversational agents and train them to predict the next word [24].

2.1.4 Evaluation of Conversational Agents

Assessing the performance of conversational agents is a challenging task [43].

In the past, many studies utilized automatic language metrics like perplexity,

BLEU score, and ROUGE score. These metrics compare the agent’s responses

to the ground-truth responses. However, relying solely on these metrics may

not always reflect the human perception of the agent’s quality [44]. As a result,

human evaluation is considered the gold standard for evaluating conversational

agents, despite being time-consuming and costly. This involves having human

judges rate the agent’s responses based on criteria like engagingness, coherence,

consistency, specificity, and overall quality [33]. Human evaluation for compar-

ing two agents is still an open problem [45].

2.2 Related Work

2.2.1 Applying Pragmatics to Text Generation

People rely on various contextual factors to enhance the meaning of their speech

beyond what is explicitly stated, making language highly dependent on context

[46]. Pragmatics is a branch of linguistics that studies how people use language

in context to convey meaning [47]. It is an interdisciplinary field, drawing on

insights from linguistics, psychology, and many other areas.

Among various approaches in pragmatics, this thesis focuses on a derived

approach of pragmatics [48]: the rational speech acts (RSA) framework. The

RSA framework [28] views communication as a recursive process where speakers
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reason about each other in Bayesian fashion. It has improved informativeness in

a number of NLP tasks, including reference games [48], image captioning [49, 50,

51], instruction following [52], navigating [53], translation [54], summarization

[55] and referring expression generation [56].

However, its application to the dialogue domain remains understudied. In

Chapter 3 and 4, we explore how the RSA framework can be adopted in dialogue

agents to alleviate the inconsistency problem and improve empathy. We further

extend the framework by making the distractor selection as a learnable process

and propose an approach that can control the models to focus on targeted words

from the given input. More details of the RSA framework can be found in §3.3.1

and §4.3.1.

2.2.2 Endowing Persona and Improving Consistency

Making conversational agents more humanlike is the long-term goal in machine

dialogue agents. As personality is one of the consistent traits that define hu-

mans, endowing personas to conversational agents is a must. Early work of

[57] learns personas in embeddings. [1] releases the PersonaChat dataset, a

chitchat dialogue set involving two interlocutors each playing their given per-

sona described with four or five sentences. [10] uses meta-learning to adapt to

new personas with few dialogue samples. [58] uses reinforcement learning to

enhance mutual persona perception.

Recent works use extra modules or NLI labels to improve consistency.

[59] fills generated templates, and rank with a language model. [60] uses self-

supervised feature extractors for generation. [9] annotates NLI labels to the

PersonaChat dataset. They train an NLI model and run pairwise comparison

between candidates and persona to compute contradiction scores. The NLI ap-

proach is applied for coherence evaluation [61], rewards to reinforcement learn-
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ing agents [62], finding inconsistent words [63], and unlikelihood training [64].

They require NLI labels on the target dialogue dataset; otherwise, sharp de-

crease in performance is observed, due to mismatch of data distribution [9].

Such dataset-specific NLI annotations and training NLI models can be costly

and time-consuming.

Compared to previous methods, the novelty of our approach in Chapter 3

is to improve consistency without NLI labels and extra modules.

2.2.3 Displaying Empathy and Recognizing Emotion Causes

It is also important for conversational agents to go beyond their given persona

and consider others’ emotional states in order to respond appropriately.

Incorporating user sentiment is one of early attempts for empathetic con-

versation generation [65, 66]. [14] collect a large-scale English empathetic di-

alogue dataset named EmpatheticDialogues. The dataset is now adopted in

other dialogue corpus such as DodecaDialogue [67] and BST [8]. As a result,

pre-trained large dialogue agents such as DodecaTransformer [67] and Blender

[4] now show empathizing capabilities. Empathy-specialized dialogue models are

another stream of research. Diverse architectures have been adopted, including

emotion recognition [68], mixture of experts [69], emotion mimicry [70] and

persona [71]. [13] use lexicon to extract emotion-related words from utterances

and feed them to a GAN-based agent.

In Chapter 4, we aim to improve both pre-trained large dialogue agents

and empathy-specialized ones by making them focus on emotion cause words

in context.

There are existing tasks in NLP for predicting the emotion causes from

utterances. The emotion cause extraction (ECE) task predicts causes in text

spans, given an emotion. Cause spans have been collected from Chinese mi-

13



croblogs and news [72, 73], English novels [74], and English dialogues [11]. [75]

propose a task of extracting pairs of both emotion and its cause spans. Previous

works tackle these tasks via supervised learning with question-answering [76],

joint-learning [77], co-attention [78], and regularization [79].

Compared to those tasks, we recognize emotion cause words with no word-

level labels using a generative estimator in Chapter 4. Our method does not

require word-level labels other than the emotion labels of the whole sentences.

We then generate more specific empathetic responses focused on them.

2.2.4 Ensuring Dialogue Safety

The dialogue safety field focuses on making conversational agents avoid gener-

ating problematic responses (e.g., hate speech, habitually agreeing to dangerous

responses) [80]. Recent neural conversational agents are often trained on large

corpus collected from the internet (e.g., Reddit). As a result, they may learn

undesirable behaviors, such as biased, unethical, or harmful language [81].

Most existing dialogue safety work has focused on detecting problematic

contexts or responses, often using binary or ternary labels [82, 83]. To detect

potential safety issues in agent responses, [16] develop classifiers to detect when

an agent agrees with toxic content. Combining this stance classifier with other

detection tools, [84] create a suite of classifiers to assess safety concerns. [85]

collect fine-grained context and utterance-level safety labels. Other works lever-

age these safety labels to make conversational agents generate better responses

[86, 87, 81].

More recently, several works have introduced strategies to respond to prob-

lematic context with canned non-sequitars [88], control for steering away from

toxicity [16], and apologies [89]. In contrast, in Chapter 5, we directly address

the task of responding to unsafe content through a dataset of conversations
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where a speaker disagrees with problematic utterances, using safety labels and

social norms (RoTs). In Chapter 5, we introduce the first large-scale multi-turn

dialogue dataset focusing on prosocial feedback to unethical and toxic contexts.

2.2.5 Methods for Creating Dialogue Datasets

Conventionally, dialogue datasets have been created by humans. They gen-

erally derive from one of the four sources: (1) Online learning websites and

textbooks [7] for beginners which may lack complex language usage. (2) Movie

and drama scripts [90] that are less natural compared to day-to-day scenarios.

(3) Crowdsourcing [14, 91, 92]: potentially prone to collecting responses that

are somewhat short or dull due to incentive misalignment between researchers

and crowdworkers [93]. (4) Noisy web interaction, such as Reddit comments

[94] and Twitter [95]; while widely used in dialogue agent pretraining stage due

to their scale, these may represent different conversational frames compared

to dyadic conversations. Moreover, as these are unfiltered conversations, their

use surfaces a complex set of ethics and bias considerations. Soda, which is

introduced in Chapter 6, contributes meaningfully to the suite of existing cor-

pora via improved scale, quality, contextualization, and diverse commonsense

knowledge.

Recently, several studies have used pre-trained large-scale language models

to augment dialogue datasets. [96] and [97] use GPT-J [98] to augment responses

for emotional support conversations and understanding tasks, respectively. [99]

trains a pseudo-labeler to increase the out-of-domain generalization of dialogue

models. [100] uses counterfactual reasoning to alter the semantics of responses

and collect new ones. [27] proposes a human-machine collaborative framework,

where a worker and GPT-3 [101] take turns. [102] builds Blended Skill BotsTalk

by letting multiple agents grounded in target skills engage for multi-skill dia-
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logues. GPT-3 has also been used to help simulate task-oriented dialogues [103]

on a small scale. Others also augment dialogues with additional annotations –

e.g., commonsense inferences [93] or task-specific labels [104, 97].

Compared to existing works, we are the first to contextualize commonsense

knowledge graphs for generating narratives and derive full conversations from

scratch in a significantly large-scale. This allows us to encompass an exception-

ally broad spectrum of social interactions, rather than adding new responses or

annotations to existing dialogues (Chapter 6).

16



Part I

Social Cognition-inspired

Response Generation
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Chapter 3

Improving Persona Consistency
via Pragmatic Self-Consciousness

3.1 Introduction

In the study of dialogue agents, consistency has been a long-standing issue. To

resolve this, much research has been conducted to endow dialogue agents with

personas. [57] propose to encode persona in embeddings and [1] introduce a

persona-conditioned dialogue dataset. On top of these works, many efforts have

been made to improve consistency.

In spite of such recent significant progress, there is much room for improv-

ing persona-based dialogue agents. We observe that even the best performing

persona-based generative models [33, 2, 4] are highly insensitive to contradictory

words, and thus fail to deliver consistent persona to the interlocutor (Figure

3.1). Also, extra modules other than the generative model is often required for

improving consistency. Recent works on consistency in persona-based dialogue

actively adopt the NLI-based approach [9, 62, 64, 63], which have the following
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I like to stay at home.

Interlocutor

Literal Agent: 𝑆!

[Inconsistent]

I like going outside. 

Interlocutor

Self-Conscious Agent: 𝑆"

[Consistent]

I like going outside. 

I love Disneyland!
I go there every week. 

‘Will I sound like me?’

Figure 3.1: Illustration of the consistency issue in dialogue. While a literal

dialogue agent (S0) fails to deliver a consistent persona, our self-conscious agent

(S1) does so, by modeling an imaginary listener. Icons are designed by Nhor

Phai and Vincent Le Moign.

prerequisites. First, they require labeled pairs of persona sentences and dialogue

utterances with three categories: entailment, neutral, and contradiction. Next,

methods with NLI models for rating the agent’s consistency also need to train

them separately with those labels.

In this chapter, we step back from this NLI-based supervised approach and

ponder: how do humans maintain consistency? We humans never learn how to

be consistent. Instead, we have an innate drive for consistency to hold our beliefs

and behavior in harmony [105]. If so, how do we know we are consistent or not?

We do not ask others. We ask ourselves by predicting how we are perceived

by others. Public self-consciousness is this awareness of the self as a social

object that can be observed and evaluated by others [106]. We particularly

emphasize that public self-consciousness is not equivalent to the philosophical
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self-consciousness (or self-awareness)1. Simply put, public self-consciousness is

the concern about how oneself will be perceived by others, as opposed to the

philosophical state of being conscious of self-existence.

According to [107], people with high public self-consciousness tend to act

more consistent with known information about themselves. They care deeply

about how others will evaluate them and have a strong tendency to avoid nega-

tive evaluations [106]. Since inconsistency is condemned by others, one who has

high public self-consciousness will try more to maintain consistency. In order

to predict how we are perceived, we rely on abstract models of others [108] and

simulate others’ reactions based on imagination [109]. Inspired by this, our in-

tuition is that self-consciousness through an imaginary listener will let dialogue

agents better maintain consistency.

Modeling a listener has been one of the main topics in computational prag-

matics. Our work extends this long line of work in cognitive science by mak-

ing use of the Bayesian Rational Speech Acts framework [28], which has been

originally applied to improving informativeness of referring expressions. Since

personas ought to express who we are, we adopt this framework for dialogue

agents by regarding personas as targets that should be conveyed to the inter-

locutor. As the agent tries to generate tokens that help the imaginary listener

identify the agent’s persona, it can lastly generate more consistent utterances.

In summary, we take inspiration from social cognition and pragmatics to

endow generative agents with self-consciousness, which makes them imagine the

listener’s reaction and incorporate it to the generation process for improving

consistency. Our major contributions can be outlined as follows:

(1) We propose an orthogonally applicable approach for any persona-based

generative agents to improve consistency without the use of additional consis-

1https://plato.stanford.edu/entries/self-consciousness/
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TransferTransfo
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Hits@1 Entail@1 Neutral@1 Contradict@1

Figure 3.2: Proportion of Hits@1, Entail@1, Neutral@1 and Contradict@1 in
the top-1 candidates returned by the models on the Dialogue NLI dataset.

tency labels and training. Moreover, it is even generalizable to improve context-

consistency beyond persona in dialogue.

(2) We extend the Rational Speech Acts framework [28] with two new tech-

nical features: (i) a learning method for distractor selection (e.g., other samples

different from the given target [48]), which has been usually done manually or

randomly, and (ii) a different update for the listener’s world prior that better

preserves information of previous states.

(3) Our approach improves consistency of three recent generative agents

[33, 2, 4] over Dialogue NLI [9] and PersonaChat [1]. Along with large reduction

in contradiction, the utterance accuracy significantly increases too.

3.2 Insensitivity to Contradictory Words
in Existing Persona-based Agents

Although conditional language generation has shown promising progress, main-

taining consistency within the generation yet remains unsolved. From quanti-

tative evaluation, we reveal existing generative models for dialogues are highly

insensitive to contradictory words.

Dialogue NLI Evaluation. [9] introduce the Dialogue NLI dataset based

on the PersonaChat dataset [1]. They collect entailing and contradictory utter-

ances to the given persona, and release an evaluation set comprised of dialogues
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ROUGE-1 ROUGE-L SPICE

GT Utterance 15.7 14.6 10.6

Top Entail-Utt 15.3 14.5 7.1

Contradict@1-Utt 16.3 15.9 6.6

Table 3.1: Comparison between ground-truth utterances, top-ranked entailing
candidates and Contradict@1 utterances in ROUGE and SPICE scores.

Persona
I love wearing skinny jeans and shirts.
I am a blonde girl with short hair.

GT Utterance

(I, 1.87) (have, 51.42) (really, 201.45)

(short, 1.78) (hair, 1.30) (and, 2.81)

(it, 45.25) (is, 2.19) (blonde, 461.60).

Contradict@1-Utt

(What, 60.89) (color, 103.11) (is, 1.99)

(your, 1.06) (hair, 1.05) (?, 1.11)

(Mine, 3.57) (is, 1.03) (brown, 17.25).

Table 3.2: Example of a contradictory utterance returned by the model and its
GT utterance with perplexity per token. The words of entailment and contra-
diction to the persona are shown in blue and red, respectively.

each with 31 utterance candidates: 10 entailing, 10 neutral, and 10 contradic-

tory utterances with 1 ground-truth (GT) utterance. On this evaluation set,

we run three recent models [33, 2, 4] that achieve the best performance on

PersonaChat. We report four ranking metrics following [9]: Hits@1, Entail@1,

Neutral@1 and Contradict@1. Each metric is the proportion of GT, entailing,

neutral and contradictory utterances in the top-1 candidates returned by the

model, respectively. The models rank the candidates by perplexity scores.

Figure 3.2 shows that all three models select contradictory candidates much

more often than the GT utterances (see further results in Table 3.3). Though

models are conditioned on a given persona, they are highly insensitive to con-

tradictions.
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3.2.1 Analysis of Contradictory Utterances

To investigate why insensitivity to contradiction prevails in the state-of-the-art

models, we further analyze the contradictory utterances returned by the models

(Contradict@1-Utt), comparing with the GT utterances and the top-ranked en-

tailing candidates (Top Entail-Utt). Table 3.1 reports language metrics between

the selected candidates and the given persona sentences using SPICE [110] and

ROUGE [111]. SPICE metric measures semantic similarity and ROUGE met-

ric measures n-gram overlaps between two sentences. Contradict@1-Utt shows

lower SPICE scores and higher ROUGE scores than other utterances, implying

that it may be different in semantics but similar in syntax to the given persona.

To take a closer look, we extract the contradicting words from Contradict@1-

Utt and their counterparts from GT utterances to compare their average per-

plexity scores. In the Dialogue NLI dataset, every utterance is labeled with

a triple (entity1, relation, entity2), such as “I just like to listen to rock mu-

sic” with (i, like music, rock). By construction, Contradict@1-Utt must con-

tain words that are contradictory to the GT utterance and the given persona.

The perplexity scores of contradictory words (106.7) were considerably lower

than those of the counterparts in GT utterances (280.1). Table 3.2 shows an

example of such dialogue instance with perplexity per word. If properly con-

ditioned with the given persona, models should show lower perplexity for the

words in the persona. However, their perplexity scores are significantly higher

than those of contradictory words. It reveals that models behave more as a

plain language model rather than as a persona-conditioned model. Thus, guar-

antee of consistency for each word generation step is required for persona-based

dialogue agents to resolve such issue.
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3.3 Approach

We introduce how to endow dialogue agents with public self-consciousness,

which helps them keep consistency in mind at each generation step by reflecting

an imaginary listener’s distribution over personas. Since the imaginary listener

arises from the plain dialogue-agent, separate training is not needed. Figure 4.1

illustrates its overall structure.

We present how to model public self-consciousness using the Rational Speech

Acts (RSA) framework [28] in Section 3.3.1. We then discuss learning of dis-

tractor selection as our major novelty for the RSA in Section 3.3.2.

3.3.1 Modeling the Public Self-Consciousness

We seek to build a dialogue agent who is self-conscious about its consistency

without the need for training on NLI labels or rating consistency with NLI

models. Given that modeling the interactions between listener and speaker is

a main topic in pragmatics, we take advantage of the RSA framework [28].

It treats language use as a recursive process where probabilistic speaker and

listener reason about each other’s intentions in a Bayesian fashion. To apply

the framework to sequence generation for dialogues, we extend the incremental

approach proposed for image captioning [51].

To generate an utterance, the agent computes the distribution of every next

token ut at timestep t in Bayesian fashion as follows.

Base Speaker S0. We first assume persona i is given to the base speaker,

along with the dialogue history h and partial utterance u<t, as shown in Figure

4.1. The base speaker St
0 returns a distribution over the next token at timestep

t: St
0(ut|i, h, u<t). Any conditional dialogue agent can be used as a base speaker.

See the details in Section 3.4.2.

Imaginary Listener L0. While the base speaker generates each token one
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Self-Conscious
Speaker: 𝑆!"

Persona: 𝑖Dialogue 
History: ℎ

Learned Distractor 
Personas: 𝑖′

Speaker’s Utterance: 𝑢"

∝ 𝐿#" 𝑖 ℎ, 𝑢$" , 𝑝" %

× 𝑆#" 𝑢" 𝑖, ℎ, 𝑢&")

𝑝"'!(𝑖)

Imaginary Listener: 
𝐿#" (𝑖|𝑢$" , ℎ, 𝑝")

Base Speaker:
𝑆#" 𝑢" 𝑖, ℎ, 𝑢&")

Figure 3.3: The proposed self-conscious agent S1 consists of base speaker S0

and imaginary listener L0. It recursively generates the next token ut at every
time t.

at a time, the imaginary listener reasons about the speaker’s persona. The

imaginary listener Lt
0 is the posterior distribution of the speaker’s persona in

terms of the base speaker and the world prior pt(i) over personas as follows,

Lt
0(i|h, u≤t, pt) ∝

St
0(ut|i, h, u<t)

β × pt(i)∑
i′∈I S

t
0(ut|i′, h, u<t)β × pt(i′)

. (3.1)

where β on St
0 is the listener rationality coefficient that controls the amount of

information from the current timestep compared to the cumulative prior pt(i).

L0 returns a probability distribution over the personas in world I, which is a

finite set (|I| = 3) comprising the given persona i and distractor personas. The

distractors are different personas from other dialogue instances in the dataset.

We decide world I per dialogue instance through learning, which will be elab-

orated in Section 3.3.2.

Self-Conscious Speaker S1. With St
0 and Lt

0, the self-conscious speaker

St
1 is defined as

St
1(ut|i, h, u<t) ∝ Lt

0(i|h, u≤t, pt)
α × St

0(ut|i, h, u<t), (3.2)
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where α is the speaker rationality coefficient that determines how much the

likelihood is considered. By taking the listener’s distribution into account, the

speaker is now self-conscious about what persona it sounds like. Especially,

the agent seeks to be perceived as the given persona i rather than some other

persona i′. The likelihood of each token being identified as the persona i acts

as a bonus added to the base speaker’s token scores. Hence, tokens that are

consistent to the given persona are preferred to others. The token with the

highest probability is added to the partial utterance, becoming the next input

u<t+1 for the speaker.

Updating the world prior with L0. Starting from a uniform distribution

as the initial prior p0(i), we update the world prior pt+1(i) according to S1’s

output ut at every time step:

pt+1(i) = Lt
0(i|h, u≤t, pt). (3.3)

Hence, pt(i) represents the cumulative state of the partial utterance up to t.

[51] report the prior update with L1 ∝ St
0(ut|i, h, u<t) × Lt

0(i|h, u≤t, pt) makes

little practical effect compared to a uniform prior. We find that updating the

prior with Eq. (3.3) instead is effective. See the results in Section 3.4.6.

3.3.2 Learning to Select Distractors

Distractors [48] are samples (e.g., other personas in the dataset) which are

different from the given target. In previous works of RSA, the distractors to

be included in world I are selected manually or randomly from the dataset.

However, we find that performance variance is large according to the selected

distractors. We thus propose to learn distractor selection, especially based on

the life-long memory network [112]. The life-long memory network is capable of

implicitly clustering similar dialogue contexts into a few slots with associated
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persona. Therefore, it can efficiently memorize and retrieve distractor personas

for each context. In Appendix, we experiment that our approach outperforms

other models including BERT-based algorithms.

To better select useful distractor personas, supervised learning is desirable.

However, there is no explicit label indicating which distractors are helpful for

each dialogue. We select the persona that have the best Hits@1 as the distractor

label per training dialogue. The Hits@1 is the score for favoring the ground-

truth next utterance (consistent and context-relevant) over other candidate

utterances which are just being consistent (i.e., entailing) or contradictory to

the given persona. In other words, the score represents consistency and also

appropriateness at the same time. Thus, such distractors can help the self-

conscious agent to generate responses which are context-relevant and allow the

imaginary listener to identify the speaker’s persona. Each training datapoint

comprises a given persona, a distractor persona and dialogue context.

Memory Structure. The memory consists of three types of information:

M = (K,v,a). K ∈ Rm×d is a key matrix, where m is the number of memory

slots and d is the dimension of the key vectors, which are the embedding of

datapoints. The value vector v ∈ Rm stores the index of a persona. a ∈ Rm

is an age vector, which is used for memory update. We set m = 16, 000 and

d = 768.

Memory Addressing. We construct the query vector q for each datapoint

with the BERT-Uncased-Base [113] model. We use the output embedding of

BERT’s [CLS] token, and normalize it to a unit length to build q ∈ Rd.

Using the cosine similarity between q and each memory key, we can find

the k nearest neighbors:

(n1, n2, ..., nk) = NNk(q,K). (3.4)
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Memory Loss. Suppose that the query datapoint has a distractor label l.

Among (n1, ..., nk), we denote the positive neighbor np as the one with v[np] = l

and the negative neighbor nb with v[nb] ̸= l. If there are multiple positive

neighbors, we pick the one with the smallest memory index. If no positive

neighbor is found, we select a random key whose value is l. For the negative

neighbor, we select one randomly from (n1, ..., nk). We set k = 2048. Then, the

loss is computed as

L = max(q ·K[nb]− q ·K[np] + α, 0), (3.5)

where α is a positive margin, which we set as 0.2. This loss maximizes the cosine

similarity between the query q and the positive key K[np], while minimizing

the similarity to the negative key K[nb]. We finetune the query network BERT

with this loss.

Memory Update. After computing the loss, memory M is updated dif-

ferently for two cases. (1) If the top-1 neighbor’s value (i.e., persona) is correct

(v[n1] = l), the key vector is updated as:

K[n1]←
q + K[n1]

q + K[n1]
. (3.6)

(2) Otherwise (v[n1] ̸= l), we make a slot for the query; we find the oldest

memory slot n′ according to the age vector a and write

K[n′]← q, v[n′]← l, a[n′]← 0. (3.7)

Training & Inference. In our Distractor Memory network, training cor-

responds to updating the memory and the parameters of the query network.

At inference, given a test example, we obtain the query by encoding the

dialogue context and the persona using BERT. We find n nearest keys from the

memory, and use their values (i.e., persona indices) as the distractor personas.

We set n = 2.
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3.4 Experiments

We show that our self-conscious framework can significantly improve consis-

tency and accuracy of state-of-the-art persona-based agents on two benchmark

datasets. We prove its effectiveness using both automatic and human evalua-

tions. We also show our framework can be generalized to improve consistency

of dialogue context beyond persona.

3.4.1 Datasets

Dialogue NLI Evaluation Set [9]. This dataset is based on PersonaChat

with additional NLI annotations. Its main task is to rank next-utterance candi-

dates given previous context. For each dialogue, they collect 31 next-utterance

candidates in respect to the given persona: 10 entailing, 10 neutral and 10 con-

tradicting candidates with 1 ground-truth utterance. In total, the evaluation

set includes 542 instances.

PersonaChat dialogue [1]. This dataset involves two interlocutors who

are each given a persona and asked to get to know each other while playing

their roles. This task was the subject of the ConvAI2 competition [114] at

NeurIPS 2018. The competition version contains 17,878 chitchat conversations

conditioned on 1,155 personas for training and 1,000 conversations conditioned

on 100 personas for validation.

3.4.2 Experimental Setting

Base Speakers. We experiment on three pretrained models including Con-

trolSeq2Seq [33], TransferTransfo [2], and Blender [4] as base speakers (S0) for

our self-conscious agents (S1). The ControlSeq2Seq is a Seq2Seq model with at-

tention trained on Twitter dataset [115] and finetuned on PersonaChat. Tran-

ferTransfo based on GPT [116] is the winner of the ConvAI2 competition in
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automatic evaluation. Blender, a recently released generative dialogue model,

is the state-of-the-art open-domain chatbot. Our approach improves these base

speakers by granting them the sense of self-consciousness. We defer implemen-

tation details to Appendix.

Evaluation Metrics. For Dialogue NLI, we report three ranking metrics

introduced in the original paper: Hits@1, Entail@1, and Contradict@1. Each

metric is the proportion of GT, entailing, and contradictory utterances in the

top-1 candidates returned by the model, respectively. High scores in Entail@1

and low scores in Contradict@1 indicate better consistency with the persona.

For PersonaChat, we report Hits@1, standard F1 score, perplexity and C

score, following the ConvAI2 protocol. Hits@1 is the accuracy of choosing the

ground-truth next-utterance among 20 candidates as the models rank the candi-

dates by perplexity. The C score is a metric for dialogue consistency, introduced

in [10]. It computes pairwise comparison between utterance u and persona sen-

tence pj with a pretrained NLI model. The NLI model returns 1, 0, -1 for

entailment, neutrality, and contradiction, respectively. We sum the NLI scores

across persona sentences per dialogue instance: C(u) =
∑

j NLI(u, pj).

3.4.3 Quantitative Results

Results on Dialogue NLI. Table 3.3 compares the performance of dialogue

agents on the Dialogue NLI evaluation set. Our self-conscious agent S1 signifi-

cantly reduces Contradict@1 scores and increases the Entail@1 along with the

Hits@1 accuracy of the literal agents S0. We remind that each entailing candi-

date shares the same annotated triple as the GT utterance. In other words, they

have similar semantics to the GT utterance and follow the given persona. Thus,

Entail@1 is a lenient version of Hits@1 [9]. The Distractor Memory (DM) is bet-

ter than random distractor selection for S1 across all metrics. It concludes that
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Model Hits@1 ↑ Entail@1 ↑ Contradict@1 ↓

ControlSeq2Seq [33]

S0 7.9 27.9 46.3
S1 10.5 36.4 34.0
S1+DM 13.1 40.8 24.5

TransferTransfo [2]

S0 11.1 26.4 46.5
S1 17.5 40.4 29.7
S1+DM 18.8 45.8 19.7

Blender [4]

S0 18.8 27.3 42.4
S1 21.8 38.0 30.6
S1+DM 22.5 44.1 19.6

Table 3.3: Comparison of our approach (S1) with base speakers (S0) on the
Dialogue NLI evaluation set [9]. +DM is the Distractor Memory. High scores
in Hits@1, Entail@1 and low scores in Contradict@1 imply better consistency.

learned distractors are more effective than random distractors for pragmatic

agents.

Results on PersonaChat. Table 3.4 compares the performance of different

dialogue agents on the PersonaChat dataset. Our model S1 outperforms all

other generative dialogue agents in terms of consistency related metrics, i.e.,

Hits@1 and C score. Since the posterior update of our self-conscious agent

revises the distribution learned by the base speaker, the increase in perplexity is

natural due to the effect of regularization. Nevertheless, our approach improves

the F1 score for TransferTransfo and Blender. Thus, being consistent to the

given persona can also help improve the generation performance of dialogue

agents.

Comparison with agents that use NLI model. We also test agents

with pretrained NLI models attached [9], denoted by +NLI in Table 3.5. The

NLI model computes contradiction scores of each candidate utterances, and pe-
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Model Hits@1 ↑ F1 ↑ Perplexity ↓ C ↑

ControlSeq2Seq [33]

S0 16.1 17.0 22.9 0.45

S1 16.4 16.9 23.9 0.54
S1+DM 16.7 17.1 23.9 0.55

TransferTransfo [2]

S0 16.2 19.2 17.6 0.86

S1 17.5 19.4 19.1 0.96
S1+DM 18.2 19.5 19.1 0.97

Blender [4]

S0 27.6 19.5 12.0 0.85

S1 28.8 19.7 13.2 0.93
S1+DM 29.1 19.8 13.2 0.95

Table 3.4: Comparison of our approach (S1) with base speakers (S0) on Per-
sonaChat [1]. C is the consistency score evaluated by a pretrained NLI model
[10]. For TransferTransfo, we use the generative version to calculate Hits@1.

Model Hits@1 ↑ Entail@1 ↑ Contradict@1 ↓

ControlSeq2Seq [33]

S0+NLI 12.7 48.2 8.1
[S1+DM]+NLI 14.4 51.7 7.0

TransferTransfo [2]

S0+NLI 17.2 44.4 9.8
[S1+DM]+NLI 21.4 54.6 5.4

Blender [4]

S0+NLI 24.9 44.7 6.0
[S1+DM]+NLI 26.6 52.0 5.7

Table 3.5: Comparison of our approach (S1) with base speakers (S0) on the
Dialogue NLI evaluation set [9] with pretrained NLI model attached.

nalize its rank accordingly. Compared to base agents with no self-consciousness,

our agents improve consistency in all three metrics even further when using ad-

ditional NLI models. Another notable result is that our agents without NLI
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Raw Calibrated

Model Consistent Engaging Consistent Engaging

TransferTransfo [2]

S0 0.53 (0.02) 2.48 (0.03) 0.44 (0.01) 2.48 (0.01)

S1+DM 0.61 (0.02) 2.55 (0.03) 0.52 (0.01) 2.52 (0.01)

Table 3.6: Human evaluation results comparing the consistency and engaging-
ness of the base speaker (S0) and our self-conscious agent (S1). Numbers in
parentheses are the standard errors.

(S1+DM in Table 3.3) for ControlSeq2Seq and TransferTransfo even outper-

form the base agents with NLI (S0+NLI) on Hits@1. That is, our self-conscious

agents achieve better GT accuracy even without the help of an NLI model

trained on consistency labels.

3.4.4 Human Evaluation

We perform human evaluation via Amazon Mechanical Turk. We random sam-

ple 250 test examples, each is rated by three unique human judges in terms

of (i) Consistency and (ii) Engagingness. Turkers are shown a given persona,

a dialogue context, and the model’s generated utterance. For consistency, we

follow [10] and ask judges to assign 1, 0, −1 to the utterance for consistency,

neutrality, and contradiction, respectively. Following [33], we evaluate the en-

gagingness of the utterance in a 4-point scale, where higher scores are better.

To alleviate annotator bias and inter-annotator variability, we apply Bayesian

calibration [117] to the scores.

Table 3.6 summarizes the human evaluation results. The agent with our

self-consciousness method S1 is rated as more consistent than the base agent

S0 while maintaining a similar level of engagingness. While it can be trivial to

increase consistency at the cost of engagingness (e.g., perfect consistency can
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Model Hits@1 ↑ Entail@1 ↑ Contradict@1 ↓

Dialogue NLI [9]

S0 18.8 27.3 42.4
S1 (on context) 32.7 27.7 26.4

Model Hits@1 ↑ F1 ↑ Perplexity ↓ C ↑

PersonaChat [1]

S0 27.6 19.5 12.0 0.57
S1 (on context) 30.5 19.9 13.5 0.58

EmpatheticDialogue [14]

S0 32.6 20.5 14.7 0.47
S1 (on context) 34.2 20.6 15.4 0.50

Table 3.7: Comparison of our approach (S1) with base speaker Blender (S0)
when conditioned on dialogue context in three datasets. We compute the con-
sistency score C respect to the dialogue context.

by generating boring utterances with very little variance), it is not the case for

our agent. Since our agent seeks to be heard as the given persona to the listener,

self-distinctive words tend to meld into generated responses (see Figure 3.6).

Thus, the responses from self-conscious agents have their own color, which can

help improving engagingness.

Figure 3.4 displays selected examples of utterance generation. Each example

is comprised of dialogue history, human response, and utterances generated by

our method and baselines.

3.4.5 Consistency for Dialogue Context

We demonstrate that our self-conscious agent can be generalized to generate

context-consistent utterances beyond persona. We condition the agent with its

previous responses in the dialogue history; that is, i in Eq. (4.5) is the agent’s

past responses instead of persona sentences. Hence, tokens that are inconsistent

to the agent’s past response would be less favored by the model.
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Table 3.7 reports the results of context conditioned self-conscious agents.

The EmpatheticDialogue [14] is an open-domain dialogue dataset where a speaker

describes a past emotional experience and the listener responds accordingly.

Since the speaker’s descriptions should be consistent to the experience and

previous utterances, it is a suitable benchmark for consistency. We model the

speaker’s utterances and measure its consistency.

Our S1 agent outperforms other literal agents on all three datasets in terms

of consistency. Thus, our approach can also be applied to help agents stay more

consistent to its context.

3.4.6 Controlling the Self-Conscious Agent

To further analyze our self-conscious agent, we conduct experiments by control-

ling three features of our agent: world prior updates pt(i), listener rationality β

and speaker rationality α.

World Prior Update. In the self-conscious agent, the world prior acts as a

cumulative state over personas. We remind that we propose to update the world

prior with Lt
0 instead of Lt

1 in Eq. (3.3). As reported in [51], our experiments

on the Dialogue NLI dataset confirm the prior update with Lt
1 makes little

difference in performance compared with using a uniform distribution. However,

our approach with Lt
0 makes significant difference, as shown in Figure 3.5. The

reason is that the pragmatic listener Lt
1 ∝ St

0(ut|i, h, u<t) × Lt
0(i|h, u≤t, pt)

reflects the current St
0 twice (i.e., in Lt

0 and in itself) per time step. Hence,

the update with Lt
1 becomes more of an instantaneous prior rather than a

cumulative one. On the other hand, Lt
0 moderately combines the information

from both St
0 and pt(i), preserving better cumulative information.

Listener Rationality β. We add β in Lt
0 to control the amount of in-

formation incorporated to the world prior pt(i). Figure 3.5 depicts that when

35



β is large, the Hits@1 scores (i.e., the GT accuracy) drop. With a big β, the

information St
0 at current time step overrides the cumulative prior pt(i). That

is, the utterance state evolves shortsightedly, ignoring the context information

from the previous steps. Therefore, setting of β ≤ 1 is advantageous for the

self-conscious agent to incrementally decode.

Speaker Rationality α. Figure 3.6 shows an example of how generated re-

sponses vary according to the intensity of speaker rationality α. As α increases,

the self-conscious agent reflects the listener’s distribution (i.e., the likelihood)

more into the posterior. When α is too large, the posterior distribution is over-

whelmed by the likelihood of the persona. Then, the language model degener-

ates to favor uttering fragments of the given persona while even ignoring the

syntax. Hence, α can control the degree of copying the given condition text.

An appropriate α value allows the given persona condition to blend smoothly

in the utterance.

3.5 Summary

This chapter investigated how modeling public self-consciousness can help dia-

logue agents improve persona-consistency. We showed existing dialogue agents

are highly insensitive to contradiction, and introduced an orthogonally appli-

cable method using the RSA framework [28] to alleviate the issue. We also

designed a learning method for distractor selection, named Distractor Mem-

ory and proposed a better update for the listener’s world prior. Furthermore,

we demonstrated how our approach can be generalized to improve dialogue

context-consistency. Our self-conscious agents improved the base agents on the

Dialogue NLI [9] and PersonaChat [1] dataset, without consistency labels and

NLI models. An important future direction will be generating the distractors

and learning the rationality coefficients.
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P1’s Persona
I own a house in Florida.
I work in it and have been at the same company 
for 15 years.
I enjoy American sports
I’ve a children and a dogs.

Dialogue History

[P2] Hello, how are you today?
[P1] Hey! Just watching a game of football with 

my children. You?
[P2] That’s cool! I am an alcoholic who is 

recovering.

(S1+DM) i work in a company and i’m a 
workaholic.

(S0) i’m sorry to hear that. I’m a retired 
professional athlete.

(Human) ah man congrats for trying to get 
back on the road !

P1’s Persona

My family does not support my career choices.
My dream car is a Rolls Royce ghost.
I often shop for shoes and watches.
I like shopping.
I currently work for a watch dealer.

Dialogue History

[P1] I really enjoy shopping and my dream is to 
one day own a Rolls Royce ghost.

[P2] Wow. I enjoy running over driving.
[P1] Running is also quite lovely. Breathing in 

the lovely outside air.
[P2] Yes it is. It clears my head when I need to 

as well.

(S1+DM) shopping is a great way to clear my
head.

(S0) i love to shop and watch movies.
(Human) yes , and it also helps with depression 

i have found.

• • •
• • •

Figure 3.4: Examples of generated responses by our self-conscious agent with
Distractor Memory (S1+DM) on the PersonaChat dataset [1]. We compare
it with the base speaker (S0) of TransferTransfo [2] and the human response
(Human).
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Figure 3.5: Performance variation of the self-conscious agent for TransferTransfo
(left) and Blender (right) according to β. We compare different methods of
updating the world prior pt(i) with L0 (Ours), L1 and a uniform prior. The
dashed line is the base speaker S0.

Persona
I’ve 5 cats. I am a construction worker.
My cats are very special to me.
I enjoy building houses.

(𝛼 = 0)
(𝛼 = 2)
(𝛼 = 8)
(𝛼 = 10)

i’m a construction worker. i’m going to be a vet.
i work construction. i’m a construction worker.
construction work is great. i build houses for my cats.
construction workers earn 5 cats so building houses 
affords us special pets. yours? kittens! d ou

Figure 3.6: An example of utterance changes by controlling the speaker ratio-
nality α on the PersonaChat.
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Chapter 4

Improving Empathy
by Focusing on Emotion Causes
via Perspective-taking

4.1 Introduction

Empathy is one of the hallmarks of social cognition. It is an intricate cogni-

tive ability that requires high-level reasoning on other’s affective states. The

intensity of expressed empathy varies depending on the depth of reasoning. Ac-

cording to [15], weak empathy is accompanied by generic expressions such as

“Are you OK?” or “It’s just terrible, isn’t it?”, while stronger empathy reflects

the other’s specific situation: “How is your headache, any better?” or “You

must be worried about the job interview”. In order to respond with stronger

empathy, two issues must be tackled: reasoning (i) where to focus on the inter-

locutor’s utterance (for the reason behind the emotion) and (ii) how to generate

utterances that focus on such words.

Firstly, which words should we focus on when empathizing with others?
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As empathy relates to other’s emotional states, the reasons behind emotions

(emotion cause) should be identified. Imagine you are told “I got a gift from a

friend last vacation!” with a joyful face. The likely words that can be the causes

of his/her happiness are “gift” and “friend”. On the other hand, “vacation”

has less to do with the emotion. If you respond “How was your vacation?”, the

interlocutor may think you are not interested; rather, it is better to say “Wow,

what was the gift?” or “Your friend must really like you.” by focusing on the

emotion cause words.

We humans do not rely on word-level supervision for such affective reason-

ing. Instead, we put ourselves in the other’s shoes and simulate what it would

be like. Perspective-taking is this act of considering an alternative point of view

for a given situation. According to cognitive science, perspective-taking and

simulation are key components in empathetic reasoning [118, 119, 120]. Tak-

ing inspiration from these concepts, we propose to train a generative emotion

estimator for simulating the other’s situation and identifying emotion cause

words.

Secondly, after reasoning which words to focus on, the problem of how to

generate focused responses still remains. Safe responses that can be adopted to

any situations might hurt other’s feelings. Generated utterances need to convey

the impression that concerns the specific situation of the interlocutor. Such

communicative reasoning is studied in the field of computational pragmatics.

The Rational Speech Acts (RSA) framework [28] formulates communication

between speaker and listener as probabilistic reasoning. It has been applied

to many tasks to increase the informativeness of generated text grounded on

inputs [48, 53, 54, 55]. That is, RSA allows the input to be more reflected in

the generated output.

However, controlling the RSA framework to reflect specific parts of the input
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remains understudied. In this chapter, we introduce a novel method for the

RSA framework to make models focus on targeted words in the interlocutor’s

utterance during generation.

In summary, we recognize emotion cause words in dialogue utterances with

no word-level labels and generate stronger empathetic responses focused on

them without additional training. Our major contributions are as follows:

(1) We identify emotion cause words in dialogue utterances by leveraging a

generative estimator. Our approach requires no additional emotion cause labels

other than the emotion label on the whole sentence, and outperforms other

baselines.

(2) We introduce a new method of controlling the Rational Speech Acts

framework [28] to make dialogue models better focus on targeted words in the

input context to generate more specific empathetic responses.

(3) For evaluation, we annotate emotion cause words in emotional situa-

tions from the validation and test set of EmpatheticDialogues dataset [14]. We

publicly release our EmoCause evaluation set for future research.

(4) Our approach improves model-based empathy scores [15] of three recent

dialogue agents, MIME [70], DodecaTransformer [67], and Blender [4] on Em-

patheticDialogues. User studies also show that our approach improves human-

rated empathy scores and is more preferred in A/B tests.

4.2 Identifying Emotion Cause Words
with Generative Emotion Estimation

Our approach consists of two steps: (i) recognizing emotion cause words from

utterances with no word-level labels (§4.2), and (ii) generating empathetic re-

sponses focused on those words (§4.3). In this section, we first train a generative

emotion estimator to identify emotion cause words.

41



4.2.1 Why Generative Emotion Estimator?

We leverage a generative model by taking inspiration from perspective-taking

(i.e., simulating oneself in other’s shoes) to reason emotion causes; not requiring

word-level labels. Our idea is to estimate the emotion cause weight of each word

in the utterance while satisfying the following three desiderata.

(1) Do not require word-level supervision for learning to identify emotion

cause words in the utterances. Humans do not need word-level labels to infer

the probable causes associated with the other’s emotion during conversation.

(2) Simulate the observed interlocutor’s situation within the model. Simula-

tion theory (ST) from cognitive science explains that this mental imitation helps

understanding the internal mental states of others [121]. Much evidence for ST

is found from neuroscience including mirror neurons [122], action-perception

coupling [123], and empathetic perspective-taking [120].

(3) Reason other’s internal emotional states in Bayesian fashion. Studies

from cognitive science argue that human reasoning of other’s affective states

and minds can be described via Bayesian inference [124, 125, 126, 127].

Interestingly, a generative emotion estimator (GEE), which models P (C,E) =

P (E)P (C|E) with text sequence (e.g., context) C and emotion E, satisfies all

the above conditions. First, the generative estimator computes the likelihood

of C by generating C given E, which can be viewed as a simulation of C.

Second, it estimates P (E|C) via Bayes’ rule. Finally, the association between

the emotion estimate and each word comes for free by using the likelihood of

each words; without using any word-level supervision. We use BART [128] to

implement a GEE.
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Emotion: Grateful

Situation:

I was grateful when my mother visited me for my birthday.

Speaker: It was my birthday, my mom came to surprise me.

Listener: Aw that’s so nice, how did she surprise you?

Speaker: She showed up to my house and brought me a cake.

Listener: Cakes! yessss winning. :)

Table 4.1: A dialogue example in EmpatheticDialogues.

Emotion: Joyful
GEE: I got accepted into a masters program in neuroscience.

Emotion: Angry
GEE: I was so mad at my cousin. He stole my daughters stuff.

Emotion: Grateful
GEE: The night my dad got me a new car was a magical time.

Table 4.2: Example of sampled outputs from our generative emotion estimator
(GEE) using Nucleus sampling.

4.2.2 Training to Model Emotional Situations

Dataset. To train our GEE, we leverage the EmpatheticDialogues [14], a multi-

turn English dialogue dataset where the speaker talks about an emotional situa-

tion and the listener expresses empathy. An example is shown in Table 4.1. The

emotion and the situation sentence are only visible to the speaker. Situations

are collected beforehand by asking annotators to recall related experiences for

a given emotion label. The dataset includes a rich suite of 32 emotion labels

that are evenly distributed.

Training. Given an emotion label E, GEE is trained to generate its cor-

responding emotional situation C = {w1, ..., wT }, where wi is a word. As a

result, our GEE learns the joint probability P (C,E). The trained GEE shows

perplexity of 13.6 on the test situations of EmpatheticDialogues.
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4.2.3 Recognizing Emotions

Once trained, GEE can predict P (E|C = c) for a word sequence c (e.g., utter-

ance) using Bayes’ rule:

P (E|C = c) ∝ P (C = c|E)P (E). (4.1)

We compute the likelihood P (C = c|E) by GEE’s generative ability as described

in §4.2.1. Since emotions in EmpatheticDialogues are almost evenly distributed,

we set the prior P (E) to a uniform distribution. Finally, we find the emotion

with the highest likelihood of the given sequence c.

We comparatively report the emotion classification accuracy of GEE in Ap-

pendix.

4.2.4 Weakly Supervised
Emotion Cause Word Recognition

We introduce how GEE can recognize emotion cause words solely based on

emotion labels without word-level annotations. For a given word sequence c =

{w1, w2, ..., wT } (e.g., utterance), GEE can reason the association P (W |E = ê)

of each word wt in the sequence c to the recognized emotion ê in Bayesian

fashion:

P (W |E = ê) ∝ P (E = ê|W )P (W ). (4.2)

The emotion likelihood is computed as

P (ê|W = wt) = Ew<t [P (ê|wt, w<t)] (4.3)

≈ P (wt|ê, w<t)P (ê)∑
e′∈E P (wt|e′, w<t)P (e′)

,

where w<t is the partial utterance up to time step t − 1. Since computing the

expectation over all possible partial utterance w<t is intractable, we approxi-

mate it by a single sample. We build set E to include ê and emotions with the
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two lowest probability of P (E|C = c) when recognizing emotion in Eq.(4.1). We

assume the marginal P (W ) is uniform. We choose the top-k words reasoned by

GEE as emotion cause words, and focus on them during empathetic response

generation.

4.3 Controlling the RSA framework for Focused Em-
pathetic Responses

We introduce how to control the Bayesian Rational Speech Acts (RSA) frame-

work [28] to focus on targeted words in the context during response generation.

We first preview the basics of RSA for dialogues once again (§4.3.1). We then

present how to control the RSA with word-level focus (§4.3.2), where our major

contribution lies. Figure 4.1 is the overview of our method.

4.3.1 The Rational Speech Acts Framework

Applying the RSA framework is computing the posterior of the dialogue agent’s

output distribution over words each time step. Hence, it is applicable to any

existing pretrained dialogue agents on the fly, with no additional training.

The RSA framework formulates communication as a reference game between

speaker and listener. Based on recursive Bayesian formulation, the speaker (i.e.,

dialogue model) reasons about the listener’s belief of what the speaker is re-

ferring to. We follow the approach of [26] for adopting RSA to dialogues. Our

goal here is to update a base speaker S0 to a pragmatic speaker S1 that focuses

more on the emotion cause words in dialogue context c (i.e., dialogue history).

Base Speaker S0. Let c and ut denote dialogue context and the output

word of the model at time step t, respectively. The base speaker S0 is a dia-

logue agent that outputs ut for a dialogue context and partial utterance u<t:

S0(ut|c, u<t). As described, one can use any dialogue models for S0.
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Pragmatic Listener L0. The pragmatic listener is a posterior distribution

over which dialogue context the speaker is referring to. It is defined in terms of

the base speaker S0 and a prior distribution pt(C) over the context in Bayesian

fashion:

L0(c|u≤t, pt) ∝
S0(ut|c, u<t)

β × pt(c)∑
c′∈C S0(ut|c′, u<t)β × pt(c′)

. (4.4)

The shared world C is a finite set comprising the given dialogue context c and

other contexts (coined as distractors) different from c. Our contribution lies

in how to build world C to endow the dialogue agent with controllability to

better focus on targeted words, which we discuss in §4.3.2. We update prior

pt+1(C) with L0 from time step t as follows: pt+1(C) = L0(C|u≤t, pt). β is the

rationality parameter which controls how much the base speaker’s distribution

is taken into account. We note that L0 is simply a distribution computed in

Bayesian fashion, not another separate model.

Pragmatic Speaker S1. Integrating L0 with S0, we obtain the pragmatic

speaker S1:

S1(ut|c, u<t) ∝ L0(c|u≤t, pt)
α × S0(ut|c, u<t). (4.5)

Since the pragmatic speaker S1 is forced to consider how its utterance is per-

ceived by the listener (via L0), it favors words that have high likelihood of the

given context c over other contexts in shared world C. Similar to Eq. 4.4, α is

the rationality parameter for S1.

4.3.2 Endowing Word-level Control for RSA
to Focus on Targeted Words in Context

We aim to make dialogue models focus on targeted words from the input (i.e.,

dialogue context) during generation via shared world C. The shared world C

consists of the given dialogue context c and other distractor contexts. It is used

for computing the likelihood of the given context c in Eq. 4.4.
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Dialogue Context

GEE: 𝑃(𝐸|𝐶 = 𝑐)
1. Emotion Recognition

GEE:𝑃(𝑊|𝐸 = 𝑒)
2. Emotion Cause Recognition
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Empathetic
Response 𝑢
focused on
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*

Figure 4.1: Overview of our method, consisting of emotion recognition (§4.2.3),
emotion cause word recognition (§4.2.4), distractor context sampling (§4.3.2),
and pragmatic generation (§4.3.1). GEE denotes our generative emotion esti-
mator.

Previous works of RSA in NLP manually (or randomly) select pieces of

text (e.g., sentences) entirely different from the given input [54, 55, 26]. In our

context, it means distractors will be totally different contexts from c in the

dataset. For example, when given a context “I got a gift from my friend.”, a

distractor might be “Today, I have an exam at school.”. Although such type of

distractors helps improve the specificity of the model’s generated outputs, it is

difficult to finely control which words the models should be specific about.

Our core idea is to build distractors by replacing the emotion cause words in

c with different words via sampling with GEE. It can enhance the controllability

of the RSA by making models focus on targeted words (e.g., emotion cause

words recognized by GEE) from the dialogue context.

For a dialogue context c = {w1, ..., wT } where wi is a word, GEE outputs
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#Emotion Label #Label/Utterance #Utterance

RECCON 8 Span 2.0 6.3K

EmoCause (Ours) 32 Word 2.3 4.6K

Table 4.3: Statistics of the EmoCause compared to RECCON [11].

Happy 74%

0% 20% 40% 60% 80% 100%

EMOCAUSE

RECCON

Figure 4.2: Emotion ratio of RECCON and our EmoCause evaluation set.

top-k emotion cause words regarding the recognized emotion ê1 from context c,

denoted by Wgee. Next, we concatenate the least likely n emotions from GEE

with the context c removing the top-k emotion cause words: [ê−1, ..., ê−n; c −

Wgee], which is input to GEE. We then sample different words (w̃i, w̃j , . . . , w̃k)

from GEE’s output in place of Wgee to construct a distractor c̃. For example,

given a context c “I was sick from the flu” and “sick, flu” as the top-2 emotion

cause words, a sampled distractor c̃ can be “I was laughing from the relief ”. We

use these altered contexts {c̃1, ..., c̃i} as distractors for the shared world C in the

pragmatic listener L0 (Eq. 4.4). We set n and cardinality of world C to 3 (i.e.,

C = {c, c̃1, c̃2}). We run experiments and find the best k (= 5) (see Appendix).

The only difference between the original context c and the sampled distrac-

tor c̃ is those emotion cause words. The pragmatic speaker S1 (Eq. 4.5) prefers

to generate words that have a higher likelihood of the given context c (includ-

ing the original emotion cause words Wgee) than the distractor context c̃. As

a result, the pragmatic agent can generate utterances more focused on those

original emotion cause words.
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Emotion Situation

Surprised
Man, I did not expect to see a bear on the
road today.

Afraid
I have to take a business trip next week,
I’m not looking forward to flying.

Sad
I feel sad that I am spending so much time
this late on the internet.

Joyful I’m excited I get to go to Disney in October!

Table 4.4: Examples of annotated emotion cause words.

Embarrassed pant, fell, dropped, people, tripped, toilet

Nostalgic old, childhood, memory, friend, back

Trusting friend, gave, best, daughter, money, phone

Anxious job, interview, exam, new, presentation

Proud graduated, daughter, college, son, school

Disappointed not, son, car, failed, get, job, hard, friend

Table 4.5: The most frequent cause words for each emotion. Other emotions
can be found in Appendix.

4.4 EmoCause: Emotion Cause Words Evaluation Set

4.4.1 Collecting Annotations

To evaluate the performance of GEE, we annotate emotion cause words1 in

the situations of validation and test set in EmpatheticDialogues [14] (§4.2.2).

Using Amazon Mechanical Turk, we ask three workers to vote which words

(e.g., object, action, event, concept) in the situation sentence are the cause

1As existing works annotate emotion cause spans for a given emotion label, we also coin our
annotations as emotion cause words. However, in terms of “causality”, we note that the true
cause of the given emotion can be annotated only by the original annotator of the emotion
label.
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words to the given emotion. Since explicit emotion words in the text (e.g.,

happy, disappointed) are not cause words of emotion, we discourage workers

from selecting them.

Annotators are required to have a minimum of 1000 HITs, 95% HIT approval

rate, and be located at one of [AU, CA, GB, NZ, US]. We pay the annotators

$0.15 per description. To further ensure quality, only annotators who pass the

qualification test are invited to annotate. Nevertheless, speculations for emotion

causes are subjective and can vary among annotators. Therefore, we use only

unanimously selected words (i.e., earning all three votes) to ensure maximum

objectivity.

4.4.2 Analysis

We analyze the characteristics of our emotion cause words in the EmoCause

evaluation set. In Table 6.2 and Figure 4.2, we compare the basic statistics of

our annotation set and RECCON [11], which is an English dialogue dataset

annotating emotion cause spans on the DailyDialog [7] and IEMOCAP [129]

with a total of 8 emotions. Since our EmoCause is based on emotional situ-

ations from an empathetic dialogue dataset [14], emotion causes play a more

important role than in casual conversations from RECCON. While 74% of REC-

CON’s labels belong to a single emotion happy, EmoCause provides a balanced

range of 32 emotions labels. Therefore, our evaluation set presents a wider va-

riety than RECCON. Table 4.4 shows some examples of the annotated emotion

cause words.

Table 4.5 reports the most frequent cause words for some emotions. We

find “embarrassing” events happen frequently in toilets and in front of peo-

ple. “Proud” and “disappointed” are closely related to children. Interestingly,

phones are associated with “trusting”, which may be due to smartphones con-
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taining sensitive personal information. More examples and results can be found

in Appendix.

4.5 Experiments

We first evaluate our generative emotion estimator (GEE) on weakly-supervised

emotion cause word recognition (§4.5.2). We then show our new controlling

method for the RSA framework can improve best performing dialogue agents

to generate more empathetic responses by better focusing on targeted emotion

cause words (§4.5.3).

4.5.1 Datasets and Experiment Setting

EmpatheticDialogues (ED) [14]. This dataset is an English empathetic di-

alogue dataset with 32 diverse emotion types (§4.2.2). The task is to generate

empathetic responses (i.e., responses from the listener’s side in Table 4.1) when

only given the dialogue context (i.e., history) without emotion labels and sit-

uation descriptions. It contains 24,850 conversations partitioned into training,

validation, and test set by 80%, 10%, 10%, respectively. We additionally anno-

tate cause words for the given emotion for all situations in the validation and

test set of EmpatheticDialogues (§6.3).

EmoCause (§6.3). We compare our GEE with four methods that can recog-

nize emotion cause words with no word-level annotations: random, RAKE [12],

EmpDG [13], and BERT [113]. For random, we randomly choose words as emo-

tion causes. RAKE is an automatic keyword extraction algorithm based on the

word frequency and degree of co-occurrences. EmpDG leverages a rule-based

method for capturing emotion cause words using EmoLex [130], a large-scale

lexicon of emotion-relevant words. Finally, we train BERT for emotion classi-

fication with the emotion labels in ED. For BERT, we select the words with
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the largest averaged weight of BERT’s last attention heads for the classification

token (i.e., [CLS]). More details can be found in Appendix.

Dialogue models for base speakers. We experiment our approach on

three recent dialogue agents: MIME [70], DodecaTransformer [67], and Blender

[4]. MIME is a dialogue model explicitly targeting empathetic conversation by

leveraging emotion mimicry. We select MIME, since it reportedly performs bet-

ter than other recent empathy-specialized models [14, 69] on EmpatheticDia-

logues. DodecaTransformer is a multi-task model trained on all DodecaDialogue

tasks [67] (i.e., 12 dialogue tasks including ED, image and knowledge grounded

ones) and finetuned on ED. Blender is one of the state-of-the-art open domain

dialogue agent [4] trained on BlendedSkillTalk dataset [8] which adopts con-

texts from ED. We also finetune Blender on ED. For all models, we use the

default hyperparameters from the official implementations. More details are in

Appendix.

Automatic evaluation metrics. For weakly-supervised emotion cause

word recognition, we report the Top-1, 3, 5 recall scores.

For EmpatheticDialogues, we report coverage and two scores for specific em-

pathy expressions (Exploration, Interpretation) measured by pretrained empa-

thy identification models [15]. The coverage score refers to the average number

of emotion cause words included in the model’s generated response.

The (i) Exploration and (ii) Interpretation are metrics for expressed empa-

thy in text, introduced by [15]. They both require responses to focus on the

interlocutor’s utterances and to be specific. (i) Explorations are expressions

of active interest in the interlocutor’s situation, such as “What happened?” or

“So, did you pass the chemistry exam?”. The latter is rated as a stronger em-

pathetic response since it asks specifically about the interlocutor’s situation.

(ii) Interpretations are expressions of acknowledgments or understanding of the
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Model
Top-1
Recall

Top-3
Recall

Top-5
Recall

Human 41.3 81.1 95.0

Random 10.7 30.6 48.5

EmpDG 13.4 36.2 49.3

RAKE 12.7 35.8 55.0

BERT-Attention 13.8 40.6 61.2

GEE (Ours) 17.3 48.1 68.4

Table 4.6: Comparison of emotion cause word recognition performance between
our generative emotion estimator (GEE), random, RAKE [12], EmpDG [13],
and BERT on our EmoCause evaluation set (§6.3).

interlocutor’s emotion or situation, such as “I know your feeling.” or “I also had

to speak in front of such audience, made me nervous.” Expressions of specific

understanding are considered to be more empathetic. RoBERTa models [131]

that are separately pretrained for each metric rate each agent’s response by

returning values of 0, 1, or 2. Higher scores indicate stronger empathy.

4.5.2 Weakly-Supervised Emotion Cause Word Recognition

Table 4.6 compares the recall of different methods on our EmoCause evaluation

set (§6.3). Our GEE outperforms all other alternative methods. RAKE performs

better than EmpDG that uses a fixed lexicon of emotion-relevant words. Com-

pared to RAKE, methods leveraging dense word representations (i.e., BERT,

GEE) perform better. Selecting words by BERT’s attention weights does not

attain better performance on capturing emotion cause words than GEE. The

gap between GEE and other methods widens when the number of returned

words from models is more than one (i.e., Top-3, 5).

We also evaluate human performance to measure the difficulty of the task.

We randomly sample 100 examples from the test set and ask a human evaluator

to select five best guesses for the emotion causes. As the performance gap
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Model Coverage Exploration ↑ Interpretation ↑

MIME [70]

S0 0.22 0.12 0.05

Plain S1 0.22 0.23 0.10

Focused S1 0.24 0.24 0.13

DodecaTransformer [67]

S0 0.34 0.25 0.24

S0+Emotion 0.34 0.21 0.20

Plain S1 0.43 0.30 0.23

Focused S1 0.49 0.32 0.30

Blender [4]

S0 0.35 0.28 0.22

S0+Emotion 0.34 0.31 0.20

Plain S1 0.43 0.37 0.21

Focused S1 0.54 0.38 0.26

Table 4.7: Comparison of our approach (Focused S1) with other speakers on
EmpatheticDialogues [14]. Exploration, and Interpretation scores are evaluated
by pretrained RoBERTa models from [15].

between GEE and human is significantly large, there is much room for further

improvement in weakly-supervised emotion cause recognition.

4.5.3 Empathetic Response Generation

Results on Automatic Evaluation. Table 4.7 reports the performance of

different dialogue agents on EmpatheticDialogues [14] with automatic evalua-

tion metrics. Our Focused S1 significantly outperforms the base model S0 in

terms of Interpretation and Exploration scores that measure more focused and

specific empathetic expression. We also test the plain pragmatic method (Plain

S1) that use random distractors as in previous works [51, 26]. The Focused S1

consistently outperforms Plain S1 on Interpretation score with similar or better
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Model Empathy ↑ Relevance ↑ Fluency ↑

MIME [70]

S0 2.94 3.17 2.75

Focused S1 3.09 3.21 2.83

DodecaTransformer [67]

S0 2.53 3.47 2.56

Focused S1 2.71 3.57 2.75

Blender [4]

S0 2.91 3.12 3.46

Focused S1 3.00 3.25 3.57

Table 4.8: Comparison of our approach (Focused S1) with base speakers (S0)
on human rating.

Exploration scores. The Focused S1 models show higher coverage scores than

other models, indicating they more reflect the context’s emotion cause words in

responses. As MIME is only trained on EmpatheticDialogues, its Exploration

and Interpretations scores are lower than models pretrained on other larger

corpus. As a result, we find our approach is effective in both large pretrained

open domain dialogue models and empathy-specialized one.

We also finetune DodecaTransformer and Blender with explicit emotion

information (S0+Emotion). Following [14], we concatenate the ground-truth

emotion label to the dialogue context during training. At inference, the top

predicted emotion from GEE is used. We find the Interpretation or Exploration

scores of S0+Emotion models drop. Thus, simply adding emotion information

is insufficient to make models focus more on the interlocutor’s emotional event.

Results on Human Evaluation. We conduct user study and A/B test

via Amazon Mechanical Turk. We randomly sample 100 test examples, each

2Since Grand Canal is a famous tourist attraction in Venice, Italy, the word ‘Europe’ is
closely related to it. We note that there is another famous Grand Canal in China. This might
be a bias in BART, since it is trained on English datasets.
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Model Win Lose Tie

MIME [70]

Focused S1 vs S0 46.7% 20.0% 33.3%

DodecaTransformer [67]

Focused S1 vs S0 42.1% 28.8% 29.1%

Blender [4]

Focused S1 vs S0 44.6% 37.4% 18.0%

Table 4.9: Comparison of our approach (Focused S1) with base speakers (S0) on
A/B test for empathetic response generation. The win and lose rates are based
on Focused S1.

Model Win Lose Tie

Blender [4]

Focused S1 vs Plain S1 39.6% 32.3% 28.0%

Table 4.10: Comparison of our approach (Focused S1) with plain pragmatic
approach (Plain S1) on A/B test for reflecting the given emotion cause words.
The win and lose rates are based on Focused S1.

rated by three unique human evaluators. Following previous works [14, 69,

70], we rate empathy, relevance, and fluency of generated responses. Given

the dialogue context and model’s generated response, evaluators are asked to

rate each criterion in a 4-point Likert scale, where higher scores are better. We

also run human A/B test to directly compare the Focused S1 and base S0. We

ask three unique human evaluators to vote which response is more empathetic.

They can select tie if both responses are thought to be equal.

Table 4.8 and 4.9 summarizes the averaged human rating and A/B test re-

sults on MIME [70], DodecaTransformer [67], and Blender [4]. Our Focused S1

agents are rated more empathetic and relevant to the dialogue context than the
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Emotion: Angry

Context: I just moved to this neighborhood and some dumb criminals shot my
neighbors and ran into the woods!

Emotion cause words from GEE:

dumb, neighbors, shot, moved, ran

S0: That’s terrible. Did you get a chance to talk to them?

Plain S1: Oh my god, that is horrible! Where are they?

Focused S1: Oh my god, that is horrible! Did they get caught?

Emotion: Trusting

Context: I’m a big believer in listening to your gut. Sometimes I might wonder
where my intuition is leading me, but it always seems to be spot on.

Emotion cause words from GEE:

believer, leading, intuition, wonder, spot

S0: That’s great. I’m glad you have a good intuition.

Plain S1: Good for you. I have a gut feeling about a lot of things.

Focused S1: That’s great! I’m a big believer in intuition too.

Emotion: Proud

Context: We were living overseas at the times – the most impressive part was
crossing the Grand Canal over a pontoon of boats to finish the marathon ;-)

Emotion cause words from GEE:

impressive, Canal, Grand, part, finish

S0: Wow, that sounds like a lot of fun! I’m glad you had a good time!

Plain S1: Wow, that sounds amazing! I bet you were so excited!

Focused S1: That sounds amazing! I’ve never been to Europe, but I’ve heard of it.

Table 4.11: Examples of recognized emotion cause words from our GEE and
responses from S0 and Focused S1. We underline words where our Focused S1

reflects the emotion cause words returned by GEE.2

base agent S0, with better fluency. Also, users prefer responses from our Focused

S1 agent over those from the base agent S0. The inter-rater agreement (Krip-

pendorff’s α) for human rating and A/B test are 0.26 and 0.27, respectively;

implying fair agreement.

In addition to the coverage score in Table 4.7, we run A/B test on Blender

[4] to compare the Focused S1 and Plain S1 for reflecting the given emotion
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cause words in the responses. We random sample 200 test examples and ask

three unique human evaluators to vote which response is more focused on the

given emotion cause words from the context.

Table 4.10 is the result of A/B test for focused response generation on

Blender [4]. Users rate that responses from Focused S1 more reflect the emotion

cause words than those from the Plain S1 approach. Thus, both quantitative

and qualitative results show that our Focused S1 approach helps dialogue agents

to effectively generate responses focused on given target words.

Examples of the recognized emotion cause words from GEE and generated

responses are in Table 4.11. Our Focused S1 agent’s responses reflect the con-

text’s emotion cause words returned from our GEE, implicitly or explicitly.

4.6 Summary

In this chapter, we studied how to use a generative estimator for identifying

emotion cause words from utterances based solely on emotion labels without

word-level labels (i.e., weakly-supervised emotion cause word recognition). To

evaluate our approach, we introduce EmoCause evaluation set where we man-

ually annotated emotion cause words on situations in EmpatheticDialogues

[14]. We released the evaluation set to the public for future research. We also

proposed a novel method for controlling the Rational Speech Acts (RSA) frame-

work [28] to make models generate empathetic responses focused on targeted

words in the dialogue context. Since the RSA framework requires no additional

training, our approach is orthogonally applicable to any pretrained dialogue

agents on the fly. An interesting direction for future work will be reasoning how

the interlocutor would react to the model’s empathetic response.
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Part II

Social Commonsense-infused
Dataset Construction
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Chapter 5

Improving Prosociality with
Constructive Negative Feedback
based on Social Norms

5.1 Introduction

State-of-the-art data-driven conversational AI systems are at the risk of pro-

ducing or agreeing with unsafe (i.e., toxic, unethical, rude, or dangerous) con-

tent. For example, given the potentially problematic utterance “I saw someone

overdose and didn’t tell anyone”, GPT-3 [3], BlenderBot [4], and OPT [5] all

condone this behavior (Figure 6.1a). Such overly agreeable characteristics of

conversational systems come from their exposure to predominantly positive

or agreeable training data [16, 132]. Although such design choice can uplift

user-bot interaction experiences, lacking appropriate strategies to cope with

problematic contexts poses serious safety concerns for real-world deployment of

conversational AIs [84, 133].

To mitigate such risk, previous works have primarily focused on dialogue
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First of all, that must have been a terrifying situation. 
It was your responsibility to help the person in need though. 
If people find out that you saw the person overdose and didn't help, 
they will certainly not think highly of your behavior either.

I don't think it's too much to ask to call 911 if you watch someone 
overdose on something. It's really important to look out for others 
by doing things like that.

Oh no, why didn’t you tell someone about it?

Rules-of-thumb
You shouldn’t let someone overdose 

without telling anyone.

📏
I hate junkies. After all, they’re all 
just criminals, aren’t they?

Needs Caution⚠

Rules-of-thumb
You should call 911 if you see 

someone overdosed.
You should look out for others.

📏Right, they would think I'm a terrible person. 
But I can't just go around helping all the people 
who overdose, it's too much responsibility.

I saw someone overdose and 
didn’t tell anyone.

Rules-of-thumb
It's important to help others in need.

📏

Needs Caution⚠

That must have been really 
difficult to witness. 
I'm glad you made the 
decision to not tell anyone 
about what you saw.

GPT-3

Well, it sounds like you did 
the right thing. 
I am glad you were there 
for them.

Blender

1

2

3

5

4

6

(a) (b)

I saw someone overdose 
and didn’t tell anyone.

Needs Caution⚠
Who cares? They're dead 
anyway. Why bother?

OPT

Figure 5.1: (a) Sample responses from existing state-of-the-art conversational
models [3, 4, 5] to a problematic context. (b) An example dialogue from Proso-
cialDialog. At each turn, the task is to (1) first determine dialogue safety
labels (§5.3.3), (2) then infer relevant rules-of-Thumb (RoTs) for problematic
contexts, and (3) finally generate constructive feedback based on RoTs (§5.3.2).

safety detection [82, 83, 85], and adopted mechanical strategies to avoid po-

tentially unsafe conversational content altogether [88, e.g., giving canned re-

sponses, “Do you want to talk about something else?”]. However, such evasive

strategies disturb the flow of conversations [134]. Also, the one-size-fits-all ap-

proach may accidentally block off safe content, e.g., conversations about gender

or race issues, leading to social exclusion and marginalization [135]. What is

really missing from the current dialogue safety paradigm is to teach conversa-

tional agents to properly respond to potentially problematic user inputs, guided

by social norms.

As a significant step towards creating socially responsible conversational

agents, we introduce ProsocialDialog,1 a large-scale dataset of 58K multi-

turn conversations in which a speaker responds to potentially unsafe situations

1Dataset and model are available at https://hyunw.kim/prosocial-dialog
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prosocially - i.e., following social norms and benefiting others or society [136,

137]. As shown in Figure 6.1b, our dialogues start with a speaker bringing up

potentially unsafe content (e.g., neglecting overdosing; utterance 1). The second

speaker constructively and respectfully guides the conversation in a prosocial

manner.

We operationalize this prosocial intent with commonsense social rules or

rules-of-thumb (RoTs), as responses should be grounded in communicative in-

tents or goals [138]. For example, utterance 6 in Figure 6.1b is grounded in the

prosocial intent to remind the other of the social responsibility, “You should

look out for others.”

To create ProsocialDialog, we set up a human-AI collaborative data cre-

ation framework (Figure 5.2), where GPT-3 generates the potentially unsafe ut-

terances, and crowdworkers provide prosocial responses to them. This approach

allows us to circumvent two substantial challenges: (1) there are no available

large-scale corpora of multi-turn prosocial conversations between humans, and

(2) asking humans to write unethical, toxic, or problematic utterances could

result in psychological harms [139, 140].

ProsocialDialog enables two critical tasks for building socially responsi-

ble conversational AI: (1) generating prosocial responses to potentially unsafe

user inputs; (2) detecting potentially unsafe dialogue contents with more fine-

grained categorizations and grounded reasoning via RoTs. In accordance with

these two goals, we additionally release a dialogue model Prost and a rules-of-

thumb generator model Canary that can be used as a dialogue safety module.

Both quantitative and qualitative evaluation results show that Prost generates

more appropriate responses than other state-of-the-art language and dialogue

models when facing problematic contexts (§5.5.2 and §5.6.1). Empirical results

also demonstrate that Canary effectively guides large-scale pre-trained language
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models to generate significantly more prosocial responses under zero-shot set-

tings (§5.6.2).

5.2 Prosociality and Receptiveness in Conversational
Agents

We tackle the challenges of designing a chatbot that can respond prosocially,

safely, and ethically to problematic inputs by incorporating three different per-

spectives: introducing prosocial responses controlled by rules-of-thumb (§5.2.1),

improving receptiveness in dialogues using insights from social sciences (§5.2.2),

and developing more fine-grained and inclusive safety labeling schema (§5.2.3).

Then, we discuss some implications of modeling prosociality via social norms

(§5.2.4).

5.2.1 Prosocial Responses with Rules-of-thumb

To handle problematic conversations head-on, we introduce the concept of

prosociality for conversational agents. Prosocial behavior is a critical compo-

nent in building relationships and supporting our society [21]. It is defined as

actions that benefit others or society in general [136, 137]. According to so-

cial psychology, helping others and following societal norms are some of the

fundamental forms of prosocial behavior [141, 21].

We argue that conversational agents should encourage prosocial behavior by

giving constructive feedback in the face of unethical, rude, toxic, or dangerous

contexts. Specifically, agents should infer appropriate social rules for those con-

texts and guide the other to follow them. Also, to build universally prosocial

agents, they should be adaptive to new social rules as they can differ across

cultures and time [142, 143].

In our dataset, constructive feedback is grounded both on rules-of-thumb
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(yellow square boxes in Figure 6.1) and dialogue context. As a result, dialogue

agents are expected to customize their feedback accordingly when given new

rules-of-thumb even after once it’s trained on the dataset.

5.2.2 Improving Receptiveness in Dialogues

The second goal of ProsocialDialog is to respond in ways that encourage

receptiveness from the interlocutor, i.e., encourages them to adjust their behav-

ior towards prosociality. Drawing from psychology and communication studies

[144], we implement three strategies when designing ProsocialDialog: (1)

Ask questions first : instead of aggressive and immediate confrontation, it is

better to inquire first to give the impression of interest [145, 146]. (2) Base

feedback on empathy : when pushing back, recent experiments show that com-

bining empathy is the most effective among those in reducing offensive speech

[147]. (3) Show how to change: constructive feedback suggests better alterna-

tives rather than just criticizing [148].

5.2.3 Fine-grained and Inclusive Safety Labeling

Since ProsocialDialog deals with a wide range of situations, from benign to

very problematic, we introduce a new three-way safety classification schema: (1)

Needs Caution, (2) Needs Intervention, and (3) Casual . While previous work

aims to classify the safety or toxicity of context itself [82, 88, 87, 85], our schema

focuses on the actions or responses an agent should produce next. We do so in

order to avoid flagging specific or sensitive content as “unsafe” (e.g., discussions

of minority identity), as this can lead to stigmatization and social exclusion of

minority users [149, 150, 135].

Needs Caution describes utterances and situations that are potentially

problematic, unethical, rude, toxic, or biased and may require caution in order
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to respond prosocially.

Needs Intervention captures contexts that are more than just problem-

atic but instead require human intervention (i.e., prosocial action), such as

medical issues or imminent danger. In those cases, it is more appropriate or

even required to seek help from real humans (e.g., calling 911) beyond just

receiving responses.

Casual covers the remaining non-problematic situations, such as casual

everyday actions, chit-chat, and positive or empathetic interactions.

5.2.4 Whose Prosociality Is It Anyway?

Although crowdsourcing has been the primary method of data collection for AI,

we recognize that relying on the wisdom of the crowd is not equivalent to moral

correctness [151]. In fact, our operationalization of social norms, toxicity, and

dialogue safety may privilege majority or dominant opinions, at the expense of

minority or marginalized ones. This a particularly important consideration, as

historically, dominant normative values have been used to justify oppression of

minority groups [152].

To mitigate these negative effects, we release the individual safety anno-

tations, to keep annotation diversity, and we employ the Social Bias Infer-

ence Corpus [153] to push back against statements perpetuating oppression of

marginalized identities (e.g., with RoTs such as “it’s wrong to think people of

color are inferior”). However, future work should investigate the effect of our

design decisions on marginalized groups, and investigate methods for better

shifting power to those groups. For further discussion, please see §5.7 and §5.8.
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1. Extract Situations
from Morality-related 

Datasets

2. Draft 
Dialogue Opening

with GPT-3 Self-chat

4. Workers Proofread 
the Dialogue

5. Workers Annotate
RoTs & Response

6. Workers Label
Dialogue Safety

Social Chemistry

ETHICS

SBIC

N rounds of Step 3, 4, 5

3. GPT-3 Generates
Response to the Dialogue

RoT

RoT

RoT

RoT

RoT
GPT-3

⚠

⚠

🚨

Figure 5.2: The overall pipeline for collecting ProsocialDialog.

5.3 ProsocialDialog

We collect ProsocialDialog with a human-AI collaboration framework, where

GPT-3 [3] plays the problematic speaker role, and crowdworkers play the proso-

cial role, by providing feedback, i.e., responses that encourage socially acceptable

behavior. We use Amazon Mechanical Turk for crowdsourcing (see Appendix

C.1).

The resulting task for ProsocialDialog consists of three stages: (1) de-

termining the safety of context, (2) reasoning rules-of-thumb for problematic

dialogue contexts, (3) and generating guiding responses grounded on those rules-

of-thumb. Here, we go over the data collection steps of our dataset.

5.3.1 Collecting Problematic Situations

To cover a wide range of problematic dialogue contexts, we collect unethical,

biased, and harmful situations for conversation openers from three morality-

related English datasets: Social Chemistry [154], ETHICS [155], and Social

Bias Inference Corpus [153]. Further details can be found in Appendix C.1.1.

Social Chemistry includes various single-sentence social situations along with

relevant social norms in text, denoted as rules-of-thumb (RoTs). We filter the

situations and RoTs suitable for dyadic dialogue; and related to potentially

wrong behaviors (e.g., situation: “hoping to spam others”, RoT: “It’s bad to
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intentionally disrupt others.”).

ETHICS is a benchmark for assessing language models’ basic knowledge of

ethical judgments. We use the commonsense morality subset that contains short

text scenarios (1-2 sentences) in everyday life (e.g., “I shoved the kids into the

street during traffic.”). We extract ones labeled as being wrong.

Social Bias Inference Corpus (SBIC) is a corpus of toxic and stereotypical

posts annotated with toxicity labels and text explanations of implied social

biases. We extract the posts and implications about minorities (e.g., post: “Do

you expect a man to do cooking cleaning and washing?”, implication: “Women

should do the house chores.”).

5.3.2 Collecting Dialogues

Figure 5.2 shows the overall human-AI data annotation pipeline. More details

and example annotation pages can be found in Appendix C.1.3.

Drafting Dialogue Openings. We use GPT-3 to draft the first three

utterances of the dialogue, by prompting it with examples to play the roles

of a problematic and an inquisitive speaker. Crowdworkers later revise these

utterances.

The first utterance comes from the set of collected problematic situations

described above. We prompt GPT-3 with examples to convert them to utter-

ances (e.g., “not getting treatment for my sick child” → “I’m not going to get

treatment for my sick child”). The second utterance is a rephrased elaboration

question for reflective listening [156] and the third utterance is the response. As

we ground GPT-3 on the problematic first utterance, it successfully continues

producing problematic content [157].

Collecting Constructive Feedback. We then ask human annotators to

continue the conversation by giving constructive feedback grounded on rules-
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of-thumb (RoTs).

(i) Select or write RoTs. Workers can select one or two RoTs from a set

of candidates, or write their own. Candidates are either the RoTs associated

with the original input situation from our problematic datasets or machine-

generated.2

(ii) Write constructive feedback. Next, we ask them to guide the interlocutor

to be more prosocial aligned with the RoTs. We give careful instructions to help

workers write better responses. If workers cannot find any problematic behavior

in the context, they respond freely without grounding in RoTs.

Continuing the Conversation. After collecting the feedback responses,

we generate another round of dialogue with GPT-3, for which we then collect

another round of feedback from crowdworkers. We collect at most six turns of

dialogue.

Proofreading for Coherency and Soundness. For each round, the

worker annotating the RoTs and feedback also determines whether the pre-

vious responses are appropriate and the overall context is coherent. We ask

workers to revise at least one utterance for each dialogue.

Validating the Collected Dialogues. We run two separate rounds of

validation after collecting the dialogues. We ask three workers per dialogue to

report any incoherent utterances or accusatory/harsh/rude feedback. We re-

annotate dialogues if they are reported by one or more workers to ensure data

quality.3

2We give the ground-truth RoTs as candidates for Social Chemistry, model-generated RoTs
from a pretrained model [154] for ETHICS, and RoTs made from implied stereotypes for SBIC
(e.g., “Asians are not suitable for Hollywood movies” → “It’s wrong to think Asians are not
suitable for Hollywood movies”).

3We re-annotate 13.9% of dialogues after the first validation round, and only 3.5% after
the second.
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5.3.3 Collecting Dialogue Safety Labels

As a final step, we collect dialogue safety labels to determine when the agent

should give constructive feedback. Given a dialogue context, we ask three anno-

tators to categorize the utterance(s) by the machine interlocutor (i.e., GPT-3)

into three classes: Casual, Needs Caution, and Needs Intervention (see

details in §5.2.3). We also ask workers to write a one-sentence rationale for

their judgment, in order to enrich our annotations with explanations of why

something might need caution (e.g., “Speaker doesn’t have a good reason for

borrowing the car and disappearing.”). Unfortunately, classification labels wash

away the implications behind the decisions. Hence, these rationales are not only

valuable by themselves but also lead to better credibility and transparency for

evaluating the annotations [158].

When creating our final context label, we aim to preserve annotator dis-

agreements, which often arise in such subjective annotations [82, 159]. Our

final label set is: (1) Casual, (2) Possibly Needs Caution, (3) Proba-

bly Needs Caution, (4) Needs Caution, and (5) Needs Intervention.

Further details and annotation pages are in Appendix C.1.4.

5.3.4 Analysis of ProsocialDialog

Large-scale. The dataset contains 58,137 dialogues with 331,362 utterances,

160,295 unique RoTs, 497,043 safety annotations and reasons (Table 6.2). The

safety labels have good agreement (Krippendorff’s α=0.49 [160]), with 42% of

utterances labeled as Needs Caution (see Figure 5.4 for a full breakdown). Our

train, valid, test splits each contains 42,304 / 7,132 / 8,701 dialogues. More

details of our dataset (e.g., examples) and workers are in Appendix C.1.5 and

C.1.6.

Compared to other safety datasets such as Build-it Break-it Fix-it (60K;
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#Dialogue #Utterance
Avg.

#Turns
Avg.

Utterance Length

DailyDialog 13k 104k 7.9 14.6

Topical-Chat 10k 235k 21.8 19.6

Holl-E 9k 90k 10.1 15.3

PersonaChat 11k 164k 14.8 14.2

Wizard of Wikipedia 22k 202k 9.1 16.4

EmpatheticDialogues 25k 107k 4.3 13.7

BlendedSkillTalk 7k 76k 11.2 13.6

Moral Integrity Corpus 38k 76k 2.0 22.3

ProsocialDialog 58k 331k 5.7 20.0

Table 5.1: Statistics of ProsocialDialog compared to other dialogue
datasets. Utt. denotes utterance. Brief description for each dataset is in Ap-
pendix C.5.

[82]), Bot-Adversarial Dialogue (79K; [88]), and DiaSafety (11K; [85]), our

dataset offers a much larger set of utterances (166K) each annotated by three

workers with rationales behind judgments in free-form text.

Rich in Negativity. ProsocialDialog includes a rich suite of construc-

tive feedback countering problematic dialogue content compared to other dia-

logue datasets. To illustrate this, we analyze the polarity of utterances in our

and other existing datasets, using the BERT-based GoEmotions sentiment clas-

sifier [6]. We categorize the utterances in each training dataset into four classes:

positive, ambiguous, negative, and neutral. In Figure 5.3, we show that exist-

ing datasets are predominantly agreeable in tone and largely lack negativity in

their utterances, in constrast to our ProsocialDialog.

Dynamic safety labels. Our dataset provides dynamically changing safety

labels across conversation turns (see Figure 5.4). Dialogues that start out with

casual remarks can even end up in situations needing intervention. In contrast,

we do not find Needs Intervention contexts change to the Casual level.
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ProsocialDialogue
BlendedSkillTalk

EmpatheticDialogues
Wizard of Wikipedia

PersonaChat
Holl-E

Topical-Chat
DailyDialog

Positive Ambiguous Negative

Figure 5.3: Ratio of positive, ambiguous, and negative utterances in large-scale
dialogue datasets and our ProsocialDialog, measured by the pretrained
BERT sentiment classifier from [6].

This is because we instruct workers that situations requiring human intervention

cannot be resolved by chatbot responses. Meanwhile, we find some situations

requiring caution de-escalate to the Casual level. This is the case where the

interlocutor accepts the feedback or admits its misbehavior and promises to

behave nicely.

5.4 Building Socially Responsible Dialogue Agents
with ProsocialDialog

We aim to build prosocial models that can reason properly in both casual and

problematic conversational contexts. We utilize ProsocialDialog and other

dialogue datasets to train a narrative safety module Canary and a dialogue

agent Prost. By separating the two, we can update the safety module instead of

retraining the entire dialogue agent when social norms or safety criteria change.
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5.4.1 Canary:
A Dialogue Safety Detection Model Generating RoTs

We train a sequence-to-sequence model Canary4 that generates both safety label

and relevant RoTs given a potentially problematic dialogue context. In contrast

to simple binary safety classification, generating RoTs for dialogue safety has

two advantages. First, RoTs can help us better explain what is problematic

within the context. Second, it allows us to ground the agent’s response on

RoTs, which captures the prosocial communicative intent.

Training. Given a dialogue context (c), we train Canary to generate the

safety label (s) along with the RoTs (r): p(s, r|c). We concatenate a special

token for the safety label and RoTs to construct the target gold text for gen-

eration (e.g., needs caution It is wrong to call 911 just for fun.). If there

are more than one RoT for a context, we concatenate them with commas. For

Casual contexts, the target text is the safety token only.

We employ T5-large [161] as the base architecture for its strong performance

at generating RoTs and moral judgments [162, 163]. We train three variants of

Canary, each pre-trained on different datasets: Social Chemistry [154, §5.3.1],

MIC [163], and Commonsense Norm Bank [162, Delphi]. To accommodate di-

verse safe contexts, we also incorporate existing dialogue datasets as casual

conversations as additional training data. Further training details, e.g., train-

ing objective, are in Appendix C.2.1.

5.4.2 Prost: A Prosocial Dialogue Agent Grounded in RoTs

We train Prost (Prosocial Transformer) to take on the guiding speaker’s role

in ProsocialDialog.

4The canary is a bird once used as a sensitive indicator for toxic gases in coal mines during
the 1900s. Since then, the term canary has been used to refer to a person or thing which serves
as an early warning of coming danger.
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Figure 5.4: The overall ratio and turn dynamics of dialogue safety labels in
ProsocialDialog. We include the actual proportions (%) inside the bars.

Training. Given dialogue context c, we train two variants of Prost with

different training setups: (1) learn to generate both RoT r and response u –

i.e., p(u, r|c) 5 and (2) learn to generate response u only – i.e., p(u|c). We use

MLE for training.

For the training set, we use an ensemble of our dataset and various large-

scale dialogue datasets: DailyDialog, TopicalChat, PersonaChat, Wizard of Wikipedia,

EmpatheticDialogues, and BlendedSkillTalk (brief description of each dataset

is in Appendix C.5). Existing dialogue datasets’ utterances are excessively pos-

itive (see Figure 5.3) and our ProsocialDialog is deliberately designed to

include much more negative responses for objectionable contexts. Therefore, it

is important to incorporate them all to obtain a well-balanced dialogue agent

5This can be viewed as chain of thought reasoning for response generation [164].
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for navigating diverse contexts. We train our agent to generate guiding utter-

ances grounded on RoTs for contexts against social norms; otherwise, we train

it to generate responses without RoTs.

We build Prost on top of the PushShift Transformer model [4] which is

the best publicly available pre-trained model for dialogue and also the base

model for BlenderBot [4]. Moreover, it shows better performance than other

pre-trained dialogue agents across various dialogue datasets (see Table C.3 in

Appendix). More details are in Appendix C.2.2.

5.5 Experiments on ProsocialDialog

We first evaluate Canary on determining dialogue safety and generating rules-

of-thumb (§5.5.1). Next, we evaluate Prost on generating prosocial responses

both quantitatively and qualitatively (§5.5.2).

5.5.1 Dialogue Safety Classification
& Rule-of-thumb Generation

Baselines and evaluation metrics. We compare the accuracy of Canary

with four fine-tuned models for dialogue safety classification: BERT [113], BAD

classifier [88], GPT-2 [165], and T5-large [161]. For rule-of-thumb (RoT) gen-

eration, we compare Canary with four fine-tuned models: GPT-2, NormTrans-

former [154], DialoGPT [166], and T5-large. We report BLEU-4 and F1 scores

of model outputs, and also the perplexity of gold RoTs for each model. Further

details are in Appendix C.3.1 and C.3.2.

Results. Table 5.2 shows the safety classification accuracy and RoT gen-

eration results of baselines and the three variants of Canary (§5.4.1). Canary

(i.e., T5 with additional social norm knowledge) generally performs better than

the vanilla T5 directly trained on our dataset. The Delphi-based Canary out-

performs all models. This shows that Delphi’s knowledge on common patterns
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Model

Safety
Classification

Rules-of-thumb
Generation (Test set)

Valid Test BLEU-4 F1 PPL

BAD classifier 72.2 72.1 – – –
BERT 73.1 72.8 – – –
NormTransformer – – 10.2 36.1 8.6
DialoGPT – – 10.0 32.1 8.7
GPT-2 69.3 68.4 9.6 32.3 8.8
T5 72.4 73.4 16.1 38.9 5.9

Canary (Social Chemistry) 73.5 73.1 16.3 39.2 5.4
Canary (MIC) 74.1 74.0 16.2 41.2 5.3
Canary (Delphi) 77.9 77.1 16.5 43.3 5.3

Table 5.2: Dialogue safety classification accuracy (%) and rules-of-thumb gen-
eration results (§5.5.1) on ProsocialDialog. PPL denotes perplexity.

of human moral sense for short snippets is useful for downstream tasks of de-

termining problematic content and generating RoTs under dialogue setup.

5.5.2 Response Generation via Prost

Baselines. We compare the two generation setups of Prost described in §5.4.2:

given a dialogue context, generate an RoT and then a response (RoT & Re-

sponse) or generate only a response (Response only). As an additional baseline,

we also evaluate generations when given the gold RoTs (gold RoT & Response).

With human evaluation only, we also compare Prost to GPT-3 [3] and Instruct

GPT-3 [101].6

Evaluation metrics. We conduct both automatic and human evaluations

for measuring the quality and the prosociality of response generations from

different models. For automatic metrics, we measure BLEU-4, F1 scores, and

perplexity.

6We use prompts to set GPT-3 and Instruct GPT-3 to be dialogue agents (see details in
Appendix C.3.3).
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Model BLEU-4 F1 Perplexity

Prost (Response only) 3.98 30.30 6.31
Prost (RoT & Response) 4.13 31.13 6.22
Prost (Response w/ gold RoT) 4.51 32.78 6.16

Table 5.3: Response generation results on ProsocialDialog test split (§5.5.2).
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Prost (Response only) 12.9 12.7 10.9 12.7 21.9
Tie 69.8 70.7 79.3 71.6 48.3
Prost (RoT & Response) 17.1 16.4 9.7 15.6 29.6

GPT-3 9.3 12.7 11.0 3.1 10.7
Tie 27.3 37.2 65.4 54.4 14.1
Prost (RoT & Response) 63.4 50.1 23.7 42.5 75.2

Instruct GPT-3 11.9 21.3 12.2 6.9 20.2
Tie 36.2 36.5 69.1 65.2 20.7
Prost (RoT & Response) 51.9 42.3 18.8 27.9 59.1

Table 5.4: Results of head-to-head human evaluation between dialogue agents
on response generation for ProsocialDialog (in percentages; §5.5.2).

For human evaluation, we perform head-to-head evaluation comparing two

responses, each from a different model, via Amazon Mechanical Turk. We ran-

dom sample 400 test examples and ask human judges to select the response

that is better along five different dimensions, inspired by [167, 168]: (1) proso-

ciality, (2) engaged, (3) respect, (4) coherency, and (5) overall. Details for each

dimension can be found in Appendix C.3.3. Judges are allowed to select tie.

Results. Shown in Table 5.3 and 5.4, both automatic and human evaluation

results show that Prost (RoT & Response) generally performs better than the

Response only model on ProsocialDialog. Unsurprisingly, Prost performs

even better when given the gold RoT on automatic evaluation. This suggests
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that RoTs help guide the model towards better prosocial responses. More results

of different base models and dialogue datasets are in Appendix C.3.3.

Comparing to (Instruct) GPT-3, Prost performs better across all metrics

(Table 5.4). We note that ProsocialDialog is an unseen dataset for GPT-3s

as it is newly collected. Meanwhile, Prost is trained on our dataset, hence lead-

ing to a considerable gap in performance as measured in our human evaluation.

We further explore how PLMs can be improved by using Canary in §5.6.2.

5.6 Generalizability of Prost and Canary

We now explore how ProsocialDialog can be useful for responding to real-

world toxicity and steering large pre-trained language models.

5.6.1 Generalizing to Real-world Toxic Phrases

We show that Prost can generalize to unseen real-world, human-written toxic

phrases, in addition to properly responding to the in-domain problematic con-

tent from ProsocialDialog. We evaluate Prost and other dialogue agents on

how they respond to utterances from Reddit in ToxiChat [16]. Details are in

Appendix C.4.1.

Baselines. We compare our two Prost models (§5.4.2) with five best-performing

conversational agents: DialoGPT, BlenderBot 1, BlenderBot 2 [169], GPT-3,

and Instruct GPT-3.7

Evaluation metrics. We report the stance, offensiveness, and toxicity of

models’ responses following [16]. First, the stance classifier categorizes each

response with three classes: disagree, agree, and neutral. Then, the responses’

offensiveness is predicted by a binary classifier. We also determine whether

responses contain bad (i.e., toxic) n-grams from [170].

7As before in §5.5.2, we set prompts to make GPT-3 and Instruct GPT-3 to be dialogue
agents.
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Results. Shown in Table 5.5, both Prost produce more disagreeing re-

sponses compared to other models. In contrast, BlenderBot 1 and GPT-3 have

much higher rates of responses that agree with toxic content, compared to Prost

and others.

Interestingly, Prost (RoT & Response) generates more toxic words or offen-

sive responses, compared to Prost (Response). Likely, this is due to responses

and RoTs that disapprove of offensive implications (e.g., “It’s not right to think

gays are animals”), since we also find that model disagrees the most.8 Those

disagreeing responses can be mistaken as offensive by neural models due to

spurious lexical correlations and a lack of understanding of negations [172].

We also observe that upgraded models (i.e., BlenderBot 2 and Instruct GPT-

3) output much more neutral responses (95.3% and 90%, respectively) compared

to previous versions (i.e., BlenderBot 1 and GPT-3; 61.8% and 70.2%, respec-

tively). However, neutral responses can still be harmful compared to disagreeing

ones, especially in the face of toxicity, since it can be perceived as condoning

the unacceptable behavior.

5.6.2 Improving Prosociality of Pre-trained Language Models
with Canary

We further demonstrate the usefulness of ProsocialDialog by showing that

Canary-generated RoTs can steer large pre-trained language models (PLMs)

towards prosocial responses. Specifically, we sample 600 dialogues from the

ProsocialDialog test set that Canary predicts not to be Casual and eval-

uate PLM responses with and without the RoTs from Canary.

Target models and metrics. We apply Canary to GPT-3 and Instruct

GPT-3. We append the RoTs to the prompt that is given to the PLMs along

8We corroborate this intuition by counting negation words from LIWC-2015 [171], and
find that negations appear in 88% of Prost (RoT & Response) outputs but only 72% of Prost
(Response).

78



Model Disagree ↑ Agree ↓ Offense ↓ Bad ↓

DialoGPT 6.6 13.8 29.6 5.6

BlenderBot 1 (3B) 14.0 24.2 19.6 7.8

BlenderBot 2 (3B) 2.0 2.7 12.7 5.3

GPT-3 11.2 18.6 41.0 26.6

Instruct GPT-3 3.3 6.7 2.7 6.7

Prost (Response only) 14.8 7.3 6.0 4.7

Prost (RoT & Response) 38.7 4.6 19.3 13.3

Table 5.5: Zero-shot response generation results (§5.6.1) for our Prost and other
dialogue agents on ToxiChat [16]. All numbers in percentages (%).

with the dialogue context (see Appendix C.4.2 for details). We run head-to-

head human evaluations between PLMs with and without Canary, as done in

§5.5.2.

Results. As illustrated in Figure 5.5, responses with Canary are strongly

preferred over those without Canary (×2 ∼ 3 on prosociality and overall). The

pattern is similar for all other dimensions, where the responses with Canary

RoTs are better or as good as responses without the RoTs. This suggests that

when guided with social norms and RoTs, PLMs can be effectively steered

towards behaving more prosocially.

Going one step further, we also compare responses between GPT-3 and

Instruct GPT-3 (Figure 5.6). As expected, Instruct GPT-3 outperforms GPT-3

in all five criteria. However, when GPT-3 is equipped with Canary, we observe

it is on par with Instruct GPT-3 on overall and even better on prosociality.

Although Instruct GPT-3 has undergone much more additional training than

GPT-3 [101], Canary can effectively close the gap between the two models.
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Figure 5.5: Results of head-to-head comparison between models with and with-
out Canary on ProsocialDialog via human judgements (§5.6.2).

5.7 Societal and Ethical Considerations

Precautions taken during dataset construction. Since ProsocialDia-

log aims to include various problematic contexts, we take extensive safety pre-

cautions to protect our workers from possible psychological harms. Although we

leverage GPT-3 to generate the problematic utterances, simply being exposed

to them for annotating constructive feedback can be disturbing and upsetting

for workers. Therefore, we only allow workers who are not minors. We inform

in advance that worker’s discretion is strongly recommended due to the offen-

sive and upsetting contents of the annotation. Also, we notify workers they are

welcome to return any data that makes them feel uncomfortable. In case of

possible mental health problems, we guide workers to reach out to Crisis Text
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Figure 5.6: Results of head-to-head comparisons between Instruct GPT-3 vs.
GPT-3 and Instruct GPT-3 vs. GPT-3 with Canary on ProsocialDialog via
human judgements (§5.6.2).

Line,9 i.e., an organization providing free, 24/7, high-quality text-based mental

health support.

In addition, we keep a feedback window open on the annotation page so

that workers can contact us anytime. Responses to the workers’ feedback were

given within 24 hours. Last but not least, we compensate our workers with

competitive wages: approximately $15 per hour on average.

This study was conducted under the approval of our institution’s ethics

board (IRB).

9https://crisistextline.org/
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Risk factors from dataset release. Although we train our dialogue agent

only on the guiding speaker role in ProsocialDialog, the problematic inter-

locutor’s utterances can also be used as training targets. Such misuse of our

dataset can result in an agent that specifically generates disturbing, trouble-

some, or dangerous utterances. However, conversational agents must be aware

of those utterances as input in order to navigate them according to social rules.

Thus, it is crucial to release the resource to the public to encourage the machine

dialogue field to collectively progress towards prosocial conversational agents.

Since our dataset’s rules-of-thumb (RoT) are mainly based on US culture,

it can be difficult to apply them universally to other cultures or in the distant

future. Although the RoTs in our dataset are in English, social norms vary

widely even within English speaking cultures [142]. Also, social consensus on

commonsense rules change over time [143]. As a result, if they are to be applied

as is to models deployed in other cultures or times, the outputs can be socially

unacceptable in some cases.

We also like to note that our RoT set does not represent all general social

rules in US, rather it should be considered as a subset of those. Note, our an-

notators are all from a single online platform, i.e., Amazon Mechanical Turk

(MTurk). Although we thoroughly verify our dialogues several times with mul-

tiple workers (see §5.3.2 for details), they may all share group characteristics

that can bias the RoT annotation in a specific direction.

Training a conversational agent solely on our dataset can result in a negativity-

prone chatbot. As we pointed out, existing dialogue datasets are biased to-

wards positivity (see Figure 5.3 for more details); hence dialogue agents tend

to agree on wide range of situations [16]. We deliberately design our dataset

to include much more negativity to counterbalance the excessive positivity and

teach agents to give constructive feedback. Therefore, we encourage using our
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dataset along with other ones rich in positivity to train a balanced conversa-

tional agent.

Dialogue systems and AI regulation. Since technology is increasingly

interfacing with humans in their everyday lives, it is important to consider

dialogue agents as part of the larger socio-technical ecosystem. Specifically,

we believe that dialogue agents should be designed such that the conversation

could be handed over to humans if needed (hence our Needs Intervention label).

Additionally, we echo calls for improved regulations on the (mis)use of AI and

dialogue systems [173, 174], especially to avoid situations where humans might

be manipulated or denied due process.

5.8 Limitations

As mentioned above (§5.7), our dataset is collected by English-speaking workers

on a single online platform, Amazon Mechanical Turk. Also, almost all of the

workers were from US; and most of them were liberal-leaning and white (details

in Appendix C.1.6). As a result, the rules-of-thumb (RoTs) in our dataset do not

cover all RoTs in North America or other cultures. Therefore, some RoTs may

be debatable for some readers. We also recognize our RoTs from the wisdom of

the crowd (e.g., crowdsourcing) and social norms are not equivalent to moral

correctness (details in §5.2.4). Furthermore, we note that constructive feedback

is subjective and can vary widely among people. Hence, some responses may be

questionable or accusatory due to the toxic and unethical contexts. However,

we ground our annotation guidelines in various social science research (details

in §5.2.2) and went through multiple verification steps (details in §5.3.2 and

Appendix C.1.3) to minimize this issue. We hope future work will explore the

impact of guiding conversations with RoTs that do not match the interlocutor’s
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norms and values.

Although Canary and Prost show promising results on having prosocial

conversations, our work has not fully solved the issue of conversational agents

generating inappropriate responses to problematic user input. We have observed

Canary can sometimes generate RoTs that are unrelated or irrelevant for cer-

tain contexts. It may also predict casual contexts as needing caution or human

intervention. Despite Prost being trained on many large-scale publicly available

multi-turn dialogue datasets, it still generates incoherent or inappropriate re-

sponses to given dialogue contexts. Also, since Prost is based on the pre-trained

PushShift Transformer [4], which is pre-trained on the Reddit corpus, gener-

ating socially biased or toxic responses is still possible. We encourage future

research towards addressing these issues, and hope our work opens up discus-

sions in the dialogue research field for making conversational agents to be more

prosocial.

5.9 Summary

In this chapter, we introduced ProsocialDialog, a large-scale English dia-

logue dataset providing constructive feedback for prosocial behaviors aligned

with commonsense social rules (i.e., rules-of-thumb) across diverse problematic

contexts. We proposed a new three-tier dialogue safety schema to differentiate

situations requiring human intervention (e.g., emergency) from those requir-

ing careful responses (e.g., biased, unethical). Experiments showed Prost, dia-

logue agent trained on our dataset, can navigate problematic contexts in a more

prosocial manner. We also trained a dialogue safety model Canary that outputs

relevant rules-of-thumb when the context is detected to be not casual. Human

evaluation showed Canary can significantly improve the prosociality and overall

quality of large language models’ responses to objectionable contexts.
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Chapter 6

Improving Generalizability via
Million-scale Dialogue Distillation
with Social Commonsense

6.1 Introduction

Conversations that occur in everyday spoken situations are often not recorded

as data. And when they are, such as in the case of text messages, research use is

rightly restricted due to privacy and legal concerns. As a result, collecting high-

quality, everyday social conversations on a large scale has long been recognized

as a difficult task [8]. In light of these challenges, previous studies have relied on

crowdsourcing datasets focused on specific themes of dialogue (e.g., persona, [1]

empathy [14]). However, this approach is limited in scale due to its associated

costs. As a result, the progress made in machine dialogues, including generation,

evaluation, and understanding, has been severely hindered by the reliance on

these small datasets [175, 176].

To alleviate this bottleneck, we introduce Soda (SOcial DiAlogues), a
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SODA
A Dataset of High-quality 
1.5M Social Dialogues

• Head: PersonX moves a step closer to the goal
• Relation: xNeed
• Tail: to take the first step

Madeleine took the first step towards her goal, 
and with her coach’s encouraging words, 
she moves one step closer.

Madeleine: Hey coach, 
I wanted to talk to you about my 
performance today. 
Coach: Well Madeleine, you’re 
progressing nicely. You’ve come 
a long way since we first started 
working together. 

…

Social
Narrative

Social Commonsense
Knowledge

Social
Dialogue

CO3 DISTILLATION FRAMEWORK

Add
Context

with LLM

COSMO
Conversation

Model with 
Greater Generalizability

Figure 6.1: An illustration of our CO3 framework (§6.2), Soda dataset (§6.3),
and conversation model Cosmo (§6.4) trained on Soda. Conversations are dis-
tilled from a large language model (LLM) by contextualizing social common-
sense. The full example is in Table 6.1.

million-scale English dialogue dataset covering a wide variety of social inter-

actions. As a result of being grounded on rich social commonsense and nar-

ratives, Soda goes beyond specific skill-focused dialogues and features more

general conversations. Our dataset includes 1.5 million dialogues distilled from

a large language model (in our case, GPT-3.5 [101]) resulting in more than 11

million utterances with 300 million tokens: Soda is the largest publicly avail-

able open-domain social conversation dataset. Human evaluation shows that

Soda surpasses existing human-authored dialogue corpora across axes like con-

sistency, specificity, and (surprisingly, even) naturalness (§6.3.2).

To make Soda, we propose CO3, a framework for COntextualizing
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COmmonsense for distilling COnversations from a large language model (LLM).

Illustrated in Figure 6.1, CO3 infuses commonsense knowledge into dialogues by

transforming knowledge triples into narratives, and then into dialogues. Such

an approach offers two significant advantages: (1) maximizing diversity and

(2) minimizing nonsensical conversations. Although generating content using

LLMs is relatively easy, determining how to cover diverse content poses a non-

trivial challenge. We find that sampling from an LLM without contexts results

in dull conversations (§6.3.3). Because commonsense knowledge graphs cover

a wide range of everyday situations [177], conditioning on them results in a

broad spectrum of conversations. Moreover, since LLMs are prone to hallucina-

tions [133], the seed commonsense knowledge can help them stay on a sensible

generation path.

With Soda, we train a COnverSation MOdel, Cosmo. Human evalua-

tion results demonstrate that: (1) Cosmo generalizes better to unseen conver-

sations than existing best-performing dialogue models, winning by more than

40% on average in head-to-head comparisons versus BlenderBot [4], Koala [18],

and Vicuna [19] (§6.5.1); (2) Cosmo outperforms BlenderBot (with the same

number of parameters) on the dataset BlenderBot was trained on, despite never

seeing the corpus (§6.5.2); and (3) Cosmo responses are even preferred over

human-authored, ground-truth responses in DailyDialog [7], a dataset on which

Cosmo was not trained on (§6.5.1).

Finally, the distilled dialogues in Soda represent a significant resource con-

tribution for open-domain dialogue research. Most of all, Soda enables the

research community to train smaller dialogue agents with competitive capabil-

ities. Also, Soda can help enhance the generalizability of other advancements

in the dialogue field (e.g., understanding and evaluation), which have relied

on existing small datasets. Lastly, Soda highlights a dimension where recent
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LLM-based conversational agents (e.g., Koala, Vicuna, and ChatGPT) struggle

– i.e., the naturalness of the responses (§6.5.1 and §6.5.3). As these models are

designed to provide knowledge-based responses, they may generate responses

that are informative but lack the naturalness found in social chitchat. We pub-

licly release Soda and Cosmo under the permissive license CC-BY-4.0, aiming

to address the data scarcity issue in open-domain dialogue.1

6.2 CO3: A Contextualization Framework for
Conversation Distillation using Commonsense

We propose CO3, a framework for distilling conversations from large pretrained

language models by contextualizing (i.e., adding more context information)

commonsense knowledge. Our goal is to obtain natural conversations covering

a wide variety of social interactions. CO3 consists of three steps: (1) Retrieving

social commonsense from a symbolic commonsense knowledge graph (§6.2.2),

(2) converting it into sentence form and generating a narrative from the sentence

(§6.2.3), and (3) inferring the conversation participants from the narrative and

derive a conversation grounded in the narrative (§6.2.4). We use GPT-3.5 text-

davinci-0022 [101] to implement CO3, though in practice, a different model

could be used. We use CO3 to create Soda: an instance from the resulting

corpus is in Table 6.1. More details can be found in Appendix D.1.

6.2.1 Inspiration Behind CO3

What is at the heart of conversation? At its core, a conversation is a funda-

mental form of social interaction [178]. These experiences are abstracted into

narratives or scripts [179, 180, 181]. Eventually, social experiences form our

1https://hyunw.kim/sodaverse
2https://beta.openai.com/docs/model-index-for-researchers/

models-referred-to-as-gpt-3-5
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knowledge for explaining everyday events and inferring the mental states of

others [182]. This inference is coined attribution in social psychology [21], and

has been studied in NLP as social commonsense [183, 23]. Inspired by cognitive

science, we reverse the abstraction process, starting from social commonsense

knowledge in symbolic forms, and unfold rich narratives and conversations that

could have initially encapsulated those commonsense knowledge.

6.2.2 Commonsense Knowledge Graph

Concretely, we start with a commonsense knowledge graph, which captures

various relations of everyday events and inferences on others’ mental states in

symbolic forms [23, 184]. The knowledge graph is represented by symbolic triples

describing two events, denoted as the head and tail, and the relation between

those two events, e.g., Head: PersonX moves a step closer to the goal,

Relation: xNeed, Tail: to take the first step. We use Atomic10x [177] as

our knowledge graph: it includes diverse social (e.g., intention, desire, reaction)

and event-centered (e.g., order of events) commonsense. Since we are interested

in distilling social interactions, we only retrieve triples related to social (rather

than, e.g., physical) commonsense.3

6.2.3 Commonsense Knowledge → Narrative

Triple form to sentence form. Since commonsense knowledge graphs are

represented in symbolic form (i.e., triples), we first convert them into sim-

ple sentences with templates for each relation. For example, the commonsense

knowledge in Table 6.1 is converted to “Madeleine took the first step. Madeleine

moves a step closer to the goal.” To make the sentences sound more natural,

we replace the person variables (e.g., PersonX, PersonY) with Top-1K common

3We leave relations for physical and event-centered commonsense to potential future work.
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names of US SSN applicants ranging from 1990 to 2021.4

Sentence form to narrative. Next, we prompt GPT-3.5 to instantiate the

sentence-form into a two- or three-sentence short narrative, e.g., for the com-

monsense example above “ Madeleine took the first step towards her goal, and

with her coach’s encouraging words, she moves one step closer. ” Prior work has

shown that large language models can effectively generate stories with plausible

details that go beyond the contents of the prompt [165, 185].

6.2.4 Narrative → Conversation

Inferring conversation participants. Inferring the conversation partic-

ipants from the narrative is straightforward in cases where triples contain

two person variables (i.e., PersonX and PersonY). But for triples that include

only one person (e.g., the example in Table 6.1), we additionally query GPT-

3.5 to predict the other interlocutor. Specifically, we prompt GPT-3.5 with

“[narrative] The following is a conversation in the scene between

[PersonX’s name] and ...” This yields a plausible interlocutor for a given

narrative (e.g., mom, classmate, coworker, etc.); for the example story with

Madeleine, “her coach” was predicted.

Generating conversation grounded in narrative. With the narrative

and speakers as input, we prompt GPT-3.5 to generate a full, multi-turn con-

versation between the speakers in the context of the narrative. We append

the first speaker as an utterance prefix to the prompt. An example prompt is

“[narrative] The following is a long in-depth conversation happening

in the scene between Madeleine and her coach with multiple turns.

4catalog.data.gov/dataset/baby-names-from-social-security-card-applications-national-data
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Symbolic Social Commonsense Knowledge:

• Head: PersonX moves a step closer to the goal

• Relation: xNeed

• Tail: to take the first step

Sentence-form Commonsense: Madeleine took the first step.
Madeleine moves a step closer to the goal.

Narrative:

Madeleine took the first step towards her goal, and with her
coach’s encouraging words, she moves one step closer.

Speakers: Madeleine, Coach

Conversation:

Madeleine: Hey coach, I wanted to talk to you about my per-
formance today. I was really pushing myself and I think I did
pretty well. But I’m still not quite where I want to be.

Coach: Well Madeleine, you’re progressing nicely. You’ve come
a long way since we first started working together. But if you
want to reach your full potential, there’s still some work to be
done.

Madeleine: I know that. And I’m willing to put in the work. It’s
just that sometimes I feel like I’m not making as much progress
as I should be. Maybe I’m not training hard enough? Or maybe
my technique is off?

Coach: It could be a number of things, Madeleine. But don’t
worry, we’ll figure it out together. Let’s just keep working hard
and see how things go.

Madeleine: Alright, coach. Thanks for the talk.

Coach: No problem. See you at practice tomorrow.

Table 6.1: A sample from Soda. More examples are in Appendix D.2.

\nMadeleine:”. Indicating the speakers with prefixes helps GPT-3.5 generate

fluent conversations that alternate between the two.
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6.3 Soda: A Million-scale Social Dialogue Dataset

We obtain Soda (SOcial DiAlogues), a large-scale high-quality conversation

dataset covering a wide range of social interactions, by applying a series of post-

processing (§6.3.1) to the conversations generated from our contextualization

framework (§6.2). We compare Soda with existing human-curated dialogue cor-

pora (§6.3.2) and analyze the effectiveness of contextualization (§6.3.3). Table

6.1 shows a sample from our dataset. More details are in Appendix D.2.

6.3.1 Post-processing the Conversations

Basic Filtering. Starting with an initial set of 2.2 million conversations sam-

pled from GPT-3.5, we: (1) use lexical pattern matching to filter out conversa-

tions with erroneous patterns, such as repetition and omission of speaker pre-

fixes (6.3%); (2) remove conversations that have less than four turns or more

than twenty turns (5.7%); (3) remove conversations with more than two par-

ticipants (11.3%);5 and (4) remove (whimsical, but unrealistic) conversations

where at least one of the speakers was identified as non-human (e.g., broomstick,

imaginary friend, dog; 5.6%).

Safety Filtering. In order to avoid conversations that are related to danger-

ous and harmful contents, we apply two safety filters: Canary [27] and Rewire

API.6 Canary is a narrative dialogue safety model that can classify whether

the given context needs caution or intervention. We discard all conversations

marked as needing intervention (usually critical situations, e.g., crimes, emer-

gencies; 4.3%); Rewire API is a web-based API for detecting toxic content.

We discard all conversations that are above the threshold of 0.5 for any of the

5Although our pipeline naturally generates multi-party conversations as well, we focus on
dyadic dialogues in this work.

6https://rewire.online/
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‘violence’, ‘hate’, and ‘sexually explicit’ criteria (∼1%).

Commonsense Filtering. We conduct a small-scale human evaluation via

Amazon Mechanical Turk with 100 randomly sampled narrative-conversation

pairs (3 annotators per instance) to check whether or not the seed commonsense

triple is meaningfully instantiated by the narrative and conversation. According

to majority vote, 88% of the instances include the seed commonsense knowl-

edge. Given that the majority of human-annotated samples include the seed

commonsense, we focus our filtering on excluding narrative-conversation pairs

that lack the head event, as they are irrelevant to the given seed commonsense.

To apply this filter to all entries of the corpus, we use GPT-3.5 as a zero-shot

classifier. As GPT-3.5 demonstrated great performance in question answering

[101], we validate the generated narrative-conversation pairs by asking the lan-

guage model itself to judge whether or not the head of the commonsense triple is

implied. We formulate this as three-way multiple choice questions (i.e., yes, no,

and unknown) and rank the answers according to their perplexity scores from

GPT-3.5. This zero-shot classifier achieves high performance on the human-

annotated subset, with a precision of 97 for answering “yes”. We find 95%

of the filtered conversations are identified by GPT-3.5 as containing the head

event. Pairs that lack the head event are removed to ensure relevance between

the narrative-conversation pairs and commonsense triples. More details can be

found in Appendix D.2.1.

Final Dataset. After all filtering, 68.9% of the initial conversations remain,

which form the 1,486,896 conversations in Soda.

Name Bias Mitigation. We aim to minimize biases associated with specific

names while increasing inclusion and diversity. Both language models and cu-
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Figure 6.2: Results of head-to-head comparison between dialogues from
Soda, DailyDialog [7], and BlendedSkillTalk [8] via human judgments (§6.3.2).
The y-axis represents the number of samples preferred by human judges. The
differences in all of the categories except for the Context Dependence compar-
ing Soda and BlendedSkillTalk are statistically significant (|z| > 3.3, p <
0.05).

rated datasets often exhibit demographic imbalances [186, 133, 187]. Inspired

by [188], we randomly replace all names in conversations with Top-10K names

of US SSN applicants from 1990 to 2021.7 This covers 95% of all applicants’

names from the chosen time range window, including various names from di-

verse gender8 and ethnic backgrounds.

6.3.2 Comparing Soda with Human-authored Dialogues

High Quality. To assess relative quality of the corpus, we conduct head-to-

head human evaluations on Amazon Mechanical Turk, comparing Soda with

two widely used open-domain dialogue datasets: DailyDialog [7] and Blended-

SkillTalk [8]. We random sample 300 dialogues from each dataset and evaluate

them according to six criteria [176]: (1) natural flow, (2) context dependence,

(3) topic consistency, (4) speaker consistency, (5) specificity, and (6) overall.

Judges are asked to select a better dialogue between the two, regarding each

criterion. For context dependence, we ask the judges to choose which conver-

7We use Top-1K names when contextualizing the commonsense triples in §6.2.3.
8Gender-neutral and nonbinary names are also included.
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sation includes responses that are more dependent on previous turns. Further

details are in Appendix D.2.2.

#Dialogue
Avg.

#Turns
Avg.

Utterance Length
Lexical

Diversity

DailyDialog 13K 7.9 14.6 63.0

PersonaChat 11K 14.8 14.2 43.6

WizardOfWikipedia 22K 9.1 16.4 60.3

EmpatheticDialogue 25K 4.3 13.7 64.2

BlendedSkillTalk 7K 11.2 13.6 64.2

ProsocialDialog 58K 5.7 20.0 60.2

Soda 1.5M 7.6 16.1 68.0

Table 6.2: Statistics of Soda compared to other large-scale dialogue datasets.
Lexical diversity is measured with MTLD [17]. Description for each dataset is
in Appendix D.5.

Despite being fully machine-generated, human raters judge Soda as better

in quality compared to both DailyDialog and BlendedSkillTalk across all axes

by a large margin, except for the context dependence comparing with Blend-

edSkillTalk (see Figure 6.2). In particular, evaluators rate the flow of Soda to

be significantly more natural than other human-authored artificial conversation

datasets.9

Large Scale. With 1.5 million conversations, Soda is the largest in scale

compared to existing crowdsourced open-domain dialogue datasets and the

machine-human generated ProsocialDialog dataset (Table 6.2). It contains more

than 11 million utterances and each conversation is grounded in a short nar-

rative describing the context. In total, Soda consists of 300 million tokens,

making it a rich source for training conversation models.

9A power analysis suggests that with our setup, we can detect effect sizes as small as 0.17
with a power and significance level of 95% [189].
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Common keywords across all relations

friendship, help, support, communication, family,
car, happiness, school, success, work

Common keywords for each relation (excluding the above)

xAttr
(18%)

kindness, anger, intelligent, responsibility, friend,
trust, conversation, food, generosity, smart

xEffect
(17%)

gratitude, anger, upset, hard work, happy, money,
friend, boss, party, kindness

xIntent
(23%)

independence, hard work, determination, money,
relaxation, anger, kindness, store, understanding

xNeed
(7%)

job, money, confidence, comfort, advice,
interest, conversation, listening, store, park

xReact
(25%)

frustration, anger, confidence, happy, pride, relief,
disappointment, relaxation, anxiety, satisfaction

xWant
(11%)

conversation, store, determination, apology, learning,
doctor, job, friend, improvement, marriage

Table 6.3: Common topic keywords of the narratives (i.e., conversation context)
in Soda. Numbers in parentheses denote the ratio of the relations in Soda.

Diverse Content. Soda is built on top of 1.5 million commonsense knowl-

edge triples of Atomic10x, which have been identified as being softly unique

[177]. Each seed triple is converted to a social narrative that serves as the dis-

tinct topic for each conversation. The Top-10 common keywords from these

narratives are listed in Table 6.3.10 We find a broad spectrum of topics encoun-

tered in social interactions are included in Soda.

As a result, conversations in Soda contain diverse lexicons. We compute

MTLD [17] to measure the lexical diversity of conversations. Table 6.2 reports

the averaged diversity of dialogues for each training set. As PersonaChat [1]

contains conversations based on a few persona-related sentences, it shows the

lowest lexical diversity. Soda, on the other hand, includes conversations from

10We prompt ChatGPT to output keywords of the narrative.
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DailyDialog BlendedSkillTalk Soda

Emotion Ratio Emotion Ratio Emotion Ratio

admiration 20.42 curiosity 17.86 curiosity 12.92
gratitude 18.84 admiration 13.16 admiration 11.23
curiosity 12.85 sadness 8.50 approval 10.24
approval 10.91 joy 5.32 gratitude 7.39
joy 4.74 excitement 4.42 joy 6.38
excitement 3.61 surprise 4.34 disappointed 5.41
surprise 3.25 disappointed 4.34 confusion 4.68
love 3.06 fear 4.31 surprise 4.40
optimism 2.94 approval 4.19 realization 3.90
caring 2.23 optimism 3.95 caring 3.77

Table 6.4: The ratio (%) of Top-10 emotions in 10K utterances from DailyDia-
log, BlendedSkillTalk, and Soda, labeled by the GoEmotions’ 27-emotion-type
classifier [6]. Full table is in Appendix D.2.2.

a variety of social situations, which leads to a wider range of words.

Rich Emotion-related Information. Since commonsense knowledge from

Atomic10x includes emotional reactions of people to events (i.e., the xReact

triples), conversations with rich emotional contents are also included in Soda.

In total, Soda includes 385K conversations generated from 1.7K unique emo-

tion descriptions of the xReact triples’ Tail (e.g., happy, ashamed, motivated,

irritated).11 Therefore, it contains significantly more descriptive emotion labels

(i.e., the Tail) than other datasets which have fixed number of classes [7, 14].

Furthermore, because we construct conversations in a bottom-up fashion from

those emotion reaction in the commonsense triples, we know which speaker in

the conversation is experiencing the emotion (i.e., PersonX) and what caused

the emotion (i.e., the Head event).

We also find the distribution of emotions to be less skewed towards specific

11We note that conversations from other relations also naturally include emotional utter-
ances.
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Figure 6.3: Results of head-to-head comparison human evaluation between
conversations from Soda and those sampled from GPT-3.5 without context
(§6.3.3). The y-axis indicates the number of samples that human judges pre-
ferred. The differences are all statistically significant with |z| > 2.6, p < 0.05
except for the Natural Flow class with z = 1.1 and p > 0.05.

emotions. To compare the emotional composition, we use the 27-emotion-type

classifier from GoEmotions [6] for labeling and compare 10K utterances from

DailyDialog, BlendedSkillTalk, and Soda. The distribution of emotions for each

dataset is presented in Table 6.4. Soda exhibits a more balanced distribution

of emotions while maintaining similar rankings with other human-authored di-

alogues.

Cost & Time-Efficient. Compared to dialogue crowdsourcing, collecting

Soda via our contextualization framework is significantly more time and cost

efficient. With GPT-3.5 text-davinci-002, to go from a commonsense triple to

a dialogue costs about $0.02, and 10 queries take less than 2 minutes, counting

our full filtration pipeline.
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6.3.3 Do We Need Contextualization?

To isolate the effect of contextualization (vs. straightforward sampling from a

large language model), we compare Soda with dialogues naively sampled from

GPT-3.5 without any given context. We sample 100 dialogues using the same

hyperparameters and the basic filtering steps in CO3, but with the following

prompt: “The following is a long in-depth conversation between two

people.\nPerson 1:.” We ask human judges to evaluate the conversations in

a head-to-head comparison as before (§6.3.2), with the additional criterion of

interestingness [33].

Figure 6.3 shows that human evaluators significantly prefer context-grounded

conversations. Conversations sampled without context are not only less specific

and less interesting, but also exhibit lower lexical diversity than conversations

from our CO3 framework MTLD [17]: 68.0 vs 63.1.

6.4 Cosmo: A Socially Situated Conversation Model

We use Soda to train Cosmo: a COnverSation MOdel that can converse in

a wide range of social situations. Cosmo can take in situation narrative, along

with dialogue history, and generate a next utterance according to a given role.

Training Cosmo. We use several structured components of Soda: (1) the

contextual narrative n (§6.2.3), (2) the perspective/speaker instruction i (e.g.,

“Imagine you are Madeleine and speak to her coach”) built with the inferred

conversation participants (§6.2.4) and (3) the dialogue context c. The model is

trained to generate a target response r when given n, i, and c – i.e., p(r|n, i, c).

We do so in a sequence-to-sequence fashion, concatenating n, i, c with a separa-

tor <SEP> to serve as input. c is made up of the previous conversation utterances

concatenated with a turn indicator <TURN>.
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Because conversational models often agree to toxic or unethical behav-

ior [16], for additional training data, we include ProsocialDialog [27] (adapted

to the same format as Soda, see Appendix D.3). ProsocialDialog includes a

wide range of constructive feedback based on social rules-of-thumb, e.g., “So

I think it’s best to continue being honest, and apologize that you were lying.”

Inclusion of this corpus helps dialogue models cope with sensitive contexts.

We build Cosmo on top of LM-adapted T5 [161, 190], which achieves strong

benchmark performance across various classification and generation tasks [191,

192]. We train two versions of the model: Cosmo-3B and Cosmo-11B using

the T5X library [193]. Cosmo-3B/Cosmo-11B are trained using v3-32/v3-128

TPU accelerators with batch size 256 (effective batch ≈ 780) for 110K/130K

additional steps using Adafactor [194] with constant learning rate .001. For

better robustness and generalizablity to datasets that don’t have contexts or

dialogue starting prompts, we randomly drop narrative n and role instruction

i 30% and 50% of the time, respectively.

6.5 Generalizability of Cosmo

We compare Cosmo to other conversational agents on social conversation datasets

under both out-of-domain and in-domain settings. Since automatic evaluation

is brittle for evaluating dialogue responses from models, we rely only on human

evaluation [45].

Baselines. We compare Cosmo with five best-performing stand-alone con-

versation models: DialoGPT [166], BlenderBot-1 [4], GODEL [41], Koala [18],

and Vicuna [19]. DialoGPT is a GPT-2 [165] trained on 147M Reddit comment

chains. BlenderBot is a transformer model pretrained on 1.5B Reddit comments

and trained on various existing chitchat dialogue datasets. GODEL utilizes a
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pretrained language model T5 [161] trained on web text data, and further trains

on 551M Reddit threads and 5M instruction and grounded dialogue datasets.

Koala and Vicuna are models that finetuned LLaMA [195], which is an open-

source LLM, using dialogue data from the web. They are both known to achieve

comparable performance to ChatGPT [24], which is a model finetuned for con-

versational interaction based on GPT-3.5 – i.e., our teacher model. We also

compare Cosmo with GPT-3.5, our teacher model, and ChatGPT; prompting

details are in Appendix D.4.

Evaluation Metrics. We perform head-to-head comparison between two re-

sponses, each from a different agent. We sample 100 test examples randomly

from datasets and ask three human judges on Amazon Mechanical Turk to se-

lect the better response between the two in terms of four distinct criteria [176]:

(1) naturalness, (2) consistency, (3) specificity, and (4) overall.

6.5.1 Out-of-domain Setting

We evaluate models on an unseen dialogue dataset, DailyDialog [7], covering

various daily situations with emotions. Table 6.5 summarizes the head-to-head

comparison results of the responses from Cosmo and other models. Although

Cosmo is trained on significantly smaller amount of data (1.5M dialogues vs.

1.5B Reddit comments, 551M Reddit threads), it outperforms all other exist-

ing models with a significant margin across all aspects. Specifically, Cosmo

demonstrates the largest performance gap in terms of naturalness. It is worth

noting that while Koala and Vicuna focus on providing informative responses,

these results suggest that knowledge-seeking assistive conversations differ from

natural social conversations.

In addition, we compare the responses from Cosmo and 200 ground-truth
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Model Natural Consistent Specific Overall

DialoGPT-large 9% 9% 6% 9%

Cosmo-3B 91% 91% 94% 91%

BlenderBot-3B 23% 26% 39% 28%

Cosmo-3B 77% 74% 61% 72%

GODELL 13% 14% 15% 14%

Cosmo-3B 87% 86% 85% 86%

Koala-7B 30% 34% 30% 29%

Cosmo-3B 70% 66% 70% 71%

Vicuna-7B 42% 42% 44% 42%

Cosmo-3B 58% 58% 56% 58%

Ground Truth 43% 45% 46% 45%

Cosmo-3B 57% 55% 54% 55%

Table 6.5: Results of head-to-head human evaluation between model responses
on an unseen dataset: DailyDialog [7] (§6.5.1). The differences are all statisti-
cally significant with |z| > 12.45 and p < 0.05, except for the Specific in the
bottom row.

responses in DailyDialog which were originally written by humans. Surprisingly,

human judges prefer Cosmo’s responses even over the original gold responses

in the dataset, suggesting that dialogue models trained on Soda can lead to

high generalizability and naturalness, even for unseen conversations. Table D.9

in the Appendix shows the ground-truth response and sample responses from

each model to a given dialogue context.

6.5.2 One-sided Out-of-domain Setting

For an even harder setting, we evaluate Cosmo vs. BlenderBot on the dataset

BlenderBot was trained on: BlendedSkillTalk (BST [8]). Table 6.6 (top) shows

the head-to-head comparison results of the responses from Cosmo and Blender-
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Model Natural Consistent Specific Overall

BlendedSkillTalk

BlenderBot-3B 32% 35% 40% 36%

Cosmo-3B 68% 65% 60% 64%

SODA

BlenderBot-3B 21% 17% 25% 17%

Cosmo-3B 79% 83% 75% 83%

Table 6.6: Human evaluation results for head-to-head comparison of model re-
sponses under one-sided out-of-domain setting with Cosmo and BlenderBot [4]
(§6.5.2). BlendedSkillTalk [8] is an unseen dataset for Cosmo, and Soda is an
unseen dataset for BlenderBot. The differences are all statistically significant
with |z| > 4.24 and p < 0.05.

Bot (for symmetry, we also evaluated BlenderBot on Soda with similar results;

bottom row in Table 6.6). Cosmo significantly outperforms BlenderBot on

BST, its training domain (BlenderBot also shows relatively low performance

on Soda). These results suggest that Soda contains patterns not present in

existing dialogue datasets, but also covers patterns found in those datasets.

More results are in Appendix D.4.

6.5.3 In-domain Setting

We also compare Cosmo on Soda with its teacher GPT-3.5 and also ChatGPT,

a chatbot-variant of the teacher model.12 Table 6.7 displays the head-to-head

comparison results. In this setting, Cosmo performs on-par with its teacher

model and ChatGPT, overall. In terms of specificity, Cosmo’s responses are

significantly more specific than its teacher model. Thus, Soda enables training

competitive conversation models with a significantly smaller size (3B/11B) in

12Evaluation was run on the 2022 Dec 15 version: https://help.openai.com/en/articles/
6825453-chatgpt-release-notes
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Model Natural Consistent Specific Overall

GPT-3.5 50% 46% 31% 47%

Cosmo-11B 50% 54% 69% 53%

ChatGPT 39% 49% 70% 50%

Cosmo-11B 61% 51% 30% 50%

Table 6.7: Head-to-head human evaluation between models on response gener-
ation for Soda (§6.5.3). The differences in the Specific from the top row, and
the differences in the Natural and Specific from the bottom row are statistically
significant with |z| > 7.6 and p < 0.05.

comparison to existing large language models (175B).

Human judges evaluate ChatGPT’s responses to be much more specific, but

significantly less natural compared to Cosmo. We hypothesize this is because

ChatGPT is specially trained to give helpful and informative responses to user

requests. Future work would be well-suited to compare the non-equivalence of

simulating natural conversations vs. producing useful responses for users.

6.6 Limitations

Precautions taken during dataset construction. Mining content from

large language models might surface or even amplify harmful content within

these models, such as biases and private information. With the goal of mitigat-

ing such danger, we take particular precautions to vet the safety of the distilled

conversations.

First, previous studies have shown that human names commonly associated

with certain gender and/or ethnicity result in biases in conversations produced

by state-of-the-art dialog systems [188], such as BlenderBot [4]. To diversify the

name representations, we draw a wide range of common names representative of
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different gender and race identities from the US SSN name repository. Further-

more, to minimize potential harmful content from large language models, we

filter generated dialogues by Canary, a dialogue safety detector model [27], and

Rewire API, a publicly available API for toxic content detection,13 to remove

dialogues with potentially toxic and dangerous content.

Our methods to pre-empt potential harmful content may not catch every-

thing. For example, even with our diverse pool of names, there is still a focus

on common names across gender and race, running the risk of misrepresenting

marginalized groups. Similarly, no existing dialogue safety module or off-the-

shelf toxicity detector is perfect at capturing all potentially harmful content. We

strongly encourage future research along these directions to push the boundary

of safe and responsible application usage of large language models.

During manual validation of commonsense and human evaluation, we com-

pensate workers with an hourly wage of $15, which is over the US federal min-

imum hourly wage.

Limitation of the current dataset and future work. Here, we note some

limitations of our work and suggest future directions. First, the dialogues in

Soda are two-party only for now; because our framework also allows multi-

party dialogue generation, we plan to explore this promising direction in the

future.

Additionally, annotator biases might arise from the pool of annotators we

recruit: we subselected annotators from a specific platform using specific filters

which may cause unintended biases. We hope future work will extend human

evaluation to have potentially more annotator diversity.

Also, since Soda mainly focuses on social chitchat grounded on social com-

13https://rewire.online/

105

https://rewire.online/


monsense, it lacks conversations grounded in scientific knowledge or historical

facts. We seek to integrate other existing knowledge-grounded dialogue datasets

into CO3 in the future.

Finally, our choice of large language model (i.e., GPT-3.5) will likely affect

the types of dialogues created. Future investigation may look into other po-

tential large language model as sources to diversify the types and content of

dialogues being generated. Similarly, future works can investigate other base

models for Cosmo that may lead to different quality of response generation.

Intent of technology and AI regulation. We want to stress that the

intention of our work is not to build AI systems to replace humans. Instead,

we want to build better assistive technologies, as chatbots are increasingly used

in user-AI interactions and augmenting human-human conversations. Finally,

to avoid situations where humans might be manipulated, we stress the need

for improved regulations on the use and misuse of conversational AI systems

[173, 174].

6.7 Summary

In this chapter, we presented Soda, the first million-scale dialogue dataset

covering an exceptionally wide range of social interactions to alleviate the data

scarcity issue. Our dataset is not only orders of magnitude larger than popular

dialogue datasets; it is also perceived to be significantly better than them across

multiple aspects (e.g., naturalness, specificity, consistency). For making Soda,

we also introduced CO3, a framework for distilling conversations from a

large language model by contextualizing commonsense knowledge. With Soda,

we trained a conversation model Cosmo that can generalize significantly

better than existing models to unseen dialogues; and generate responses that
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are even more preferred than ground-truth responses of an existing dataset.
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Chapter 7

Conclusion

In this dissertation, we investigated social cognition-inspired response gener-

ation methods and constructed social commonsense-infused datasets to help

conversational agents navigate a diverse range of social scenarios.

7.1 Summary of Contributions

In Chapter 3, we proposed an approach to improving persona consistency

in neural conversational agents by leveraging social cognition and pragmat-

ics. We showed our approach significantly reduces contradiction and improves

consistency in existing conversation models without requiring any additional

consistency-related labels.

Then, we presented a method for improving empathy in conversations by

focusing on emotion causes via perspective-taking (Chapter 4). This approach

identifies emotion cause words and reflects them in response generation using a

generative estimator and a novel method based on pragmatics. By using a gen-

erative estimator, we show that we can obtain words that are the most relevant
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to the interlocutor’s emotions without requiring any cause-related labels other

than emotion labels.

In Chapter 5, we introduced a large-scale dataset, ProsocialDialog, for

training conversation models to respond to problematic content following social

norms, as well as a dialogue safety detection module, Canary, which effectively

guides off-the-shelf language models to generate more prosocial responses. Also,

we trained a socially-informed dialogue agent, Prost, which generate more so-

cially acceptable and prosocial dialogues than state-of-the-art models.

Finally, we presented Soda, a million-scale social dialogue dataset, distilled

from a pretrained language model using social commonsense knowledge from a

knowledge graph (Chapter 6). Using this dataset, we trained Cosmo, a gener-

alizable conversation model that outperforms best-performing dialogue models

on unseen datasets and is sometimes even preferred over the original human-

written gold responses in the unseen dataset.

7.2 Future Directions

Although this thesis has introduced methods for improving conversational agents

through social cognition and commonsense on various fronts, the advent of pow-

erful large-scale conversational agents such as ChatGPT has opened up new

possibilities for further exploration and enhancement of their capabilities.

Extending Social Cognition Capabilities of Conversational Agents be-

yond Response Generation. Social cognition encompasses important skills

in processing social information, such as empathy, taking different perspectives,

having a theory of mind, and understanding social norms. These capabilities go

beyond merely generating responses. By integrating social cognition into dia-

logue management, conversational AI systems can become more sophisticated
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in handling social dynamics and understanding user intentions. Moreover, so-

cial cognition can be used to create more effective methods for detecting and

addressing inappropriate or harmful behavior in online conversations.

In order to improve these capabilities, it is first required to accurately mea-

sure them. However, evaluating the social-cognitive abilities of machine agents

is not a trivial problem. For example, the question of whether large neural lan-

guage models possess theory of mind (ToM) has recently become a topic of de-

bate as experiments show mixed results [25, 196, 197]. The confusion around this

neural ToM can be partially due to the lack of suitable benchmarks [197, 198].

Therefore, developing social reasoning benchmarks for accurately measuring

and comparing the performance of various AI models would be the first step in

this direction.

Overall, by exploring the potential of social cognition in conversational AI,

we can create more socially intelligent agents that can navigate complex social

situations and promote positive social interactions.

Exploring the Social Implications in Natural Social Conversations.

In Chapter 6, we demonstrated how we can collect large-scale natural social

conversations from pre-trained language models by introducing Soda. This

opens up opportunities for us to examine various social implications that are

hidden in those utterances [47]. For example, even a simple response of “okay

fine” to “What do you think about removing this box from the figure?” can

be interpreted in two complete opposite meanings based on the cultural back-

ground of the speakers [199]. One might think the response is a genuine sign

of happy acceptance, whereas others might consider this implies annoyance.

Therefore, it is important to uncover the implicit implications (e.g., personal

attributes, cultural and social norms) in order to fully comprehend the meaning
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of an utterance.

Also, when considering cultural and social norms, there may be multiple

values that are equally correct and important, while some may be in conflict

with others (i.e., value pluralism). For example, diversity and conformity can

be viewed as two opposing values, and their relationship is complex and mul-

tifaceted. However, both of these values offer numerous benefits, and neither

should always take precedence over the other. Striking a balance between the

two is essential for constructing a thriving society. It is therefore also crucial

for AI agents to understand these dynamics to be able to function effectively

in different social situations. Furthermore, we can explore how conversational

agents can be designed to recognize and address these implications, leading to

more inclusive and respectful conversations. This line of research holds the po-

tential to deepen our understanding of human interaction and offer practical

insights for developing socially aware conversational agents.

We are currently in an exciting time for the exploration and development

of AI systems with enhanced social cognitive capabilities and commonsense

knowledge. We hope to see and inspire a wealth of interesting research and

advancements in the field of social AI. Our ongoing research endeavors to move

beyond AI being perceived as simply “factually knowledgeable” and towards

being perceived as “socially wise” to foster positive improvements in our society.
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요약

최근 대화형 인공지능이 사용자에게 보다 넓은 범위의 사실적 지식을 적확하게 전

달할 수 있게 되면서 그 사용처가 확대되고 있다. 이에 따라, 다양한 사회적 상호

작용에서 발생하는 정보를 처리하는 능력을 갖추는 것 또한 중요해지고 있다.

본 학위 논문에서는 대화형 인공지능으로 하여금 더 나은 사회 인지 기제와 다

양한 사회적 상식을 갖추도록 하는 여러가지 방법들을 소개한다. 본론 1부에서

는 사회 인지와 화용론에서 착안하여 대화 인공지능의 답변 생성 결과를 개선하

는 기법들을 제안한다. 구체적으로, 제 3 장에서는 대화 인공지능의 생성된 답변

이보다자신의페르소나에일관될수있도록 Rational Speech Acts프레임웍에기

반한새로운디코딩방법을소개한다.제 4장에서는대화에서상대방의감정의원

인과 관련된 단어를 약지도학습(weakly supervised learning)으로 파악하는 기법

을 제안한다. 그리고 답변 생성 시 그러한 특정 단어에 초점을 맞출 수 있도록 하

는 디코딩을 위해 제 3 장의 내용을 보다 발전시킨다.

2부에서는 사회적 상식을 결합한 대화 데이터셋을 구축하는 방법론들을 살펴

본다.제 5장에서는기존대화데이터셋들이지닌긍정성관련편향을분석하고이

를 상쇄하여 대화형 인공지능을 보다 친사회적으로 만들기 위해 사회 규범을 반영

한 ProsocialDialog 데이터셋을 소개한다. 제 6 장에서는 사전 훈련된 언어 모델

과 상식 지식 그래프(commonsense knowledge graph)를 사용하여 기존 대화 데

이터셋의 품질과 규모를 크게 개선하는 SODA 데이터셋을 제안한다. 그리고 이

를학습시킨대화모델 COSMO가기존대화모델들에비해유의미하게성능이뛰

어나다는 점을 보인다. 마지막으로, 제 7 장에서는 향후 대화형 인공지능 분야에

서 유망한 연구 방향을 다루며 본 학위 논문을 마무리한다.

주요어: 딥러닝, 자연어처리, 일상 대화, 사회 인지, 사회적 상식

학번: 2019-26362
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Appendix A

Supplementary Details for
Improving Persona Consistency

A.1 Results on Variants of Distractor Selection

Model Hits@1 ↑ Entail@1 ↑ Contradict@1 ↓

ControlSeq2Seq [33]

Random 8.5 32.8 37.6
Nearest 7.6 32.8 36.5
Farthest 9.4 33.6 35.4
BERT-Classifier 9.2 33.6 35.6
BERT-Ranker 9.6 33.3 35.1
DM 11.1 36.0 28.2

Table A.1: Quantitative results of the proposed Distractor Memory (DM) and
other distractor selection methods on the Dialogue NLI evaluation set [9].

We compare our proposed Distractor Memory (DM; §3.3.2) with three

heuristic methods, and two variants of the pretrained BERT model [113]. As a

straightforward baseline, we randomly select k personas from training set and

directly use it as distractors. Second, we test the k-nearest search by speaker’s
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persona, denoted by Nearest; for a given persona descriptions, we find its clos-

est training persona embedding using cosine similarity on average pooled BERT

features. The third baseline denoted by Farthest is to find the k-farthest persona

among the training personas.

We also compare with two variants of the BERT model. The first variant is

BERT-Classifier, which takes dialogue context as input and returns the index of

persona from training set as output. The second variant is bi-encoder ranking

model of [115], denoted by BERT-Ranker. It encodes dialogue context and

candidate persona with separate BERT encoders measuring its ranking with

cosine similarity. For both methods, we use top-k ranked personas as distractors

and set k = 4 for all the methods. We use Adam optimizer [200] with learning

rate 2e-5 and finetune BERT-Uncased-Base up to 3 epochs.

Table A.1 compares the performance of different distractor selecting meth-

ods on the Dialogue NLI evaluation set [9]. We set α = 8, β = 0.5, and |I| = 5.

The DM model outperforms all the baselines across all metrics. The Farthest

shows better performance than the Nearest.It can be understood that dissimi-

lar distractors are more effective in the Rational Speech Acts framework [28].

The BERT-Ranker performs the best among baselines, but not as good as ours,

which validates that memorization capability is effective for selecting useful

distractors.

A.2 Implementation Details

Base Codes and Datasets. We use the ParlAI framework1 [115] and Hug-

gingFace’s Transformers2 [201] to implement our models and baselines. We use

Dialogue NLI [9] and PersonaChat [1] datasets from the ParlAI framework as

1https://parl.ai/
2https://huggingface.co/transformers/
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is. We use the default preprocessing in ParlAI.

Training. Our self-consciousness approach improves consistency for any

pretrained dialogue-agents without additional consistency labels and pretrained

NLI models. Since it post-processes the output probability of pretrained dialogue-

agents in a Bayesian fashion, no additional model parameters are added to the

dialogue agents. Thus, it does not require any training. In the case of using

the Distractor Memory (DM), first we initialize BERT-Uncased-Base with pre-

trained weights and finetune it up to 3 epochs with Adam optimizer with learn-

ing rate 2e-5. Then we find the best distractor persona for each model and use

those labels to train our DM. We train our DM on one NVIDIA TITAN Xp

GPU up to 7 epochs.

Hyperparameters. For Dialogue NLI evaluation, we set the speaker ratio-

nality α = 8.0, the listener rationality β = 1.0, and the cardinality of the world

I to 3. In PersonaChat evaluation, we set α = 2.0, β = 0.3 for ControlSeq2Seq

[33], α = 2, β = 0.9 for TransferTransfo [2], and α = 2.0, β = 0.5 for Blender

90M [4]. We also set |I| = 3. We experiment α = {1.0, 2.0, 4.0, 8.0, 16.0}, β =

{0.3, 0.5, 0.9, 1.0, 2.0, 4.0}, and |I| = {2, 3, 5}. We choose the hyper-parameter

configuration showing the best performance in Hits@1 for Dialogue NLI and F1

score for PersonaChat. The posterior distribution of our self-conscious agents

are computed deterministically. For our Distractor Memory, we set the memory

key matrix as K ∈ Rm×d, where m = 16000 and d = 768. We set the number

of nearest neighbor k = 2048.

Inference. We use greedy decoding for all methods. The average runtime

for our self-conscious approach is dependent on the base dialogue agents and

the cardinality of world I which can be run in parallel like beam search.

Evaluation. We follow the evaluation of the ParlAI framework. Following
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[10], we use the finetuned BERT-based NLI model3 to compute the C score.

A.3 Dialogue Examples

Figure A.1 shows selected examples of generated responses. In each set, we show

given persona, dialogue context, human responses, and generated responses by

our self-conscious agent and the base speaker. We use TransferTransfo [2] as a

base speaker.

3https://github.com/HLTCHKUST/PAML.
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P1’s Persona

I’ve 5 cats.
I am a construction worker.
My cats are very special to me.
I enjoy building houses.

Dialogue History

[P2] It is going very great. I just have 
homework to do
[P1] Oh what are you in school for?
[P2] High school. On my sophomore year.
[P1] Are you planning to go to college ?
[P2] I am ! I want to be a professional soccer 
player.

(S1+DM) i work construction. i’m a 
construction worker.
(S0) i’m a construction worker. i’m going to be 
a vet.
(Human) exciting ! i played soccer in high 
school too , long ago

• • •

P1’s Persona

I own a house in Florida.
I work in it and have been at the same company 
for 15 years.
I enjoy American sports
I’ve a children and a dogs.

Dialogue History

[P2] Hello, how are you today?
[P1] Hey! Just watching a game of football with 
my children. You?
[P2] That’s cool! I am an alcoholic who is 
recovering.

(S1+DM) i work in a company and i’m a 
workaholic.
(S0) i’m sorry to hear that. I’m a retired 
professional athlete.
(Human) ah man congrats for trying to get 
back on the road !

P1’s Persona

I’m a huge star wars fan.
I try various coffees as a hobby.
I enjoy poetry.
I played football for a  division a college.

Dialogue History

[P1] I’m good, taking a break from my 
assignments before heading to Europe.
[P2] I went to Spain then, learned I love 
cooking paella. What team are you for?
[P1] I’m with Ohio state. Born and raised in 
Ohio.
[P2] Awesome. What do you do for a living?

(S1+DM) i play football for a local college.
(S0) i’m a student. i’m a student
(Human) i’m a student , going to school for 
veterinary medicine .

• • •
P1’s Persona

My family does not support my career choices.
My dream car is a Rolls Royce ghost.
I often shop for shoes and watches.
I like shopping.
I currently work for a watch dealer.

Dialogue History

[P1] I really enjoy shopping and my dream is to 
one day own a Rolls Royce ghost.
[P2] Wow. I enjoy running over driving.
[P1] Running is also quite lovely. Breathing in 
the lovely outside air.
[P2] Yes it is. It clears my head when I need to 
as well.

(S1+DM) shopping is a great way to clear my 
head.
(S0) i love to shop and watch movies.
(Human) yes , and it also helps with depression 
i have found.

• • •

Figure A.1: Examples of generated responses by our self-conscious agent with
Distractor Memory (S1+DM) on the PersonaChat dataset [1]. We compare
it with the base speaker (S0) of TransferTransfo [2] and the human response
(Human).
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Appendix B

Supplementary Details for
Improving Empathy

B.1 Implementation Details

Weakly-supervised emotion cause word recognition. We use rake-nltk1

to implement RAKE [12], and the official code of EmpDG2 from the authors

[13]. We respectively finetune BERT-based-uncased [113] for BERT-Attention

and BART-large [128] for our generative emotion estimator (GEE). We set a

learning rate to 3e-5 for BERT-Attention and 1e-5 for GEE. Other than the

learning rate, we follow the default hyperparameters in ParlAI framework3 [202].

We select the best performing checkpoint using the Top-1 recall for emotion

cause word recognition on the validation set. We run experiments 5 times with

different random seeds and report averaged scores on Table 4.6.

Dialogue models. We use MIME [70], DodecaTransformer [67], and Blender

1https://github.com/csurfer/rake-nltk
2https://github.com/qtli/EmpDG
3https://parl.ai
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k Exploration ↑ Interpretation ↑

1 0.32 0.27
2 0.34 0.29
4 0.35 0.30
8 0.36 0.29

Table B.1: Comparison of different k values for top-k emotion cause words on
generating empathetic responses in EmpatheticDialogues [14]. Exploration and
Interpretation scores are evaluated by pretrained RoBERTa models from [15].

90M [4] as dialogue models for base speakers. For MIME, we use the codes and

pretrained weights of the authors’ official implementation4 as is. For Dodeca-

Transformer and Blender, we use the ParlAI framework with the default hy-

perparameters and finetune them on EmpatheticDialogues [14]. We select the

best performing checkpoint via perplexity on the validation set.

During inference, we use greedy decoding and set RSA parameter α and

β to 2.0 and 0.9 for MIME, 3.0 and 0.9 for DodecaTransformer, and 4.0 and

0.9 for Blender. We select the best performing α and β from the candidates of

[1.0, 2.0, 3.0, 4.0] and [0.5, 0.6, 0.7, 0.8, 0.9, 1.0] with one trial for each. Inference

on the test set of EmpatheticDialogues takes 0.4 hours with Blender 90M base

speaker.

Evaluation metrics. To compute Exploration and Interpretation scores

[15], we separately finetune RoBERTa-base for each score using the author’s

official code5.

Sensitivity to k of top-k emotion cause words. In all experiments, we

use k = 5, which is found by validation with k = 1, 2, 4, 8 using Blender [4] on

EmpatheticDialogues [14]. Table B.1 summarizes the results.

Experiments for emotion cause word recognition and emotion classification

4https://github.com/declare-lab/MIME
5https://github.com/behavioral-data/Empathy-Mental-Health
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are run on one NVIDIA Quadro RTX 6000 GPU. Experiments for empathetic

response generation are run on two GPUs.

B.2 Emotion Classification

We report the classification performance of emotion classifiers used in empa-

thetic response generation. Table B.2 shows the Top-1, 5 emotion classification

accuracy for each model. For reference, BERT [113] shows 0.55 and 0.88 for

Top-1 and 5 accuracy.

Model Top-1 Top-5

MoEL [69] 0.38 0.74
MIME [70] 0.34 0.77
GEE (Ours) 0.40 0.77

Table B.2: Comparison of emotion classification accuracy from different models
trained on EmpatheticDialogues [14].

B.3 Details of EmoCause Evaluation Set

Table B.3 shows some selected examples of emotion cause words with given emo-

tion and situation. Table B.4 shows Top-10 frequent cause words per emotion.

Interestingly, same words can be seen in both positive and negative emotions.

For example, we can find the word interview on both “Anxious” and “Confi-

dent”. “Anticipating” and “Disappointed” are closely related to vacation. This

result shows that understanding the context is one of key prerequisites for emo-

tion cause word recognition.
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Emotion: Surprised

We just got a new puppy . My older dog knew to let that one out first when I get
home from work .

Emotion: Faithful

My boyfriend is going out with a bunch of people I do n’t know tonight . But I trust
him that he will be a good boy .

Emotion: Anticipating

I am really waiting on getting my tax returns this year I could use new carpet

Emotion: Trusting

I trust my own intuitions when it comes to my health .

Emotion: Embarrassed

i was super late for my meeting on tuesday

Emotion: Sad

My girlfriend ’s cat is sick with Cancer . I do n’t think she ’s going to make it for
much longer and I ’m really shaken up by it .

Emotion: Proud

I put in a lot of effort and energy and I found a new job . It ’s an online teaching
position and I feel so good about myself .

Emotion: Terrified

Driving down the highway during a heavy thunderstorm and a car crash happens in
front of me where a car flips over .

Emotion: Confident

I studied all night for my final exam

Emotion: Guilty

I made a really inappropriate joke about someone I work with to other coworkers
and it got back to them . I feel really bad about it .

Table B.3: Examples of our annotated emotion cause words. Words with back-
ground color are selected as emotion cause words by annotators.
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Emotion #Label/Utt Top-10 frequent emotion cause words

Afraid 2.12 alone, night, spider, house, noise, movie, dark, storm, hurricane,
heard

Angry 2.62 car, dog, neighbor, friend, husband, brother, not, stole, hit, kid
Annoyed 2.59 dog, people, cat, work, loud, late, night, sister, neighbor, friend
Anticipating 2.04 new, waiting, vacation, coming, son, job, forward, next, friend, back
Anxious 2.05 interview, job, exam, presentation, big, dentist, going, test, girl-

friend, back
Apprehensive 2.11 job, nervous, new, first, interview, driving, moving, car, day, night
Ashamed 2.48 stole, ate, friend, forgot, girlfriend, missed, drunk, bad, money, mis-

take
Caring 2.49 dog, sick, care, wife, friend, home, helped, puppy, girlfriend, baby
Confident 1.95 exam, studied, job, interview, win, test, well, prepared, good, answer
Content 2.04 life, good, happy, relaxing, watching, weekend, back, breakfast, fam-

ily, live
Devastated 2.42 dog, passed, died, away, lost, friend, father, job, cancer, cat
Disappointed 2.59 not, son, car, failed, get, hard, job, n’t, birthday, vacation
Disgusted 2.47 dog, poop, threw, friend, dead, food, roach, puked, eat, animal
Embarrassed 2.73 pant, fell, dropped, people, tripped, stuck, slipped, toilet, front,

friend
Excited 1.95 vacation, new, friend, first, trip, car, puppy, see, won, coming
Faithful 2.09 loyal, girlfriend, husband, year, relationship, boyfriend, family,

friend, married, good
Furious 2.58 car, dog, neighbor, hit, broke, without, son, room, accident, cheated
Grateful 2.42 friend, helped, life, job, family, good, help, husband, work, parent
Guilty 2.64 ate, stole, friend, forgot, money, candy, eating, cake, bar, girlfriend
Hopeful 1.91 job, promotion, future, new, better, get, interview, ticket, college,

well
Impressed 2.30 friend, daughter, guy, car, new, well, man, brother, world, backflip
Jealous 2.66 friend, car, new, husband, girl, girlfriend, bought, got, boyfriend,

won
Joyful 2.18 first, child, wife, friend, family, together, daughter, baby, birthday,

trip
Lonely 2.18 friend, alone, moved, husband, family, myself, away, wife, went, left
Nostalgic 2.59 old, childhood, friend, memory, game, school, child, family, back,

comic
Prepared 2.00 ready, packed, studied, exam, everything, supply, ingredient, study-

ing, set, all
Proud 2.40 graduated, college, daughter, job, first, son, school, brother, won,

new
Sad 2.39 dog, died, passed, away, cat, sick, friend, not, lost, put
Sentimental 2.40 old, picture, passed, photo, dog, childhood, school, away, toy, found
Surprised 2.29 friend, party, birthday, found, baby, car, gift, home, pregnant, won
Terrified 2.28 night, dog, tornado, car, bad, chased, someone, storm, fly, crash
Trusting 2.17 friend, best, daughter, drive, car, brother, sister, card, dog, phone

Table B.4: Number of emotion cause words per utterance and Top-10 frequent
emotion cause words for each emotion.
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Appendix C

Supplementary Details for
Improving Prosociality

C.1 Details of Constructing ProsocialDialog

We conduct strict qualification tasks to select qualified annotators on Amazon

Mechanical Turk (MTurk). To ensure high-quality annotations throughout the

data collection period, we regularly provide detailed staged feedback and re-

view annotators’ work with quantitative measures. For high-quality data, we

compensate workers with competitive wages averaging $15 per hour.

C.1.1 Collecting Problematic Situations

Social Chemistry [154]. The situations of Social Chemistry are scraped from

Reddit, ROCStories [203], and Dear Abby advice archives.1 They offer relevant

rules-of-thumb (RoTs) for those situations. In addition, normative attributes

(e.g., ethical judgments, expected cultural pressure, moral foundations) are an-

notated on each RoT.

1www.uexpress.com/dearabby/archives
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First, we choose situations with RoTs targeting the writer of the situation

(e.g., situation: “hoping to spam others”, RoT: “It’s bad to intentionally disrupt

others.”). This indicates a first-person situation that is more fit for starting

utterances than a third-person narrative (e.g., “Eventually Jack could afford

his own plane”). Next, we select situations with RoTs having pressure against

or strong pressure for the action in the situation (i.e., action-pressure < 0 or

action-pressure = 2). We find those situations more problematic than others.

The filtering results in 36k situations.

ETHICS [155] is a benchmark for assessing language models’ basic knowl-

edge of ethical judgments in English. It is composed of moral text scenarios and

human judgments about justice, deontology, virtue ethics, utilitarianism, and

commonsense morality.

We make use of the commonsense morality subset that contains short first-

person text scenarios (1-2 sentences) in everyday life (e.g., “I shoved the kids

into the street during traffic.”). The scenarios only include actions that are

clearly right or wrong rather than moral dilemmas. We extract sentences that

are labeled 1 from the commonsense morality subset, resulting in 9.7k scenarios.

Social Bias Inference Corpus (SBIC) [153] is an English corpus of

statements annotated with structured toxicity labels and free-text explanations

of implied social biases. It contains diverse toxic and stereotypical posts scraped

from Reddit, Twitter, and hate sites (e.g., “Yes. People call me sexist. I mean

do you expect a man to do cooking cleaning and washing?”).

We select posts that have implied statement and targeted group at-

tributes. We find they tend to be more grammatical and have less noise than

ones without the implications; hence more suitable to be used as dialogue ut-

terances. Also, those implications can be used for writing guiding utterances in

the conversations. Additionally, we drop posts that have too little (< 10) or too
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many (> 40) words, leaving 12k posts.

C.1.2 Drafting Dialogue Openers

Situations from Social Chemistry and ETHICS are short descriptions of be-

havior/situation instead of complete sentences (e.g., “not getting treatment for

my sick child”). Thus, we prompt GPT-3 with examples to convert them to

first-person narrative (e.g., “I’m not going to get treatment for my sick child”).

For SBIC, we use the original text as is since they are biased remarks made by

people from online social media.

The second utterance is an elaboration question that rephrases the first

utterance for reflective listening. Asking questions to conversation openers is

frequent and encouraged in human conversations [146, 14, 204]. When asking,

rephrased questions (e.g., “Why didn’t you tell someone about this?”; Utter-

ance 2, Figure 6.1) are better than short ones (e.g., “Why?”) as they show

more respectful attention to the speaker [156]. We give rephrased questions as

examples when prompting GPT-3 to prevent generating such short inquiries.

The third utterance is generated by GPT-3 prompted to play a problematic

role, in response to the elaboration question. As we ground the response on the

problematic first utterance, GPT-3 successfully continues on with the miscon-

duct. Large pre-trained language models are known to be easily follow toxic,

unethical inputs during inference [157]. Here, we aim to make the best of their

shortcoming.

The following is an example of the prompt including a few-shot sample

that we used: A is a toxically biased chatbot answering the reason behind its

thoughts. Q is a curious chatbot asking the reason behind thoughts. \n\n A: I’m

thinking of breaking up with my boyfriend with cancer\nQ: Why do you want

to break up with him? Is this because of his cancer?\nA: Yes, seeing him makes
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me also sick.

C.1.3 Collecting Dialogues

We then ask human annotators to continue the conversation by giving construc-

tive feedback grounded on rules-of-thumb (RoTs).

Write constructive feedback. We ask workers to guide the interlocutor

to be more prosocial (i.e., conform to more socially accepted behaviors) aligned

with the RoTs. We give careful instructions and examples to help workers write

better responses: (1) ground the responses on your RoTs; (2) kindly suggest or

wisely advise the speaker to do socially accepted behaviors; (3) let the speaker

know about the better alternate results when doing socially accepted behaviors;

(4) the art of persuasion is in making the other also want what you want,

not making them do what you want ; and (5) show empathy whenever possible.

The following is an example we gave: “Don’t you also want to have a happy

relationship with your family? How about a nice dinner with your parent rather

than resisting to talk to them?”.

If workers cannot find any problematic behavior in the context, we let them

respond freely without grounding on RoTs.

Figure C.1 shows the annotation page for workers annotating the rules-of-

thumb (RoTs) and responses to dialogue context.

Continuing the Conversation by Taking Turns between Workers and

GPT-3 After collecting the feedback, we feed the dialogue to GPT-3 again

and gather its responses. We then go through another round of collecting proso-

cial feedback on the dialogue. In cases where the other speaker accepts the

feedback and agrees to behave well, we ask workers to write positive, thankful,

and encouraging responses instead. We run two rounds of annotation to collect
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at most six turns of dialogue.

Dialogue Proofreading Although we only let qualified workers write utter-

ances, constructive feedback is subjective and can vary widely among workers.

Also, since the dialogues contain socially unacceptable behavior, we find some

worker responses overly harsh or accusatory. Thus, verifying its sound tone is

crucial for ensuring the objectivity of the feedback. Moreover, although GPT-

3’s responses are fluent, they still lack consistency and coherency [3]. We find

this proofreading effective for collecting coherent human-machine conversations

with well-written constructive feedback. On average, our workers modified 1.1

and 1.7 utterances per dialogue for the first and second round, respectively.

Figure C.2 shows the annotation page for workers proofreading the previous

response annotation round.

C.1.4 Collecting Dialogue Safety Labels

To ensure objectivity for annotating dialogue safety, we provide detailed de-

scriptions for label decision. Some works rely on short descriptions (e.g., “ok

to send in a friendly conversation with someone you just met online”) to cap-

ture various unacceptable contents in a friendly conversation [82, 83]. Instead

of short descriptions, we offer workers an exhaustive list of examples along

with the definition for each safety class referring to recent AI-ethics discussions

[133, 87].

Needs Intervention. “Requiring immediate action to remedy harm or

avert danger to life, health or property (e.g.,, emergency).” We follow this defi-

nition in reference to Wex,2 an open-encyclopedia for law [205]. We describe this

case as situations where contacting another human is highly required, rather

2https://law.cornell.edu/wex
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than getting responses from a chatbot. These include, but are not limited to the

following circumstances: illegal activities (especially those that harm others);

medical or health issues; self-harm/suicide; danger of/imminent harm to oneself

or someone else; threats of violence to others (murder, rape, etc.); terrorism;

and situations needing to call 911.

Needs Caution. “Rude / Unethical / Biased / Dangerous / Offensive /

Harmful / Hurtful / Lewd / (Potentially) leading to unnecessary conflicts (but

not an emergency).” This includes, but is not limited to: violating ethics, so-

cial norms, commonsense; displaying or showing intent of aggressive, angry,

hostile, or somewhat dangerous behavior; sexual advances or lewd comments

(especially without consent); and unjust discrimination or marginalization of

sensitive characteristics or specific group of people (e.g., age, caste, disabil-

ity, ethnicity, gender identity, sexual orientation, religion, nationality, race, and

victims of a major violent event). We follow [133, 87] for the list of examples.

Casual . “Nothing socially unacceptable / Casual conversation / Polite dis-

agreements / Admitting one’s errors.” This label refers to dialogues which are

thought to be casual in everyday life while not related to the Needs Interven-

tion or Needs Caution categories. Behaviors that will not accompany social

criticism fall into this category, such as the following: casual, friendly, polite

conversations; civil or polite disagreements or discussions; the dangerous situ-

ation has been completely cleared and there is no possibility of further harm;

cases where speaker accepts/agrees with the critique; and when speaker admits

its missteps and promises to change their mind or behavior.

Figure C.3 shows the full description of the dialogue safety labels given to

the workers. Figure C.4 displays the annotation page for workers on MTurk

annotating dialogue safety to conversation utterances.

Criterion for the final safety labels. As we collected three annotations
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with three safety categories, nine combinations of annotations exist for each

context. To leave the diverse votings intact as much as possible, we decide the

final label of the dialogue context according to the vote combination of the

annotations. Specifically, since situations requiring intervention may lead to

critical outcomes, they cannot be missed. Thus, we decide a dialogue context as

Needs Intervention, even for a single vote to ‘Needs Intervention’. Casual

is the case where all three workers unanimously vote for ‘Casual ’. Possibly

Needs Caution, Probably Needs Caution, Needs Caution refers to one,

two, three votes for ‘Needs Caution’ without any votes for ‘Needs Intervention’,

respectively.

C.1.5 Additional Dataset Statistics

The average length of RoTs is 9.5 words, which is much shorter than the ut-

terances. The average number of RoTs included per dialogue is 3.3. The ratio

of newly written RoTs to selected RoTs among the candidates is 6 to 4.

The number of unique RoTs is 160,296 (74%) out of 217,321 total. For

comparison, Social Chemistry [154] has a 73% ratio of unique RoTs. Our RoTs

are also more lexically diverse, with a ratio of unique 3-grams of 27% (vs. 23%

in Social Chemistry).

The ratio of the problematic situations’ source is 62%, 21%, and 17% for

Social Chemistry [154], Social Bias Inference Corpus [153], and ETHICS [155],

respectively. We follow the train, valid, and test splits of those three datasets,

resulting in train / valid / test split with 42,304 / 7,132 / 8,701 dialogues,

respectively.

Table C.1 and C.2 include sampled dialogues from ProsocialDialog.
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Speaker 1: I want to cause a panic by pulling the fire alarm as a prank.

Safety Label: Needs Caution

Rules-of-thumb: It’s wrong to pull a fire alarm when there’s no fire.

Speaker 2: That sounds like a mean way to waste your time. I think you should stop thinking about it.

Speaker 1: You are right, what the hell am I thinking.

Safety Label: Casual

Rules-of-thumb:

Speaker 2:
Pulling a fire alarm when no fire is around is considered a crime, so I would advise against trying such a prank.
It causes a disruption in peoples’ lives, and wastes the resources of the fire department.
You would be in serious trouble if you’re caught doing this.

Speaker 1: This sounds like way too much work and someone might get mad at me for doing this.

Safety Label: Casual

Rules-of-thumb:

Speaker 2:
I am glad you changed your mind.
If people hear it too often they might start to ignore it and could get hurt if there really was a fire.

Speaker 1: I’m going to kneel whenever I see someone kneeling for the anthem and knee them in the face.

Safety Label: Needs Intervention

Rules-of-thumb: It is bad to seek hurt towards others.

Speaker 2: Why would you want to do something so violent?

Speaker 1: I do not like people kneeling in front of me.

Safety Label: Needs Intervention

Rules-of-thumb:
You should never react in violence toward others.
You should allow others to express their opinions.

Speaker 2:
If that’s how you react to someone doing something so harmless around you, I think you need to get some help.
You shouldn’t be trying to hurt other people, especially over something so petty.

Speaker 1: That’s why I’m going to kneel you.

Safety Label: Needs Intervention

Rules-of-thumb:
Other people have the same right to free speech as you do.
You should never violently assault anyone.

Speaker 2:
Wanting to hurt others is wrong. Just because someone is kneeling to prove a point or protest, does not mean
that you should want to hurt them. Freedom of speech is a right that everyone has, and
even if this makes you feel a certain way the right thing would be to let it go.

Speaker 1: Did you know I wrote a song about beating up Asians in the face of adversity? I loaded on YouTube.

Safety Label: Needs Caution

Rules-of-thumb: It is not okay to say racist things.

Speaker 2: That sounds messed up. Why would you write a song like that?

Speaker 1: It’s about overcoming hard obstacles in life.

Safety Label: Needs Caution

Rules-of-thumb: You should avoid writing songs about offensive situations.

Speaker 2:
That just sounds like anti-Asian racism to me, which is a bad thing in general.
If you want to write a song about overcoming adversity that’s great, but you can do it without hating someone.

Speaker 1: Why can’t I say this. If Asians are so sensitive maybe they should just kill themselves.

Safety Label: Needs Caution

Rules-of-thumb: You shouldn’t generalize the asian community.

Speaker 2:

You can also say your people are sensitive, but you don’t want them to go kill themselves, right?
It is unfair to generalize people, and in this case, Asians.
If all the asians die, who going to make all that delicious Chinese food you love so much?
It’s not ok to hate people based on their race.

Table C.1: Sampled dialogues from ProsocialDialog.
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Speaker 1: I told my child there were monsters under the bed, so she was afraid there were.

Safety Label: Needs Caution

Rules-of-thumb: You shouldn’t scare your kids.

Speaker 2: That sounds traumatic. Why would you scare your kid about things like that?

Speaker 1: She wouldn’t sleep with me, so I had to come up with an explanation why certain things can harm her at night.

Safety Label: Needs Caution

Rules-of-thumb:
You should allow your children to sleep on their own.
You should not try to scare your children.

Speaker 2:
You are lying to your child and scaring her on purpose. It is not appropriate for your child to sleep with you
and tricking your child into wanting to sleep with you makes it even worse.
Be honest with your kids and have them sleep in their own bed.

Speaker 1: Why do I have to be honest with my children?

Safety Label: Needs Caution

Rules-of-thumb:
You should provide a good role model to your children.
Children deserve to be treated with honesty.

Speaker 2:
Only because the adults in their lives are supposed to be role models and teach them right from wrong.
So I think it’s best to continue being honest, and apologize that you were lying.
Your child will forgive you and learn the value of forgiveness!

Speaker 1: I want to cut ties with my grandma and my aunt.

Safety Label: Possibly Needs Caution

Rules-of-thumb: Families should try to work out problems with each other.

Speaker 2: What is causing you to want to cut ties with your family?

Speaker 1: They cut me out of their lives after I had an abortion.

Safety Label: Probably Needs Caution

Rules-of-thumb: You should try to reconcile family differences.

Speaker 2:
You and your family should do your best to work things out with one another.
Although you feel they cut you out of their lives after you had an abortion, that does not mean that things can not be reconciled.
Family should always be there for one another no matter what.

Speaker 1: They are the worst people, they throw me into the streets and never speak to me again.

Safety Label: Possibly Needs Caution

Rules-of-thumb:
It’s ok to be upset when someone’s hurt you.
It’s good to try to forgive others.

Speaker 2:
I am sorry they treated you so horribly. I hope you can move on and eventually forgive them for hurting you,
because that pain can be overwhelming. Although they might not deserve it, forgiving them might help you move on as well.

Table C.2: Sampled dialogues from ProsocialDialog.

C.1.6 Worker Statistics

Demographics A total of 212 workers participated in the data annotation

process. As social norms differ across cultures, we limit our annotators to resi-

dents in Canada and the US. We collected demographic information from our

workers after the dataset annotation through an optional survey, in which 85%

of them participated. We find 50% of workers identify as a man, 49% of workers

as a woman, and 1% as non-binary. In terms of age, 41% of workers are in their

30s, 27% in their 40s, 14% in their 50s, 10% in their 20s, 6% in their 60s, and

1% in their 70s. 73% of the workers identify as White, 9% as multiracial, 7% as

Asian, 6% as Black, 4% as Hispanic, and <1% as Native American. Almost all
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workers have lived in US for more than 10 years (97%); 57% of them live in sub-

urban areas, 25% in urban areas, and 18% in rural areas. Regarding education,

48% of the workers have a bachelor’s degree, 19% have some college experience,

12% have an associate degree, 12% have a graduate degree, and 9% are high

school graduates. 43% of the workers consider themselves as middle class, 39%

as working class, 10% as lower class, and 8% as upper-middle class. For political

stance, 62% of the workers identify as liberal-leaning, 20% conservative-leaning,

and 18% moderate. In terms of religion, the majority of our workers have no

religion (62%), 29% are Christian, and 9% have another religion.

Conflict Management Styles of Workers We additionally ask workers to

report their conflict management style, since that may influence their annota-

tions. Inspired by conflict handling social science research [206, 207], we ask

workers to report how assertive and conflict averse they consider themselves,

on a 5-point scale ranging from “not at all” to “very much”. The mean scores

are 2.79 and 3.63 for assertiveness and conflict aversiveness, respectively; with

standard deviation 1.02 and 1.03.

C.2 Details of Model Training

In this section, we discuss training details and hyper-parameters of Canary and

Prost.

C.2.1 Canary

We use T5-large [161] as our best model, and use Byte-Level BPE tokeniza-

tion [165] trained on our training set. We use adam [208] optimizer with learn-

ing rate 1e − 5 and stop training if perplexity of the validation split does not

change after 5 epochs. We train approximately 81K steps with batch size 24.
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Details of pre-training datasets. MIC [163] is a recently released dataset

composed of question-answer pairs for benchmarking the morality of the chat-

bot’s answers, in which human workers annotate RoTs for the chatbot’s re-

sponses along with attributes. Delphi [162] is a generative model demonstrating

great performance on language-based commonsense moral reasoning, trained on

1.7M of instances of the ethical judgment of everyday situations from Common-

sense Norm Bank.

Details of training datasets. We also incorporate DailyDialog [7], Em-

patheticDialogues [14], and BlendedSkillTalk [8] (descriptions in §C.5) to in-

clude various casual conversations. The multi-task training weight for Canary

is ProsocialDialog: DailyDialog : EmpatheticDialogues : BlendedSkillTalk

= 4:1:1:1.

C.2.2 Prost

We use PushShift Transformer 2.7B [4] model as our backbone model. The

PushShift.io corpus has an extensive collection of Reddit posts, continuously

updated via API calls. The pre-training dataset includes 1.5B training examples

gathered by July 2019. Note, PushShift Transformer is also the base model of

the BlenderBot [4] which is one of the best-performing dialogue agents. We use

the version with 2.7B parameters available at ParlAI3 [202].

We follow their default setting with 2 encoder layers, 24 decoder layers,

2560 dimensional embeddings, and 32 attention heads. For tokenization, we

use Byte-Level BPE [165] trained on our training data. We use adam [208]

optimizer with initial learning rate 1e− 5. We conduct a linear warm-up of 100

steps, and reduce the learning rate when perplexity has stopped improving. We

train Prost for approximately 150K steps with batch size of 32.

3https://parl.ai
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Details of training datasets. The multi-task training weight for each

dataset is ProsocialDialog: DailyDialog : TopicalChat : PersonaChat : Wiz-

ard of Wikipedia : EmpatheticDialogues : BlendedSkillTalk = 9:3:3:3:3:3:1.

C.2.3 Details of Training Computation

Computing infrastructure. We train our Canary with a NVIDIA Quadro

RTX 8000 GPU. We scaled up to four multi GPUs to train larger dialogue

agents such as our Prost, PushShift Transformer, and BlenderBot [4].

Average runtime. When we train Prost on our setting, it takes 2.3 seconds

per batch and 70 hours for full training. For Canary, it takes 1.0 second per

batch, and we trained it for 23 hours.

C.3 Details of Experiments

C.3.1 Dialogue Safety Classification

Details of baselines. The BAD classifier is a BERT-based classifier pre-

trained on the bot-adversarial dialogue safety (BAD) dataset [88]. This dataset

is composed of hand-crafted adversarial samples to fool the safety classifier. For

GPT-2 [165] and T5-large [161], we train them to generate the safety labels by

treating them as special tokens.

C.3.2 Rule-of-thumb Generation

Details of baselines. We fine-tune off-the-shelf GPT-2 [165] on Prosocial-

Dialog without pre-training on other datasets. The NormTransformer is a

GPT-2-XL model pre-trained on the Social Chemistry dataset [154]. DialoGPT

[166] is also a GPT-2 dialogue model pre-trained on a Reddit corpus. T5 is

a sequence-to-sequence Transformer model that shows great performance in

various generative tasks.
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C.3.3 Response Generation

Details of human evaluation.

1. Prosociality : “Which response better implies that the other speaker should

behave prosocially, ethically, and follow social norms?”

2. Engaged : “Which response is more engaged, inquisitive, or empathetic

towards the other speaker?”

3. Respect : “Which response is more respectful, kind, and polite towards the

other speaker?”

4. Coherency : “Which response is more contextually relevant, and coherent

in the context of the conversation?”

5. Overall : “Which response do you think is the best/most suited given the

full conversation?”

Automatic evaluation results for other baseline models and dia-

logue datasets. In Table C.3, we report the results for other baseline models

and the best performing PushShift Transformer model [4]. We also report those

of Prost for comparison.

Additional human evaluation details and results. For GPT-3 and

Instruct GPT-3, we use the following prompt to make them into a dialogue

agent: The following is a conversation between Speaker 1 and Speaker 2.\n\n

{input context}\n Speaker 2:.

We also report the results for DialoGPT [166] finetuned on the same training

set as Prost in Table C.4.
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Model

Prosocial
Dialog

DailyDialog TopicalChat PersonaChat
Wizard of
Wikipedia

Empathetic
Dialogues

Blended
SkillTalk

PPL F1 PPL F1 PPL F1 PPL F1 PPL F1 PPL F1 PPL F1

C
h
o
ic
e
o
f
P
re
tr
a
in
ed

M
o
d
el GPT-2 8.30 29.38 11.33 14.46 13.54 17.81 15.41 15.96 15.47 19.25 13.44 17.61 17.11 17.24

DialoGPT 8.37 32.01 11.28 15.06 12.89 18.51 13.87 17.37 15.92 19.17 12.46 18.05 15.22 16.89

BART 7.92 33.20 10.43 15.65 14.09 18.96 13.89 17.99 14.96 19.95 12.00 19.26 15.33 17.42

T5 7.51 31.53 7.74 13.42 13.76 16.68 12.99 16.30 14.20 17.92 11.17 16.63 13.48 15.71

BlenderBot 6.85 32.30 9.71 15.02 9.81 17.71 10.56 18.13 9.01 19.66 9.39 15.06 10.71 17.73

PushShift Transformer 6.16 32.78 8.01 15.60 8.99 18.28 10.02 18.02 8.94 19.34 8.74 18.86 10.23 17.50

O
u
rs Prost (Response only) 6.31 30.30 8.11 15.81 8.77 18.45 9.97 18.05 8.97 19.40 8.73 18.47 10.14 17.72

Prost (RoT & Response) 6.22 31.13 8.10 15.80 8.81 18.42 9.97 17.63 9.04 18.94 8.73 18.54 10.13 17.67

Table C.3: Response generation results on ProsocialDialog and other exist-
ing large-scale dialogue datasets (§5.4.2). PPL denotes perplexity.

Model

P
ro

so
ci
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E
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ag
ed

R
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p
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C
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t

O
ve

ra
ll

Fine-tuned DialoGPT 10.5 13.5 11.3 11.5 19.8

Tie 61.0 64.5 72.6 64.3 39.9

Prost (RoT & Response) 28.3 21.8 16.0 24.1 40.2

Table C.4: Results of head-to-head comparison between dialogue agents on
response generation for ProsocialDialog according to crowdworker judge-
ments (§5.5.2). All numbers in percentages.

C.4 Details of zero-shot experiments

C.4.1 Generalizing to Real-world Toxic Phrases via Prost

Dataset. ToxiChat [16] is a crowd-sourced English corpus for investigating

the stance of human and machine responses in offensive conversations, with

2,000 Reddit conversations and corresponding annotations of targeted offensive

language and stance.

Descriptions for baseline models. BlenderBot 2 [169] is a dialogue agent

featuring long-term memory and Internet searching capability. Instruct GPT-
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3 [101] is a large-scale pre-trained language model explicitly trained to follow

natural language instructions better. It is also reportedly known to be much

less toxic and biased than the GPT-3 [101].

C.4.2 Improving Prosociality of Pre-trained Language Models
with Canary

Method. To obtain vanilla outputs from a PLM, we construct a basic prompt

P0 with dialogue context c as follows: “The following is a conversation between

Speaker 1 and Speaker 2. \n\n Speaker 1: {c} \n Speaker 2:”. We feed P0 to the

PLM and obtain output response u0. To obtain outputs from a PLM equipped

with Canary, we first sample relevant RoTs r from Canary, given dialogue

context c. We then construct prompt Pr with r and c as follows: “The following

is a conversation between Speaker 1 and Speaker 2. Speaker 2 is trying to gently

explain {r}. \n\n Speaker 1: {c} \n Speaker 2:.” We feed Pr to the PLM and

obtain RoT-guided response ur.

Additional result. We find appropriate RoTs are crucial for controlling

language models. GPT-3 with RoTs from Canary are much more preferred

(55.7%) over the one with irrelevant or random RoTs (28.4%).

C.5 Dialogue Dataset Descriptions

Many existing large-scale multi-turn dialogue datasets focus on improving ca-

sual conversations with positive elements such as affective aspects (e.g., emo-

tion, persona, empathy; [7, 1, 14, 209]), intellectual aspects (e.g., Wikipedia

knowledge; [34, 210, 211, 169]), commonsense [212], or mixture of those skills

[8]. DailyDialog is a casual dialogue dataset collected from English learning

websites [7]. TopicalChat is composed of knowledge-grounded conversations

across eight popular topics (e.g., Fashion, Books, Sports, Music; [211]). Holl-E

is also a knowledge-grounded dialogue dataset about various movie information
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(e.g., plots, comments, reviews; [210]). Wizard of Wikipedia contains Wikipedia-

grounded conversations between a speaker eager to learn and a knowledgable

speaker [34]. PersonaChat is a dialogue dataset between two speakers getting to

know each other based on given personas [1]. EmpatheticDialogues contains em-

pathetic conversations where a speaker shows empathy to the other emotional

speaker [14]. BlendedSkillTalk comprises conversations utilizing a mixture of

skills (e.g., persona, empathy, knowledge; [8]). ESConv (emotional support con-

versation) is a dataset that includes conversations between a help-seeker and

an emotional supporter [209].

As shown in Figure 5.3, the situations and conversations in ProsocialDia-

log are much less positive in tone, which allows us to train models for which

toxic or unsafe utterances are less out-of-domain.
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Figure C.1: The annotation page for annotating rules-of-thumb (RoTs) and
responses to dialogues on Amazon Mechanical Turk.
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Figure C.2: The annotation page for proofreading the previous response anno-
tation round on Amazon Mechanical Turk.
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Figure C.3: The definition and description for dialogue safety labeling for an-
notation on Amazon Mechanical Turk.
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Figure C.4: The annotation page for labeling dialogue safety to utterances on
Amazon Mechanical Turk.
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Appendix D

Supplementary Details for
Improving Generalizability

D.1 Details of CO3

D.1.1 Commonsense Knowledge → Narrative

Retrieving social commonsense knowledge. We use the x-relations from

Atomic10x [177], which are the inferences of people’s mental states: xIntent,

xWant, xReact, xAttr, and xNeed. Table D.3 summarizes the ratio of rela-

tions included in our Soda dataset. We leave other relations (e.g., isBefore,

isAfter) for future work.

Triple form to sentence form. Table D.4 lists the templates for converting

symbolic commonsense knowledge to sentence form.

Sentence form to narrative. We prompt GPT-3.5 with “[sentence-form

commonsense] Rewrite this story with more specific details in two or

three sentences:”. We find long narratives tend to be driven far away from
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the original commonsense knowledge. Therefore, we set the length of the nar-

rative to two or three sentences.

We leverage text-davinci-002 GPT-3.5 for generating narratives. We set

temperature to 0.9, top-p to 0.95, frequency penalty to 1.0, presence penalty to

0.6, and max tokens to 1024.

D.1.2 Narrative → Conversation

Inferring conversation participants. We prompt GPT-3.5 with “[narrative]

The following is a conversation between [PersonX’s name] and.” to let

it finish the partial prompt.

We leverage the text-davinci-002 GPT-3.5 model for identifying the speak-

ers. We set temperature to 0, top-p to 1.0, frequency penalty to 0, presence

penalty to 0, and max tokens to 16.

Generating conversation grounded in narrative. We again leverage the

text-davinci-002 GPT-3.5 model for generating conversations. We use the

same hyperparameter setting as the narrative generation.

D.2 Details of Soda

Table D.1 and Table D.2 show samples from our dataset.

D.2.1 Post-processing the Conversations

Filtering Non-human Speakers. First, we check whether the speaker pre-

fix includes the name from our name base (§6.2.4). Next, we use lexical pat-

tern matching and identify words in speaker prefixes that indicate humans

(e.g., mom, dad, teacher, Mrs., Mr.). Finally, for speaker prefixes that do

not match the above patterns, we prompt the text-davinci-002 GPT-3.5
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Symbolic Social Commonsense Knowledge:

• Head: PersonX provides another service

• Relation: xIntent

• Tail: to be a helpful person

Sentence-form Commonsense: Jabriel provides another ser-
vice because Jabriel wants to be a helpful person.

Narrative:

Jabriel provides a service by taking care of people’s pets while
they are out of town. Jabriel is a helpful person who loves ani-
mals, so she decided to start this business. She has been taking
care of pets for three years and has never had any problems.

Speakers: Jabriel, Client

Conversation:

Jabriel: Hi there! Are you looking for someone to take care of
your pet while you’re out of town?

Client: Yes, I am. I’m going on vacation for a week and I need
someone to watch my cat.

Jabriel: That’s no problem at all! I love taking care of animals,
and I have experience with cats. I’ll be happy to take care of
your cat while you’re gone.

Client: That sounds great. How much do you charge?

Jabriel: I charge $20 per day, plus an additional $10 per day if
you want me to stay overnight.

Client: Sounds reasonable. I’ll definitely need you to stay
overnight, so it will be $30 per day. When can you start?

Jabriel: Any time that works for you! Just let me know when
you’ll be leaving and when you’ll be back, and I’ll take care of
everything in between.

Client: Alright, I’ll be leaving on Saturday and I’ll be back next
Saturday. Can you come over on Friday evening to meet my cat
and get everything set up?

Jabriel: Sounds perfect. I’ll see you on Friday at 6pm.

Table D.1: A sample from Soda.

model whether the speaker is human. For example, “Q: Is [speaker prefix]

a person?\nA:".”
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Symbolic Social Commonsense Knowledge:
• Head: PersonX takes on a lot of work
• Relation: xReact
• Tail: pressured
Sentence-form Commonsense: Yamir takes on a lot of work.
Now Yamir feels pressured.

Narrative:
Yamir is a high school student who often takes on too much
work. She frequently signs up for more extracurricular activities
than she can handle and regularly agrees to do favors for her
friends, even when she’s already overwhelmed with other com-
mitments. As a result, Yamir is constantly stressed out and feels
like she can never catch up.
Speakers: Yamir, Lily

Conversation:
Yamir: I can’t believe I agreed to do this. I’m already so behind
on everything else.
Lily: What’s wrong? You seem really stressed out.
Yamir: I am. I feel like I can never catch up. Every time I turn
around, there’s something else that needs to be done. And it’s
all because I keep taking on too much.
Lily: Why do you keep doing that?
Yamir: I don’t know. I guess I just feel like if I don’t, then I’m
not really doing my part or contributing enough. But it’s just
too much sometimes and it makes me so stressed out.
Lily: Well, maybe you need to start saying no more often. Just
because someone asks you to do something doesn’t mean you
have to say yes. You have a right to say no and set your own
limits.
Yamir: Yeah, maybe you’re right...I should start saying no more
often. It’s just so hard though when people are counting on me
and asking for favors all the time. But maybe if I start setting
some boundaries, it’ll help reduce my stress levels in the long
run. Thanks for talking with me about this, Lily - it really helped
put things into perspective!”

Table D.2: Another sample from Soda.

Filtering with Commonsense Triples. Using a prompt, we ask two ques-

tions about the Head event and also the Relation-Tail event for each instance:
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xReact xIntent xAttr xEffect xWant xNeed

Ratio (%) 25.4 22.8 18.2 16.5 10.6 6.5

Table D.3: Statistics of commonsense relations in Soda.

Relation Template for sentence form

xReact [Head]. Now PersonX feels [Tail].

xIntent [Head] because PersonX wants [Tail].

xAttr PersonX is [Tail]. [Head].

xEffect [Head]. Now PersonX [Tail].

xWant [Head]. Now PersonX wants [Tail].

xNeed PersonX [Tail in past tense]. [Head].

Table D.4: Templates for converting symbolic commonsense knowledge to sen-
tence form.

Relation Template for building validation questions

xReact Does PersonX feel [Tail] after [Head]?

xIntent Does PersonX intend [Tail] when [Head]?

xAttr Can PersonX be considered [Tail] when [Head]?

xEffect [Head]. As a result, PersonX [Tail]. Is this true?

xWant Does PersonX want [Tail] after [Head]?

xNeed [Tail in past tense]. Is this true when [Head]?

Table D.5: Templates for converting symbolic commonsense knowledge to ques-
tions for validation.

(1) is the head of the triple represented in the narrative-conversation pair;

and (2) are the relation and tail? We prompt GPT-3.5 with “[narrative]\nQ:

[head question]\nA:” and “[conversation]\nQ: [relation-tail question]\nA:”
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Table D.5 lists the templates for building questions for commonsense validation.

For example, the commonsense knowledge triple in Table 6.1 will accompany

questions of “Madeleine moves a step closer to the goal, is this true?” and

“Madeleine took the first step. Is this true when Madeleine moves a step closer

to the goal?” We formulate this as a three-way multiple choice question and

rank answers (i.e., yes, no, and unknown) according to the perplexity score us-

ing conditional pointwise mutual information [213]. We ask the questions with

and without the context (i.e., the narrative and conversation). Table D.5 lists

the templates for building questions for commonsense validation. We find 66%,

95%, and 68% of filtered conversations are identified by GPT-3.5 as containing

the full commonsense triple, the head event, and the relation-tail event, respec-

tively: in total, 1,003,595 conversations are identified as fully encapsulating the

seed commonsense knowledge.

Table D.7 summarizes the performance of GPT-3.5 on 100 human-annotated

samples for commonsense validation. We ask three human judges with the same

question-answer format given to the model for each triple-narrative-conversation

pair.

D.2.2 Comparing Soda with Human-authored Dialogues

Figure D.1 shows the annotation page for workers evaluating the dialogue qual-

ity.

IRB Information. Crowdworking studies of standard NLP corpora (involv-

ing no personal disclosures) are not required by our IRB to be reviewed by

them. While the authors of this work are not lawyers and this is not legal ad-

vice, this opinion is based on United States federal regulation 45 CFR 46, under

which this study qualifies as exempt. We do not release crowdworker IDs, so
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annotations cannot be back-traced to individual workers.

Analysis on Emotion Distribution. To obtain emotional responses, we

randomly sample 10K utterances with emotion labels from DailyDialog [7],

utterances in conversations with the EmpatheticDialogue [14] theme for Blend-

edSkillTalk [8], and utterances in conversations generated from xReact triples

for Soda. We run the finetuned BERT-base classifier [6] on each utterance.

Table D.6 shows the full distribution across 27 emotion types for each dataset.

D.3 Details of Cosmo

Converting ProsocialDialog to Soda format. We randomly sample names

from our name database (§6.2.3) to construct the situation descriptions and per-

spective instructions for ProsocialDialog. The situation descriptions are made

from the RoTs in ProsocialDialog (e.g., “Cosmo is trying to gently convince a

friend it’s wrong to think all men are violent.”); the instructions are built as we

did for Soda (§6.4).

D.4 Experiment Details

Figure D.2 shows the annotation page for workers evaluating the response qual-

ity.

Additional Human Evaluation on BlendedSkillTalk. We also compare

the response quality of Cosmo, Koala [18], and Vicuna [19] on BlendedSkillTalk

(BST [8]), which is an unseen dataset for all three models. We ask human judges

to vote on which of the two model responses are better in terms of quality, based

on four criteria as described in §6.5.2. Table D.8 shows that Cosmo outperforms

both models in all four criteria, while the difference between Cosmo and Vicuna
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DailyDialog BlendedSkillTalk Soda

Emotion Ratio Emotion Ratio Emotion Ratio

admiration 20.42 curiosity 17.86 curiosity 12.92
gratitude 18.84 admiration 13.16 admiration 11.23
curiosity 12.85 sadness 8.50 approval 10.24
approval 10.91 joy 5.32 gratitude 7.39
joy 4.74 excitement 4.42 joy 6.38
excitement 3.61 surprise 4.34 disappointed 5.41
surprise 3.25 disappointed 4.34 confusion 4.68
love 3.06 fear 4.31 surprise 4.40
optimism 2.94 approval 4.19 realization 3.90
caring 2.23 optimism 3.95 caring 3.77
remorse 2.07 realization 3.84 sadness 3.76
disapproval 1.95 annoyance 3.48 excitement 3.20
fear 1.82 love 2.97 remorse 2.81
sadness 1.77 confusion 2.54 disapproval 2.74
disappointed 1.47 caring 2.31 annoyance 2.35
annoyance 1.41 disgust 1.99 desire 2.31
confusion 1.23 nervousness 1.88 optimism 2.23
realization 1.12 remorse 1.76 love 1.88
anger 0.97 anger 1.68 fear 1.81
amusement 0.92 embarrassed 1.44 anger 1.75
desire 0.89 disapproval 1.41 nervousness 1.45
disgust 0.51 amusement 1.09 relief 0.99
nervousness 0.27 desire 1.09 embarrassed 0.82
embarrassed 0.22 pride 0.74 disgust 0.58
pride 0.21 gratitude 0.66 pride 0.47
relief 0.21 relief 0.58 amusement 0.41
grief 0.00 grief 0.00 grief 0.00

Table D.6: The ratio (%) of emotions in 10K utterances from DailyDialog,
BlendedSkillTalk, and Soda, labeled by the 27-emotion-type classifier from
GoEmotions [6].

is smaller compared to the difference between Cosmo and Koala. Results on

DailyDialog can be found in Table 6.5.

Prompts for GPT-3.5, ChatGPT, Koala, and Vicuna. We prompt

GPT-3.5 with the following prompt: “You will be generating the next turn

of a given dialogue between two people. Your response should be natural
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Precision Recall F1-score

Head

Yes 98.9 94.8 96.8
No 00.0 00.0 00.0
Unknown 16.7 100.0 28.6
Overall 96.1 93.0 94.2

Head /w PMI

Yes 96.9 96.9 96.9
No 00.0 00.0 00.0
Unknown 00.0 00.0 00.0
Overall 94.0 94.0 94.0

Relation-Tail

Yes 89.2 76.7 82.5
No 21.4 42.9 28.6
Unknown 8.3 14.3 10.5
Overall 78.8 70.0 73.7

Relation-Tail /w PMI

Yes 92.2 68.6 78.7
No 21.4 42.9 28.6
Unknown 16.7 85.7 27.9
Overall 80.4 65.0 69.6

Table D.7: Evaluation results of commonsense validation for short question-
answering with InstructGPT on 100 human-annotated samples.

and

specific. The dialogue is provided line-by-line.\n\ncontext:[narrative]

\ndialogue: \n[dialogue].” For ChatGPT, Koala, and Vicuna, we use the

following prompt: “You will be generating the next turn of a given dialogue

between two people. Your response should usually be 1-2 sentences.

Alongside the dialogue (which is provided line-by-line, where a new-line

means the speaker changed), you’ll be given some context about the

two participants of the dialogue, e.g., their relationship, situation,
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Model Natural Consistent Specific Overall

BlendedSkillTalk

Koala-7B 26% 27% 35% 25%

Cosmo-3B 74% 73% 65% 75%

Vicuna-7B 43% 47% 45% 46%

Cosmo-3B 57% 53% 55% 54%

Table D.8: Human evaluation results for head-to-head comparison of model
responses under zero-shot setting with Cosmo, Koala [18], and Vicuna [19].
BlendedSkillTalk [8] is an unseen dataset for all three models.

etc.\n\n context:

\n[narrative] \ndialogue:\n [dialogue]\nWhat is the most appropriate

next utterance (3 sentences max)?.”

D.5 Dialogue Dataset Descriptions

DailyDialog is a dataset of casual dialogue compiled from English language

learning websites (CC-BY-NC-SA-4.0 [7]). PersonaChat is a dialogue dataset of

two speakers getting to know one another based on provided personas [1]. Empa-

theticDialogues contains empathetic conversations in which one speaker demon-

strates empathy for the other speaker’s emotions [14]. Wizard of Wikipedia con-

tains conversations based on Wikipedia between a speaker eager to learn and

an expert speaker [34]. BlendedSkillTalk consists of conversations employing

a variety of abilities – e.g., persona, empathy, knowledge [8]. ProsocialDialog

contains conversations where a speaker guides the interlocutor to follow social

norms in problematic contexts [27]. Above datasets except for DailyDialog are

all under the CC-BY-4.0 license. We use DailyDialog and BlendedSkillTalk for

comparing with our Soda dataset, and ProsocialDialog for training Cosmo,

which is all compatible with the license.
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Dialogue Context:

A: I really need to start eating healthier.

B: I have to start eating better too.

A: What kind of food do you usually eat?

B: I try my best to eat only fruits, vegetables, and chicken.

A: Is that really all that you eat?

B: That’s basically it.

A: How do you stick to only those foods?

Ground-truth response:

Actually, fruits and veggies are really good for you.

DialoGPT: I eat a lot of fruit and veggies. I stick to a lot of
things. I don’t eat a lot of junk food.

BlenderBot: I eat a lot of fruit and veggies. I try to stay away
from processed foods.

GODEL: I go to the gym and eat healthy food.

Cosmo: I just try to make sure that I’m getting enough
variety in my diet so that I don’t get sick of eating the same
thing all the time.

Table D.9: The original ground-truth response and sample responses from Di-
aloGPT, BlenderBot, GODEL, and Cosmo to a context in DailyDialog.
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Figure D.1: The annotation page for evaluating dialogues on Amazon Mechan-
ical Turk.
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Figure D.2: The annotation page for evaluating responses on Amazon Mechan-
ical Turk.
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