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Abstract

Developing and Validating a Mobile Augmented Reality
(MAR) —Mediated English Speaking Assessment
for Korean EFL High School Learners

Byun, Jung Hee
Department of English language and literature

Seoul National University

This dissertation explores the feasibility of using mobile-based,
context—aware augmented reality (MAR) technology as a new mode of
second language (L.2) speaking assessment. It describes in detail the
efforts made to develop, and validate an MAR—based English speaking
test for high school students in the domestic context.

Accordingly, a mobile AR—mediated English speaking test (hereafter,
MARST) was developed using “Eco English Test,” a mobile application.
The test was administered to 200 Korean high school students, (110
males, 90 females) aged between 16 to 17 years. The test comprised
four semi—direct speaking tasks on topics related to global environment.

MARST validation was conducted using both the conceptual
frameworks of Assessment Use Argument and Interpretation/Use
Argument framework, focusing especially on determining how the

nnovative testing mode provided by MAR technology can be
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characterized and evaluated as part of the overall validation process of
the whole test.

Four research questions were posed for this study: (1) To what
extent are the MAR - mediated speaking test scores and the test’s
underlying structure comparable to those of several other measures of
the same and other traits? (2) To what extent do the assessment settings
(e.g., rater, task, and rating categories) affect test scores? (3) What are
test—users’ perceptions toward the use of MARST, and do they differ
according to individual characteristics, such as gender and general
English proficiency? (4) What are the linguistic features of MAR-—
mediated communication, and how do they inform MAR-—mediated test
validation?

For data analysis, test scores from several measures of speaking
skills and other traits were collected, along with questionnaire and
interview responses. These were analyzed using a mixed method
approach that included psychometric approaches, such as the Classical
Test Theory (CTT), the Multi—Trait Multi—Method (MTMM) and the
Many—Facet Rasch Model (MFRM), as well as corpus and discourse
analyses of test—takers’ speaking responses.

The MTMM analysis not only showed positive correlations between
the MARST score and other speaking measures, but also revealed the
unidimensional internal factor structure of the MARST. The results are
empirical evidence supporting the validation argument that MARST test

scores contribute to a common construct of the target speaking ability
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and interpretations and can be interpreted as a good indicator of test—
takers’ speaking ability.

The MFRM analysis offers empirical evidence to support the
following validation arguments: (a) The observed scores of the MARST
were reliable estimates of expected scores; (b) The separate analytic
rating scales contributed to the target construct; (c) There was no task
redundancy, nor was there a need for revision or deletion; (d) Test—
takers performed significantly differently across various aspects of
speaking; and (e) Interpretations of the test construct were consistent
across different groups of test—takers.

The bias (interaction) analysis indicated that the rating behaviors of
raters did not vary by gender, test—takers’ region of residence, or the
rating criteria. Regarding the mode effect, no significant differences were
found across test—takers’ gender, general English proficiency level, or
region of residence. However, a statistically significant interaction was
found between the scoring behaviors of two raters and both Task 1
(dialogue completion) and Task 3 (explaining the sequence of events).
Yet, following the guideline suggested in the literature and drawing upon
subsequent interviews, it was concluded that this interaction did not
appear to have a substantial impact on the measurement of test—takers’
ability to perform.

The results of the test—taker questionnaires revealed that the MAR—
based testing was comfortable and engaging. Respondents generally

agreed that the test input, presented through the MAR mode, was
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authentic and provided clear instructions and guidance for crafting their
responses. They highly rated the items inquiring about the suitability of
the test tasks for presentation in the MAR mode and their relevance to
classroom learning. Test users saw the MARST as a valuable alternative
for L2 speaking assessment in English as a Foreign Language (EFL)
contexts.

In the subsequent corpus and discourse analyses of 150 sampled
responses to Task 3, which required test—takers to describe the
procedure of an event to a simulated interlocutor, the immersive effects
of the MAR mode on the linguistic features became apparent. These
included an increased perception of the interlocutor's presence,
heightened awareness of the speaker's role identity, and a sense of
urgency given the task situation. MAR technological features appeared to
encourage Iinteractions with a simulated interlocutor, revealing the
interactive linguistic features of test—takers' responses in tasks typically
limited to a monologue. These factors suggested that the MARST did not
underrepresent the intended speaking construct in Task 3.

Subsequently, three key issues were addressed in the validation
arguments: (a) the contextualization of integrating MAR technology in
second language assessment; (b) the investigation of the mode effects
on the assessment construct, tasks, and test—takers; and (c) the
investigation of control of variabilities in test conditions.

Several technological and pedagogical implications for MARST can

be drawn from this study. Rating behaviors and strategies involved in the

Vi



speaking process should be further investigated in the MARST contexts.
Language testers and technology experts should continue to work
together to design and develop more authentic language learning and

testing contexts for language learners.

Keyword : test mode, technology - mediated language assessment,
Many - Facet Rasch Measurement(MFRM), Multitrait Multimethod
(MTMM), mobile augmented reality

Student Number : 2013—-30014

vii



Table of Contents

CHAPTER 1. Introduction.........ccccoeeririeinieinneieeseeeeeeeeees 1
1.1 Statement of the Problem ..ccoceeee e 1
1.2 Context of the StUAY cocueviveiiicieeeeeeeee e 4
1.3 Objectives of the study and research questions.......ccceeu...... 9
1.4 Organization of the diSSertation ......occeeeeeeeeeeeeeeeeeeeeeeeeeeeeeen. 12
CHAPTER 2. Literature review ......cccooeeeeeeeneeneieeneeeeeeenes 14
2.1 Historical overview of speaking assessment........cceeeeveee.n.. 14
2.1.1 From interviewer—led to group Interview .........ccoeu..... 15
2.1.2 Assessment via multimedia......cccccvveveireneneienenenees 16
2.1.2.1 Computer—based testing (CBT) .ooveevveveveveeeeeeenne. 17
2.1.2.2 Video—conferenced (VC) testing......c.ccoveevrerevennece. 19
2.1.3 Virtual environment (VE) —based testing........ccevevenn... 21
2.2 Models of L2 speaking test performance......cccceeeveeeeeeeeenn. 27
2.2.1 McNamara’s model ..o 28
2.2.2 Skehan’s model ..o 29
2.2.3 Fulcher’s extended model .......coceovviviiniininnininees 30
2.2.4 Implication on MAR—based speaking tesSt.....ccoveevune... 32
2.3 Affordances of augmented reality (AR) technology ........... 33
2.3.1 Integration of text and picture comprehension ............. 34

2.3.2 Social cues: personalization, embodiment and voice.... 35
2.3.3 ANIMATION 1tvieiiie ettt et s e s seee e seaee e 36

2.3.4 Implication: Connection to language assessment design... 37

viii



2.4 Task characteristics framework for test design.................. 40
2.4.1 Characteristics of the Setting ..cccceevevveeeveeeeeeeeeeeeeeeen. 41

2.4.2 Characteristics of the test rubriCS ..o eeeeeveeeeeieeeeeeee.. 42

2.4.4 Relationship between input and response .......c..ccou...... 49
2.5 Test method characteristiCs .....c.coevevververneinscereceen, ol
2.6 Validation framework ..o, 53

2.6.1 Historical OVerVIEW ....ccocevveiririenicincricieeseeeeeseee e 53

2.6.2 Constructing an Assessment Ase Argument (AUA) ... 55

2.6.3 Interpretation/Use Argument (I/UA) structure............ 56
2.6.4 Validation framework for MARST ..., 61
CHAPTER 3. Methodology ......ccccevivirireeeininieieeeirseieeeee 64
3.1 Test development ......ccccceveerieincinicncrecce e, 64
3.1.1 DOmMaIN Qnaly SIS weeeeeeeeeeeeeeeee e 65
3.1.2 Speaking COMSLIUCT uuvvreeeeeeeeeeeeeee e e e 68
3.1.3 Test SLrUCLUre .eveiriiiieeeeeec e 69
3.1.4 Test task SPeCIfICAIONS touvvreeeeeeeeee e 71
3.2 PartiCIDANTS cuveiiiiiiiceie ettt 76
3.3 Data ANalY SIS uueiieeeueiee ettt e e 78
3.3.1 Score data and MTMM analySiS ceceeeeeeeeeeeeeeeeeeeeeeeeeenn 78
3.3.2 MERM QNaly SIS ueeeeeeeeee e 31
3.3.3 Questionnaires and interview data ......c.cccoceeeerecreenenn 83
3.3.4 Speaking reSPONSe data coeeeeeeeeeeeee e 84
CHAPTER 4. ReSUILS ...cveviiieiieieeeeseeee e 87
o



4.1 DeSCrIPtIVE ANALY SIS eeeeeeeeeeeeeeeeeeeeee e et eeeeeeeeeeeeeeeeeeeeeeaas 87

4.7.1 Ttem analy SIS 89
4.1.1.1 Item difficulty .ooeevveeieee e, 89
4.1.1.2 Item diSCrimination .......cccececereeveerrererererinreenereennenn. 91

4.1.2 Inter—rater rellability .....ccoccvviiiiiiiiciiicee e, 92

4.1.3 SCOre reHADIILY weveeeeeeeee et 94

4.2 MTMM analysis and test comparability ....ccceeeeeevveeeeeeeeenn. 97
4.2.1 Correlation MatriX.....cceeereieerenieincnceeeseeeee e 98
4.2.2 FaACLOr QNAlY SIS weeeeeeeeeeeee et 100

4.3 MERM QNalY SIS .ueiieeeeeeeee et e e eeeaeens 106

4.3.1 FIt STatiSHICS tuerveiiiriiieireiee e 106
4.3.1.1 Test—taker (ability) facet .....cocceeeeeeeeeeeeeeeeeeeereenn. 110
4.3.1.2 Ttem (Task) facet ...oovveevvieeeereeereeinns 112
4.3.1.3 Rater facet. ..., 113
4.3.1.4 Category (criterion) facet ...ocvveeeeveeeeeeeeeeeeeeeeennn, 116

4.3.2 Interaction AnalySIS. .. e e 122
4.3.2.1 Mode Interaction ........ccceeerrereneeenneineeneeeeenen, 122
4.3.2.2 Rater Interaction........coceceveveirenenieenieneeseseeeees 125

4.3.3 Analysis of unusual responses in MERM ........c...c........ 129
4.3.3.1 Sources of person (ability) miSfitS ....ccoevvvvevveennne. 129
4.3.3.2 Sources of bias: rater X task interaction................ 131
4.3.3.3 Sources of unexpected reSpPoONSes ..ceeeeeeeeeeeeeeeeenn. 132

4.4 Analysis of the teStING PrOCESS wouuvieeeeeeeeeeeeeee e e e 134
4.4.1 Perceptions of MAR MOde....cooouvveiveoiiiieeiieeeeeeeeeene, 134

2



A4 T ] SEUACIES ettt e e 134

4.4.1.2 TEACNETS .eueeuitiieieiieereee e 137
4.4.2 Analysis of speaking reSPONSEsS .oovvveveeeeeecvveeeeeeieeeerene, 140
4.4.2.7 OVEIVIEW eoviiiiiicicinieitreeeree et 142
4.4.2.2 Keyword analySIS ..ooceiveeeeieeieieeieiee e 145
4.4.2.3 N=Qram ANaly SIS cueeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeans 147
4.4.2.4 Interpersonal/interactional reSOUrces .....ocvevvevenvenn... 151

4.5 Summary of the reSUILS ..ot 158
CHAPTER 5. Validation........ccoceeeereenneiineineieceeeeces 161
5.1 Valildity arSUMENT ...eeeieeeeeeeeeeeeee e 161
5.2 Analysis of target domaln.......eeeeeveeeeeeeeee e, 164
5.3 Assessment records: evaluation & generalization............. 165
5.4 Test interpretations: explanation & extrapolation............. 171
5.4.1 MeaningiulNeSS .. e e 171
5.4.2 TMPATTIALIEY weeee oot e e 175
D5.4.3 GENETaliZADIIEY et 177
5.4.4 Relevance and SUffICIENCY .evveevoueeeeeeeeeeeeeeeeeeeeeeeeee e, 182
5.5 Decisions and test use: UtllizatioN......cccoecevvveinrcinccnennene. 184
5.6 CONSEQUEIICES ...ttt e et e e e e e seeaeeeeeeeaeeas 186
5.7 Summary of the validity argument ......cccceeeeeeeeeeeeeeeeeeeeen. 188
CHAPTER 6. DiSCUSSION ....coveuiieiiieiiinieiricenieicesieereeeeree s 196
6.1 Summary of results for research questions .....ccccceeeeeune... 196
6.2 Validation ISSUES .c.ecveerieirieieirieerieieneesei e 203
6.2.1 Integrating MAR technology in L2 assessment .......... 203
2



6.2.2 Mode effect on teSt CONSLIUCT vvvveeeeeeeeeeeeeeeeeeeeeeeeee, 206

6.2.3 Mode effect on test task .....cooveveirineininincee, 210

6.2.4 Mode effect on test—takers......c.cocveveineniinincnneen, 213

6.2.5 Control of variabilities of test conditions........c.cc.......... 215
CHAPTER 7. ConcClUSION .....ovvireeiiieiiieieeeieieeieceee e 217
7.1 Technological implications of MAR ..c..evveevoeeeeeeeeee. 217
7.2 Pedagogical implications of MARST ....ccooovvivviiiiiieieeen, 219
7.3 Limitations and suggestions for future research................ 220
BIbHOGIaDNY ..o 223
L T bbbttt b s 241
ADPDENAICES ..ot s 244
Appendix 1 @ TeSt deSISN ceveeeeeeeeeeeee e 244
Appendix 2 @ QUESHIONNAIES.c..vveuirieriirieirieiereieertee et 251
Appendix 3 : Mean scores of four dimensionsS......ccceevevveernnenn. 251
Appendix 4 : Item—total correlation .....coocevvvveeveveeveieeecieeeeeenn 251
Appendix 5 : Measures of agreement (Cohen’s Kappa) ......... 252

Appendix 6 : Predicted reliability for different test lengths ... 252

Appendix 7 : Unexpected responses (32 residuals) in MFRM analysis

Appendix 8 : Misfit cases of test—takers’ ability measures in MFRM

AT1ALY SISttt ettt e e e e e e e e e e aanes 253

Appendix 9 : Sample transcripts of spoken responses to Task3 ...254

Appendix 10 @ Maln tEXE wueeeeeeieeeeeeeee et 256
Appendix 11: One way ANOVA test result.....cccoeeveeeeveneeeennnne. 258
2]



List of Tables

Table 1: Summary of selected evaluative research on test mode

Table 2: Relationship between rating categories and assessment
FEALUIES 1ottt 43

Table 3: Relationship between assessment features and learning
CONEENLES 1ottt ettt st sbe b eneeneeneens 45

Table 4: Features of relationship beween input and response of
SPEAKING tESt fOrMALS .uvveieeeeeee et 51

Table 5: Test method characteristics and advantages and limitations of

Table 6: Comparison of the validation arguments developed by
Bachman and Palmer (2010) and Kane (1992;2006;2013) ....... 63

Table 7: Relevant English language achievement standards in the

2015™ revised national curriculum of high school (2015) ......... 65
Table 8: TeSt STIUCTUIE ..c.eirieeirieieieieeree et 70
Table 9: Rating proCedure......coccviiiviiiciieieee e 78
Table 10: MTMM Design for quantitative analysiS........ccoue...... 79
Table 11: Post—test QUESTIONNAIIES coovveeeeeeeeee e 84
Table 12: Descriptive statistics for MARST tasks ....cccceeuve..ee. 38

Table 13: Cronbach’s alpha and intraclass correlation coefficient for

rater agreement of MARST taskS...uveeeoeoeeee oo, 38
Table 14: Statistics for MARST rating criteria.......ccooeevvveeeenee.. 89



Table 15:
Table 16:
Table 17:
Table 18:
Table 19:
Table 20:
Table 21:
Table 22:
Table 23:
Table 24:
Table 25:
Table 26:
Table 27:
Table 28:
Table 29:
Table 30:
Table 31:
Table 32:

Table 33:

Table 34:
Table 35:
Table 36:
Table 37:

Item—total statistics (ACCUTraCY) wovveveeveeerereeeeeerennas 95

Item—total statistics (FIUENCY) weoevvevveeeeeeeeireeeeeenan. 95
Item—total statistics (Content) .......cccoceveverereverenenne, 96
[tem—total statistics (Sum SCOres) .......ccoeveveeerennnen. 96
Correlation MatriX ...coeceevereineneeeeeeesee e 99
Descriptive statistics of the MARST tasks............. 101
Correlations of the MARST tasks.....ccoceevviverinnnne, 101
KMO and Barlett’s tests ..ocirveneneenenenirceene 102
CommUNANEIES c.cveveiveieieeeee e 102
Variance explained ....ccoceveeeeeeeeeeeeeieeeeeeeeee e, 102
COMPONENt MATIIX teeveevreeeeeeeeeeeeeeeeeeeeeeeeeeseeaeeeeeseneeeas 103
Descriptive statistics of various speaking measures.. 104

Correlations of various speaking measures ............ 104
KMO and Barlett’s test .cooveievivenieieenieieeeieeeeenns 105
CommMUNAIEIES t.vevevievieieieicieeee e 105
Variance explaimned .....cccveeeveeeeeeeeeeeeeeeeeeeee e 105
COMPONENT MALLIX teeeeteeeeeeeeeee e et eeeeeeeeeeeeeeeeeeeens 105
Summary of test—taker facet statistics .....c........... 111
Frequencies of test—taker fit mean square statistics

......................................................................................... 112
Task measurement repPOrt ..oeeeeeeeeeeeeeeeeeeeeeeeeeeeeeen 113
Rater measurement rePOrt ... e eeeeeeeeeeeeeeeeeee 115
Category (Accuracy) scale statiStiCS..covvvvververnenne. 117
Category (Fluency) scale statiStiCS....ovevvvvereeveenes 117
xiv
2



Table 38: Category (Content) scale StatiStiCS...ccveerveereevvennen. 117
Table 39: Rating category measurment report......cccceeveevnenns 118
Table 40: Summary of test—takers’ questionnaire result....... 135
Table 41: Summary of teachers’ questionnaire result....... 138
Table 42: Token and type of the speaking response corpus in
three ProfiCIeNCY SrOUDS woeeeueeeeeeeeeeeeeeee e e e e eeeeeeeeeeeeeeeaas 144
Table 43: Top ten keywords in three proficiency groups ...... 145
Table 44: Top ten 4—grams in three proficiency groups....... 149
Table 45: Frequency of modality in three proficiency groups... 156
Table 46: Summary of articulating the validity argument of the
MARST teSt USE.uuiiiiriiiiiiiieieisieretee et 191
Table 47: Integrating MAR technology into developing language
ASSESSIMENT 1.ttt e 204
Table 48: MAR —mediated competence in connection to communicative

competence and interactive competence in L2 ability ............... 209

List of Figures

Figure 1: Proficiency and its relationship with performance
(MENAMATLE, 1996) ettt ne 28
Figure 2: Model of oral test performance (Skehan, 1998) ......... 29

Figure 3: Extended model of speaking test performance (Fulcher,

Figure 4: Framework of the MAR-integrated L2 speaking

XV



ASSESSITICIIT ettt e et e e e e e e e e e e e eee e e e e e eeeaene 39

Figure 5: Inferential links from consequences to assessment

performance (Bachman & Palmer, 2010) cooovevoveoeeeeeeeenn. 55
Figure 6: Sketch of the MARST interpretive argument........... 58
Figure 7: Screenshots of the pre—test stage on the MAR app....... 71
Figure 8: Screenshots of Task 1 on the MAR app..ccooveveeeennnen.. 72
Figure 9: Screenshots of Task 2—1 and 2—2 on the MAR app.... 74

Figure 10: Screenshots of Task 3 on the MAR app....ccoeeun...... 75
Figure 11: A screenshot of ratings in the MAR app....cvveeenne... 80
Figure 12: Questionnaires in the MAR app.....oeeveeeeeeeeeieeeeee. 84

Figure 13: Histograms of scores of three rating categories..... 89

Figure 14—a/14—b: Item easiness (Sum/Categories) ............... 90
Figure 15! Item diSCrmination......c.coccoeveerenieinieinnicineenecneenes 91
Figure 16: Measure of agreement .....oe.eeeeeeeeeeeeeeeeeeeeeeeeeeeeen 93
Figure 17: Predicted reliability .o eeeeeeeeeeeeeeee e 97
Figure 18: Scree plot (Four MARST tasks) .oocvveeveveevveeenennee, 103
Figure 19: Scree plot (Various speaking measures) ............... 104

Figure 20: Item characteristics curve of test scores and 95%

confidence INternvals ... 107
Figure 21: All facet vertical rulersS......ccooveeeveeieieeeieieeeeie e 108
Figure 22: Category (Accuracy) scale structure ....ceeveeven.... 118
Figure 23: Category (Fluency) scale statiStiCS .oveveevvvevreeevennen. 119
Figure 24: Category (Content) scale StatiStiCS......ccevvvvervennnn.. 119
Figure 25: Probability curve (ACCUraCy) .coouveveveeeeeeeeeereenenen, 121



Figure 26: Probability curve (FIUENCY) wivvveeveveeeeeeeeeeeeeeerennan 121
Figure 27: Probability curve (Content) ......oceeeeeeeeeeeveeeereenene. 121

Figure 28: Interaction statistics between the MAR mode and gender

Figure 30: Interaction statistics between the MAR mode and rating
(o 0 1<) - NPT 124

Figure 31: Interaction statistics between the MAR mode and task

Figure 32: Interaction statistics between the MAR mode and
test—takers’ proficiency 1eVel ..o 125
Figure 33: Interaction statistics between the MAR mode and
LEST—tAKET™S GENACY oo 126
Figure 34: Interaction statistics between raters and test—takers’
TEEIOM e eevieeeeeeeeeee e et ee e e ettt e eeeaeeeeseeaeeesseaeeesesenaeeessesseessasaeeesans 126

Figure 35: Interaction statistics between raters and rating criteria

...................................................................................................... 127
Figure 36: Interaction statistics between rater and task ........ 128
Figure 37: Teacher workshop for practicing the MARST ...... 140

Figure 38: A screenshot of loading a target corpus in Corpus
MANAZET ITIEIIUL eeeeueeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeseeereeessaeeens 142
Figure 39: A screenshot of loading a reference corpus in Corpus

MANAZET INEIIUL evevveeeeeeeeeeeeeeeeeeeeeeeeeeseeeeeeeeseereeesseeiaeeesssireeeas 142



Chapter 1. Introduction

1.1 Statement of the problem

In our modern digital society, there is increasing demand for
exploring novel, innovative and alternative modes of language
assessment that properly correspond with the rapidly growing new
manner of communication in our everyday life, sometimes characterized
as “untact” and “multi—modal”. Advances in technology, further driven by
the extended COVID19 pandemic, have unprecedentedly changed the
way we communicate. Such advances have established new norms of
interaction not only for non—face—to—face communication that do not
involve direct physical contact (e.g., online videoconferencing), but also
communication in virtual reality (VR). Nowadays, we also find it quite
natural to communicate in multi—modal contexts in which online text
messages are combined with animated images or video clips.

If language assessment practices and systems are to evolve to meet
learners’ diverse communicative needs and help them thrive in future
societies, it is worthwhile to explore emerging technologies that have
been drastically changing the ways we communicate and interact with
other people, particularly in terms of their potential impact on, and
implications for, second language assessment. Given that assessing
communicative (second) language ability requires establishing

authenticity by way of representing how actual use of language in



communication occurs in language users’ real lives, it is a timely venture
to conduct research that illuminates potentially viable new test platforms
i  which language assessment can be undertaken, and reflect
contemporary and/or newly emerging communication modes that meet
different language users’ needs in various contexts.

As demonstrated in Mislay, Almond, and Lucas (2003), testing
experts utilize a variety of platforms for test delivery. Paper—and—pencil
tests and oral exams have a long history of use. Although computer—
based tests were introduced later, these have already become a dominant
format of assessment. Moreover, new ways to deliver tests continued to
appear as well: over the web (Ockey, Gu & Keehner , 2017), via hand—
held devices, like the mobile phone.

The instructional and learning benefits of mobile phones have been
extensively studied in the field of general education. It is surprising,
however, that among a number of test format candidates, there has yet
been little research on the use of mobile devices in (second) language
assessment so far. In fact, mobile phones have been used so extensively
by people nowadays had such an immense influence on human beings that
Choi (2019) coined the term “phono—sapience” (human beings making
essential use of mobile phone as if it were part of their bodies. In addition
to mobile devices’ functions as teaching and learning tools, they are also
widely recognized as a platform to provide simulated experiences, which
are highly similar to, or completely different from, the real world, via VR

and/or augmented reality (AR).



Advances in technology have made it possible to capture more
complex performances in assessment settings by including, for example,
simulation, interactivity, collaboration, and constructed response that we
envisage as the future of assessment (Mislevy et al., 2003). These
complex assessment data can serve as evidence, laying the foundation
for the inferences a test developer wishes to make, with validity being
defined as the basis for the inferences drawn from the assessment data.
In this sense, it is worthwhile to investigate the effects of the test mode
on the target construct, test scores, test tasks, and test—takers’
perceptions. This is because, during the test wvalidation process,
assessment validators need to take into account the fact that a change in
test format may influence score interpretation and a series of decisions
based on it, which will also make it necessary to reexamine a number of
related issues, ranging from the scope of the target construct components
to be measured and the types of expected performance, to the kinds of
tasks that MAR can best accommodate. It is possible that interpretations
of test scores and inferences about test—taker’s language proficiency in
a mobile—based test may differ from those delivered in different formats
such as paper—based or interview tests.

With these as a backdrop, the current study attempts to make
validation endeavors for a new technology —based speaking assessment,
and more particularly, seeks to address to what extent innovations or
capabilities of the mobile AR test format can offer the appropriate means

for informing the score—based interpretations about test—takers’
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speaking proficiencies and fulfilling the desired test purpose and
outcomes. In this sense, the current study attempts to contribute to
encouraging relevant and meaningful theoretical and methodological

discussions on the integration of technology in language assessment.

1.2 Context of the study

Since the 1960s when modern language testing began, practitioners
have endeavored to make the testing process more efficient and
Innovative via various language assessment technologies. In the field of
L2 assessment, a variety of multimedia and information and
communication technologies (ICT) have enhanced the efficiency and
effectiveness of the existing language assessment system, as evidenced
by video—conferenced speaking tests, computer or web—based testing
(CBT), and automated essay scoring."

Two of the most promising, and closely related ICTs for language
learning and teaching are VR and AR. VR recreates or simulates a real—
life environment or situation on a computer using computer—generated
graphics, Images, and sounds. In contrast, AR overlays computer—
generated realities (or VR) onto an existing reality. In other words, VR
provides a digital recreation of a reality, while AR embeds digital objects
into real environment.

One important advantage of both AR and VR is their capacity to

provide immersive learning environments in which learners, by



interacting with the virtual environment, can experience feelings and
emotions similar to (or the same as) those that they might experience in
the real world through interacting with the virtual environment (Liu,
2009). An immersive learning environment is effective if it cognitively,
emotionally, and even physically engages learners using a combination of
AR techniques (Whiteside, 2002). Since interaction and communication
are key elements in language learning and acquisition (Nunan, 1989;
Johnson & Johnson, 1994; Ellis, 2003), AR technology applications may
hold promise for teaching and assessing productive language skills. In
particular, situation—based language learning and assessment enable
learners to develop a more immersive perception and multiple
perspectives toward spatial objects and shapes and to increase
interactions in both physical and interpersonal dimensions (Blagg, 2009).

As AR/VR—technology can simulate authentic features of real—life
communication tasks in testing situations, AR-—integrated language
assessment provides a viable means to enhance interactions with test
tasks and interlocutors, which may address some key factors of concerns
in L2 assessment development and validation, such as authenticity. The
adoption of speaking assessment can be facilitated in EFL instructional
settings where teachers are relatively reluctant to implement speaking
assessments owing to practical issues such as the lack of authentic tasks,
longer testing time associated with the face—to—face mode, and
compromised reliability caused by on—site scoring.

In the literature on language assessment, few studies have focused
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on the affordances of AR digital access to traditional materials, online
simulation, and context—sensitive reference support (Mayer, 2006) as
alternative means of L2 assessment. Numerous researchers in the
domestic context (Kim, 2010; Kim, 2016; Lee, 2017; Lee, 2010; Lee,
2018; Pang, 2008) express concerns that the research area is restricted
to developing instructional contents and educational programs for
primary school students or adult learners, primarily focusing on English
language components such as vocabulary and writing skills. The scope of
AR— or VR—based language education research should be expanded to
the pedagogical evaluation of these programs and the validation of their
systems.

It wasn't long ago that a validation study of MAR—based speaking
performance assessment was conducted for EFL secondary school
learners in the Korean domestic context. Byun(2020) created an AR—
based art guide of Korean traditional genre paintings via the AR authoring
tool, ‘HP Reveal’ (Hewlett Packard, 2018), reporting that AR integration
was useful to create learner —centered assessment that enhanced student
performance during the test.

Similarly, in the international context, mobile—based assessment
studies have focused on formative assessments with elementary
students and in STEM subjects (Nikou and Economides, 2018).
Centering on the effect of the mobile device or virtual environment upon
affective aspects of students such as less stressful atmosphere and

learning motivation in the literature of language learning and testing
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(Chen, Gu, & Wong, 2017; Ockey, et al., 2017; Redondo, Cézar—Gutiérrez,
Gonzalez—Calero, & Ruiz, 2020; Wang, Song, Xia, & Yan, 2009).

However, little research exists on how technological affordances are
useful in improving or upgrading the quality of test—takers’ language
performance, which might in turn lead to more efficient development of
communicative competence. For example, York(2019) found that the
virtual modality had a positive effect on oral performance, particularly in
terms of fluency and accuracy. Further, increasing task complexity
appeared to benefit language learners, with virtual environments offering
greater advantages when dealing with more complex tasks.

For this reason, the aims of the current study include investigating
the specific task types best served by the new MAR test mode. As mobile
AR systems are often associated with informal learning, diverse
constraints of classrooms, such as time, space, discipline, or curriculum
should be explored as well (Cuendet, Bonnard, Do—Lenh & Dillenbourg,
2013).

Language assessment in general serves several significant purposes.
Some of these primary purposes include screening/selection,
diagnosis/feedback, placement, program evaluation achievement
(Henning, 1987). Language tests are also classified as aptitude,
proficiency and achievement tests. The speaking test developed for this
dissertation research was initially developed as a means of achievement
assessment evaluating the spoken communicative abilities of students in

a low—stakes classroom setting. To be more specific, its primary purpose
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was to evaluate the extent to which students have achieved the targeted
skills and knowledge required for spoken communication on
environment—related issues and topics, as prescribed by the first—grade
high school learning standards of the national curriculum of the English
subject.

Before the achievement assessment, the students had learned and
practiced useful expressions, background knowledge and grammatical
structures in classes, upon which performing various communicative
tasks would be based.

Regarding some major validity issues in L2 assessment, whether a
change in the testing format will influence item types, test tasks, and
quality of the oral test tasks and the quality of the oral performance to be
elicited from those items/tasks is a grave concern. How technology
intersects with the construct definition can not only impact test
development but also the interpretation of test scores and the justification
of test use for specific purposes.

Considering the pure construct perspective, for example, test—
takers’ performance on a language test in a CBT format may be affected
by their language ability but also by their ability to navigate the elements
on the computer screen, which is not relevant to their language ability.
There is an opposing view that criticizes such a perspective as being too
limited for the various test purposes and the communicative contexts of
interest to test users. For example, when introducing new delivery modes

for L2 speaking tests such as computer, online web, and
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videoconferencing, it is common that validation studies (Kim & Craig,
2012; Zhou, 2015; Nakatsuhara, Berry, Inoue, & Galaczi, 2017; Ockey et
al.,, 2017; Berry, Nakatsuhara, Inoue, & Galaczi, 2018) have commonly
viewed mode effects as a facet of task conditions. They discussed how
psychometric properties of the new test were comparable with those of
face—to—face speaking tests, and thus showing that the two modes as
equivalent and minimizing the mode effect could be minimized to a
statistically negligible level.

The research agenda for the current study is clear: MAR—delivered
speaking assessment needs to be contextualized in a test validation
framework. This framework should provide two key components. First,
it should offer empirical validation evidence highlighting psychometric
qualities that uphold the quality of a language assessment. Second, it
should present new considerations for test—takers' test performance,
task type, and score interpretation. These considerations are particularly
important for understanding test—takers' speaking abilities, an area of
interest for both test users and language testers. Evidential support will
be collected from this validation process to justify claims regarding score
interpretations and inferences about test—takers’ language ability in

technology —mediated assessment.

1.3 Objectives of the study and research questions

The current study explores the viability of mobile and context—
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aware AR(MAR) technology as a new delivery mode of language
assessment to more authentically and interactively engage learners in the
testing context. In this study, attention is paid to the validation process,
which investigates the comparability of the MAR—delivered test scores
and its underlying factor structure to other measures of the same ability.
In addition, we examine the test mode effect (or interaction) on test—
taker ability, individual features (i.e., gender, general proficiency level),

task type, and the target construct to be measured.

The current research seeks to answer the following questions.

Can the MAR - mediated speaking test serve as an appropriate test

platform for assessing language learners’ oral proficiencies?

1. To what extent are the test scores and the test’s underlying factor
structure comparable to those of other measures of the same speaking
traits (i.e., oral translation and interviews) and of other traits (.e.,
listening, reading, and writing)?

2. To what extent do the assessment settings (e.g., test—taker, rater,
task, and rating category) affect test scores?

3. What are the test—users perceptions of the MARST and do they differ
according to individual characteristics such as gender and general
English proficiency?

4. What are the linguistic features of MAR—mediated communication and
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how do they inform MAR—mediated test validation?

To answer these questions, a MAR speaking test platform was
developed in the form of a mobile application, named ‘Eco English
Test’ , which embedded AR for task—based performance assessment in
a Korean EFL high school classroom setting.

In the next sections, the relationship between learning content and
assessment features were explored, along with how test tasks aligned
with the English Language Achievement Standards, stipulated in the 2015
national curriculum that was in effect during the test's development. This
1S because investigating the relevance of the newly developed MAR—
mediated speaking assessment to its purpose and usefulness is an
important part of the test's validation framework.

Quantitative analysis of the MTMM and factor analysis were
conducted to investigate score comparability among different measures.
MFRM analysis (Linacre, 2006) was also conducted to investigate the
effect of multiple aspects, including task, rater, and rating category on the
test scores used for inferring test—takers’ oral proficiency. This might
raise some empirical issues, such as whether a change in the testing
format would influence the quality of the oral performance to be elicited,
whether the selection of tasks adequately reflected test—taker’ s
abilities, and whether the performance ratings were reliable.

The research incorporated both quantitative and qualitative

approaches. First, it focused on the test—taking process by analyzing
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sampled spoken responses produced during the test administration.
Post—test questionnaires and interviews were also examined. The study
employed a mixed method approach. This integrated both quantitative
and qualitative analyses. This approach was instrumental in providing
insights into several aspects.

Finally, this study sheds light on the effect of applying MAR
technology to language testing. The study examined its effect on the
qualities of language abilities being measured and the efficiency of test
administration. It also provided information on the psychometric qualities

of test scores.

1.4 Organization of the dissertation

This dissertation is composed of seven chapters. Chapter 1, the
Introduction, outlines the statement of the problem, the context of the
study, and concludes with the objectives and research questions. Chapter
2 provides a review of L2 speaking assessments, critiques existing
models, introduces augmented reality's potential in testing, and presents
a validation framework for the new Mobile Augmented Reality Speaking
Test (MARST).

Chapter 3 delineates the research methods used for the current
study, including the participants of the study, assessments/tests
developed and used in the study, scoring and rating procedure, and

methods of both quantitative and qualitative data analyses. Chapter 4
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reports the results of data analyses.

Building on the findings from Chapter 4, Chapter 5 synthesizes the
findings from Chapter 4 and articulates the validity arguments for the
interpretation and use of scores from the MARST. Chapter 6 initiates the
discussion phase. It not only summarizes the findings that answer
research questions 1 to 4, but also addresses significant validity issues
surrounding the application of the MARST. Lastly, Chapter 7 concludes
the dissertation by discussing its implications and limitations, setting a

path for future research in this field.

13



Chapter 2. Literature review

In this chapter, a comprehensive literature review is presented. It
commences with the history of L2 (second language) speaking
assessment and culminates with a description of the recent shift towards
language assessment via virtual technologies. This shift highlights a
critique of various models of L2 speaking test performance, pointing out
their failure to consider a component of increasing importance — the test
mode, followed by the presentation of potential affordances of augmented
reality technology that may suggest an alternative speaking test
performance model. It then details the task characteristic framework and
test method characteristics, laying the groundwork for the validation
framework of the newly —developed Mobile Augmented Reality Speaking

Test (MARST) presented in this dissertation.

2.1 Historical overview of speaking assessment

It is clear that the development of L2 speaking assessment has
attempted to follow technological advances in our society. In the next
section, existing work on how professional knowledge of L2 speaking
assessment has evolved is briefly discussed, with a focus on test modes
and validation issues followed by the emerging research on applying

mobile AR technology into language education and assessment.
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2.1.1 From interviewer—led to group interview

Since the second World War, new technology (e.g., short—wave
radio) has been used to evaluate the military personnel’ s foreign
language skills, which allows them to perform in wartime situations.
Accordingly, the Foreign Service Institute’ s oral proficiency interview
(OPI) comprises tasks that require test—takers to describe pictures or
speak on a certain topic.

As Leaper (2014) mentioned about the history of testing speaking,
the Educational Testing Service (ETS) and American Council on the
Teaching of Foreign Languages (ACTFL) in mid 1980s established
proficiency guidelines, on which the OPI, the most widespread speaking
assessment method across the US, was based. Later, the language
proficiency interview (LPI), which was developed by the Foreign Service
Institute (FSI) of the US Department of the State, and similar to
ACTFL’ s OPI, was described as the “a face—to—face interview test
with one or two trained interviewers” .

Language researchers, however, had pointed out the shortcomings
of interviewer—Iled tests, particularly heavy dependence on interviewers

‘elicitation skills (van Lier, 1989) and the fact that they could dominate
the topic of discussion (Johnson, 2001). As a solution, interaction
between two or more participants was suggested, which are called the
paired format and the group oral discussion format respectively.

Unlike paired tests, the positive aspects of group oral discussion
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tests (GOTs) include its efficiency in testing individuals on a large scale
(Bonk & Ockey, 2003; Hidsdon, 1991), capability to elicit a wide range
of more natural or conversational language (Fulcher, 1996; Gan, 2010;
Gan, Davison & Hamp—Lyons, 2009) and positive washback on teaching
and learning (Fulcher, 1996; Van Moere, 2006). In addition, it does not
make test—takers feel as nervous (Fulcher, 1996; He & Dai, 2006).

On the other hand, test developers need to hand over some control
to the test to test—takers, who, in turn, must take responsibility for
demonstrating their own and their peers’ language skills. Moreover,
potential threats to the wvalidity of the test such as the influence of
personality traits (i.e., shyness and assertiveness) (Bonk & Van Moere,
2004; Ockey, 2009, 2011), extraverts on interaction (Nakatsuhara,
2011), and difficulties in scoring reliability are not easy to overlook (Van
Moere, 2006). To address these restrictions of direct speaking
assessment, more attention should be paid to indirect speaking

assessment via digital technology.

2.1.2 Assessment via multimedia

Research on the role of test mode in speaking assessment has been
conducted with the advent of new technologies that seek to replace face—
to—face speaking tests, which have served the needs of interactional
communications over a century. Significantly, various limitations arising

from the high resource requirements of in—person speaking tests
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conducted by trained examiners, in a live context, have prompted
research into alternative test formats. These alternative modes involve

semi—direct speaking tasks designed to elicit speech from test—takers.

2.1.2.1 Computer—based testing (CBT)

The advantages of CBT include increased opportunities for learning
by monitoring students’ work, reducing the amount of time students
spend on each test item, and providing prompt feedback to them (Dunkel,
1999). Meanwhile, researchers have also begun to understand the
important issues in CBT design and development, namely the evaluation
of CBT for the intended types of inferences and purposes (Norris, 2001)
and technical and conceptual issues pertinent to assessing the construct
of L2 reading proficiency (Chalhoub—Deville, 1999).

From the early 2000s, comparability studies of two modes
commenced to validate relatively novel tests with various formats (e.g.,
computer vs. web—based, video—conferenced speaking tests vs.
conventional face—to—face oral tests), thus highlighting the effects of the
new test modes of web and videos. Kenyon and Tschirner (2000) and
Shohamy (2004) compared simulated and actual test scores of OPI (Oral
Proficiency Interview) speaking tests and proved that there was no
difference in mean scores between the simulated and actual interview
speaking tests. However, comparisons between the two tests were

subject to some limitations as they varied in task type and content.
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O’ Loughlin (2001) made direct comparisons between tape—based
and live versions of the Australian Assessment of Communicative English
Skills (AACES). Some noteworthy findings here are that a single
dimension of speaking ability could not be constructed from the combined
data. To be more specific, the data gathered from the tape version
showed more lexical density than those of the live version. This finding
suggests that the live version measured interactive ability, whereas the
tape version tapped into test—takers’ monologic ability.

Zhou' s (2015) wvalidation study examined the psychometric
qualities and underlying factor structures of computer—delivered L2
monologic speaking tasks in comparison to face—to—face tasks. There
was no significant difference between the overall test scores awarded by
the two modes, and the following exploratory factor analysis revealed a
single factor with a similar pattern in the two modes. This study is
different from previous ones because it specifies two types of monologic
tasks —narrative and opinion — to examine the mode effects on task type.
The opinion task seems more susceptible to the mode effect than the
narrative task, given that, unlike in grammar, vocabulary, and fluency for
the former task, the latter found a significant mode effect only in
pronunciation. With regard to identifying speaking ability, which a single
factor may represent, it is tentatively considered monologic speaking
ability, although further study is required.

Suggestions for the current validation study include the need to (1)

further explore the effect of test mode and task type (monologic and
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interactive) on test construct, as in O° Loughlin(2001) and Zhou’s (2015)
studies, and (2) maintain a balance in the number of participants to form
a group by gender and proficiency level that allows us to investigate the

effect of individual characteristics on speaking performances.

2.1.2.2 Video—conferenced (VC) testing

Another kind of test mode that has been much researched is video—
conferencing. Kim and Craig (2012) focused on the process of developing
validation arguments for VC low—stakes oral interviews with 39 Korean
college students. Evidence was gathered from the test scores of face—
to—face interviews and VC tests with one month apart and post interview.
The wvalidity argument relied on discussing test usefulness which
elaborates the positive and negative theoretical and empirical rationales
in terms of reliability, construct validity, authenticity, interactiveness and
practicality. The test results proved there was no significant difference
between the two modes and the Korean test—takers regarded face—to—
face and VC interview modes as similar.

Nevertheless, there seems to be some room for improvement in their
validation argument. First, Kim and Craig (2012) echo Zhou s (2015)
suggestion for the need to further research the relationship between task
types and test takers’ English proficiency level. Second, their study did
not specify what components of the speaking constructs can be

empirically identified in the interpretation of the test results, which is
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probably due to the small sample size, limited proficiency grouping and
tasks in the interviews. Lastly, the authors reported that the small screen
size limited test—takers’ view of interviewers’ non-—linguistic gestures
and facial expression cues. Accordingly, technical affordances that the
test mode can support to meet the demands for test—takers’ testing
performance should be analyzed and properly integrated when designing
and operationalizing a test as they can serve as a critical source of
evidence to support test validation.

At a larger scale, validation studies of a newly developed VC (Video—
Conferencing) speaking test were conducted in comparison with the IELTS
face—to—face oral interview test (Nakatsuhara et al., 2017; Berry et al.,
2018). MFRM analysis provided evidence for scoring validity in terms of
four facets — test—taker, task version, rating scale, and rater. In the
quantitative analysis, over 200 test—takers’ perceptions of the VC
speaking tests, including sound quality and examiner training, were
satisfactory, as revealed from the questionnaires and focus group
discussion. The test results suggest that if test—takers get more used to
the VC test, they would barely find any difference between the two modes.

As for the implications of the study, Nakatsuhara and colleagues
(2017) elicited more explicit language to negotiate meaning, which means
the nature of VC communication does not always allow for subtle ways
of establishing mutual understanding and negotiating turns. Thus, the
speaking construct to be measured in the VC test should be

operationalized in the form of more explicit negotiation of meaning and
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turn management to embrace these aspects of test—taker language as
part of the construct. Lastly, the VC mode studies call for devising an

alternative measure in case of online disconnection.

2.1.3 Virtual environment (VE) —based testing

A web—based VE, made possible by advances in interactive
computer technology, has become an increasingly promising area of
language assessment that can facilitate productive or interactive speech
communication, as well as task engagement and authenticity in L2
assessment and learning. Immersive VE resembles a physical place in
real life via three—dimensional graphics, motion—speech synchronization,
and video communication platforms (Ockey et al., 2017). Users have the
unique opportunity to not only observe their self—representation
embodied as an avatar within a 3D environment but also engage in real—
time oral communication with multiple individuals through text or voice.

This communication is facilitated by internet—connected computers or

devices, allowing users to interact with others from anywhere at any time.

Ockey, Gu, and Keehner (2017) concluded from their initial testing
of different nationalities that the test—takers’ level of English
competence and the role of affective factors (e.g., test anxiety) involved
in the experience of the new test mode should be taken into account.
When test—takers participated in the semi—direct test, they expressed

feelings of nervousness and a sense of lacking control. This was primarily
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attributed to the fact that the machine controlled the test—taker's role,
and as a result, they did not receive any assistance or support when they
encountered difficulties during the test.

York (2019) aimed to investigate how different modalities (virtual
and face—to—face) and task complexity levels influenced oral
performance in language learners who were assigned to either virtual or
face—to—face tasks with varying levels of complexity. It was suggested
that the virtual modality had a positive impact on oral performance,
particularly in terms of fluency and accuracy. Furthermore, the effects of
task complexity on oral performance were more prominent in the virtual
group compared to the face—to—face group. This implies that the virtual
environment might be particularly beneficial for learners when dealing
with complex tasks.

On the other hand, in the VE context, which can provide the notion
of social presence via avatar representation, it is probable that
participants feel less anxiety and stress than in a face—to—face
environment owing to the greater sense of anonymity in VE interactions
(Wang et al., 2009; Liou, 2011). However, it seems necessary to further
investigate the degree of the difference in test—takers’ affective
responses to the immersive VE that are due to individual characteristics.

The second concern revolves around whether using Virtual
Environments (VE) may lead to an underrepresentation of the oral
communication construct. This is because VE might not necessitate test—

takers to demonstrate certain pragmatic competences. There 1s a
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question about the validity of generalizing the findings from direct
speaking tests to a test—taker's ability to engage in collaborative
Interactions in a real face—to—face setting. However, languages for more
specific purposes and contexts (i.e., a pilot communication with a control
tower; Douglas, 2000) can be easier to simulate with a VE than in a face—
to—face situation. The key to the challenge of VE—delivered testing is to
create an authentic context by simulating a more accurate portrayal of
the TLU, the context or situations on the screen where a test—taker is
using a target language.

Specifically, the so—called “immersive actions” in the VE testing
environment can be achieved by making virtual experiences as close as
possible to being with others in the same place. Thus, if strong audio—
visual cues, context—appropriate objects, and background materials are
provided, test—takers will implicitly recognize and produce context—
appropriate behavior without any external distractions (Dede, Salzman,
Loftin, and Ash, 2000). In this way, the validity of inferences from test
scores in the VE environment regarding test—takers’ language abilities
can be strengthened.

Recently, demand for mobile devices for educational purposes is
growing as they support multiple types of learning including, but not limited
to: (a) experiential, situated, and context—aware learning; (b) self—
regulated and hands—on project learning, AR mobile learning; and (c)
inquiry learning (Chiang, Yang, & Hwang, 2014; Swanson, 2018; Traxler,

2010). As a channel that mediates AR and the real world, mobile devices
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are a time—and location—independent medium for delivering personalized
and context—aware learning content, creating proper environments of
ubiquity, and interactivity; facilitating collaboration among learners; and
providing seamless bridging between contexts in both formal and informal
learning (Sung, Chang, & Liu, 2016; West & Vosloo, 2013).

Therefore, mobile devices can effectively support new and innovative
question types and assessment activities augmented with virtual or real
physical elements (Santos, Hernddez—Leo, Pérez—San Agustin, & Blat, 2012)
to evaluate EFL students’ learning needs. Nikou and Economides’ (2018)
meta—analysis summarizes numerous studies addressing a wide range of
applications that mobile devices can support in assessments such as self—
and peer—assessments (Chen, 2010; Lai & Hwang, 2015), formative
assessments (Hwang & Chang, 2011), performance—based assessments
(Campbell & Main, 2014), adaptive and personalized assessments (Sung,
Chang, & Liu, 2016; Triantafillou, Georgiadou & Economides, 2008), game—
based assessments (Wang, 2015) and assessments with AR features (Chao,
Chang, Lan, Kinshuk, & Sung, 2016).

Among the various applications of mobile devices, this dissertation
seeks to bring attention to a new test delivery mode: AR technology in a
mobile platform. The theoretical basis for the AR system is situated
learning, which emphasizes the importance of integrating human-—
technology—context interactions. Multi—modal and contextual information
mediated by AR in a hand—held device is generally known to help

learners understand how knowledge can be used in a certain situation and
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feel highly engaged and motivated in a learning activity, thus facilitating
understanding.

In language learning context, a number of teaching and assessment
studies highlight the cognitive effects of AR on participants’ individual
factors such as proficiency level and learning style. Wang (2017) reported
that AR techniques aid the intermediate—level students the most in their
writing performance in the aspects of content control, structure, and
wording. This study shows that AR technology may provide learners
suitable learning scaffolding to transform their thinking into specific words
and assist them in recalling their experiences related to the writing topics.

Hsu (2017) investigated the effect of AR on learning styles —
sequence or non—sequence oriented — by comparing two AR educational
game systems for third graders that help them learn English vocabulary
in free and situated surroundings. Two systems were devised, one self—
directed learning approach that did not restrict the learning sequence and
the other a task—based learning approach that controlled the learning
sequence. The results showed that both approaches were highly
effective in promoting learning. In addition, students with a serial learning
style expended lower mental effort and had less foreign language learning
anxiety regardless of the systems used, although the challenge level and
control of the system was matched to the students’ proficiency.

Chao et al.(2016) conducted a validation study of performance
assessment that integrated mobile AR technologies into a cooking course.

In the action research process, students completed their work in three
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modules: (a) authentication (assessor / assessee); (b) AR context
awareness; and (c) AR interaction. The three validation framework
methods were: (a) a questionnaire covering the effect of performance
assessment, mobile service, and AR technology; (b) test results
compared with pen—and—paper assessment; and (c) interviews.

The results indicated significant score differences between the two
assessments with scores higher in the mobile AR—supported
performance assessment. Most of the students and teachers agreed that
the mobile AR technology allowed for high autonomy and provided good
visual effects, making students more attentive to presentations,
interactions and feedback in the assessment process.

To be brief, while a summary of the aforementioned evaluative research
on different types of test mode is presented in Table 1, several
considerations are made from the extant literature in terms of significant
validation issues : comparability of MARST with assessments of other
language test modes, the extension or constraints of the language construct
to be measured due to the integration of the new MAR mode, and the
interaction of MAR with task conditions (i.e., task type and complexity)
and test—takers’ individual traits, raters (because raters use the same
mobile application with test—takers for different reasons) as well as
various testing contexts (i.e., local performance condition and assessment
purpose). And this may imply the potentially sizeable influence of test
mode upon test performance and thus expanded modelling of speaking test

performance with test mode is necessary, as claimed in 2.2.4 for test
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development and empirical validity studies.

Table 1. Summary of selected evaluative research on test mode

Mode Reference Feature
Fulcher (1996) - Measure interactional communication
Face—to—face Johnson(2001) - Mode effect of interviewer’s elicitation

Van Moere (2006)

skills and test—takers’ personality traits

Tape O’ Loughlin - Measure monologic ability
(2001) - More lexical density
- Mode effect on grammar, vocabulary, fluency
Computer Zhou(2015) in opinion task
- Measure general language skills
- More explicit language from negotiation of
. Nakatsuhara et al. .
Video— meaning
. (2017) Berry et ..
conferencing - Lack of mutual negotiation and turns
al. (2018) . .
- Measure speaking skills
- Less stressful atmosphere for speaking
. Ockey, Gu, and .
Virtual - Mode effect of task complexity on oral
. Keehner (2017)
environment performance

York(2019)

- Beneficial for complex speaking task

(Mobile) AR

West & Vosloo,
(2013)
Sung, et al. (2016)
Chao et al.(2016)
Hsu(2017)
Wang(2017)
Weng et al.(2020)

- as a mode of performance assessment, self—

and peer assessment

- Beneficial for intermediate learners in writing
- Improved visual effect and attention to task

presentation

- Providing interactive environment

2.2 Models of L2 speaking test performance

Several models describing L2 speaking performance are reviewed in

this section, and the model for the development and validation of the

MAR—based speaking assessment will be suggested. According to

Fulcher (2015), after Kenyon (1992) developed the first model, a series

of research — McNamara (1996), Skehan (1998), Fulcher (2003) — have
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established the procedural framework for describing the process of
speaking test performance, factors affecting test—takers’ performance
(i.e., language ability, test conditions, tasks and rating criteria) and the

relationship between them.

2.2.1 McNamara’s model(1996)

McNamara constructs the model which largely consists of candidates’
test—taking and raters’ rating processes, as illustrated in Figure 1.
Based on the communicative language ability model proposed by
Bachman(1990), this model highlights the interactional features of

performance assessment with a particular focus on the rating process.

Rater ™

Bealercriteria — Ratang

Perlormanee

Interlacutor IT 1 Task
V\. F'y

Candidae

Figure 1. Proficiency and its relationship with performance (McNamara, 1996)

A few major factors of speaking performance are identified as the
tasks that bring about performance, which the rater judges via scale

criteria. It seems, however, that performance is the only single factor
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leading to the score decision and interpretation without further taking into
account other contextual factors of the test—taking conditions and its

interactions with candidates.

2.2.2 Skehan’s model (1998)

Skehan (1998) proposes a model of oral test performance where the
task dimensions and candidates’ ability are further analyzed. The task
dimensions are divided into task qualities and task implementing
conditions, while the candidate dimension is separated into ability for

use (dual—coding) and underlying competence, as illustrated in Figure 2.
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Candidale Task qualitins
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Figure 2. Model of oral test performance (Skehan, 1998)

Fulcher (2003) states that there are three main factors that impact

test scores in Skehan’ s model: the interactive conditions of the
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performance, the test—taker s abilities, and the task conditions and
qualities used to elicit performance. In O’ Sullivan et al.(2002), however,
the candidate’s abilities seems to have been less discussed while factors
involved in test tasks were analyzed in detail.

Skehan’ s model sheds light on test tasks with some factors that
might affect the task difficulty, and thus, test scores and outcomes. For
example, a couple of studies (McNamara, 2002; Norris, 2002) proved
that task difficulty could be adjusted by setting different task conditions.

In this sense, it can be inferred that describing task characteristics
and conditions as required for specific contexts is a highly important part
of the test validation process, helping language test developers manage

the task quality.

2.2.3 Fulcher’s extended model (2003)

Fulcher devises a model of speaking test performance that specifies
an extensive range of factors that have been investigated in speaking
assessment research, as illustrated in Figure 3 : raters, rating scale, test
takers, and test tasks (Fulcher, 2015).

As one of the most distinctive features of this model, the overall
elements necessary for the development and validation of a speaking
assessment are specified interactively, for instance, making connection
among score inferences, decisions/consequences and test taker.

In addition to providing a detailed description of task conditions, there are
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several test taker factors derived from other than language abilities on
constructs. The ones that are more relevant to the situation of testing
performance include task—specific knowledge and skills, and real—time
processing, and individual characteristics, all of which the previous

models seem not to have taken seriously.
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Figure 3. Extended model of speaking test performance (Fulcher, 2003)

Nevertheless, the development of speaking assessment cannot be
discussed without mentioning the test mode or instrument. The choice
and use of test mode affects the articulation of the validity of speaking
assessment as the impact of test mode on individual test takers, tasks,
and test—taker’s performance, and the intended test constructs should
not be underestimated by test developers and researchers (as

demonstrated by the test method research outlined in 2.1.2). Therefore,
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it is suggested that the “test mode” by which a language assessment is
delivered to the test—taker be the next component to include in the

revised model.

2.2.4 Implication on MAR—based speaking test

Clearly, the review of the models of speaking test performance indicates
the expansion of the past decades in developing language acquisition and
language assessment. It provides test developers with important implications
for understanding and defining the speaking construct and interactions
among variables that affect test—takers’ performance.

As far as MAR—based speaking tests are concerned, a revised
framework model that can be proposed here to integrate the test mode
in the center of the framework as a test platform, where considerations
of test—taker, technical affordances of the test mode and decision—
making involved in the entire process of assessment stay in balance for
validation. The MAR test platform is where test administration,
performance and scoring take place altogether. Test—takers are
expected to perform by interacting with the tasks, and raters obtaining
access to test—takers’ performance data and score them with reference
to the rating scales.

Thus, the MAR test mode can immediately influence the test—taker,
task, and performance, as can be seen in Figure 4 suggesting how to

contextualize the MAR technology for assessment design. Examples of
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impactful elements include: (a) individual’s cognitive and affective
variables; (b) test mode and local performance conditions created by the
test mode during performance; (¢) a number of decisions associated with
tasks, target constructs, and scoring.

Usually it becomes possible to find evidence of characterizing the
impact of the test mode on test—takers’ performance in the process of
observing and analyzing the speaking performance during the test.
Investigating the relationship among test method, test task and test—
taker’s performance 1s a primary consideration in conducting the
construct validation research. Considering the test method factor is
important in that factors that affect the use of language in language tests
to a large extent serves as a subset of factors that determine language
use in general (Bachman, 1990). In other words, the MAR test mode can
be now referred to as a construct—relevant factor.

The next section outlines the cognitive features of MAR technology,
from which the affordances and implications of the VE that it can offer
for making fundamental decisions in assessment design and practice can

be derived.

2.3 Affordances of augmented reality (AR) technology

Technology can create a learning and assessment platform where
learner’ s affective and cognitive processes intersect (Lajoie, 2014).

What matters here is what attributes the media have and how they are
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used. With this in mind, some cognitive principles and concepts of AR are
presented to provide a glimpse of how AR media can be adopted to
support test—takers dealing with the cognitive demands of task

complexity and assessment difficulties.

2.3.1 Integration of text and picture comprehension

The integrated model of text and picture comprehension (ITPC),
which is also termed the “modality effect” , highlights the positive
effects of using a combination of text and pictures rather than text or
pictures alone. It is assumed that combining these two can expand
effective working memory capacity, thereby reducing the effects of
excessive cognitive load (Low & Sweller, 2005). A mixed mode of
information presentation is more beneficial than a single—mode for poor
readers and readers with low prior knowledge. Moreover, it is preferable
that the words and pictures are semantically related and presented close
together in space and time and that the text is spoken rather than written
(Mayer, 2014a). For example, spoken text with pictures results in better
learning outcomes than written text with pictures, which also holds true
to animation, as explained in 2.3.3.

Since AR is known as an environment generating a composite view
combining a real scene viewed by the learner and additional information
generated by the computer, it is very suitable for the just—in—time

presentation of procedural information (Mayer, 2014a). Such semantic
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coherence and contiguity (or proximity) features in integrating verbal
and visual information creates opportunities for the use of AR as a mode
of assessment by which a task requires task—takers to assume a
cognitive burden when processing a certain degree of topical knowledge
and transferring it to achieve test performance.

In the literature, transfer is presumably enhanced when learning and
application environments are similar. Multimedia environments allow
more sensitive and accurate assessment of learner knowledge by
increasing authenticity in multimedia materials used for testing contexts
and activities and by getting test—takers to engage in deeper processing
(Kopriva, 2008). Similarly, the adoption of the AR mode in language
testing is more likely to assess a test taker’ s language ability in various
simulated contexts generated by virtual integration of digital and real—

world environments than it is in conventional assessment situations.

2.3.2 Social cues: personalization, embodiment and voice

To effect progress in a multimedia—based program or platform, test
developers must also take into account social considerations that affect
learners’ motivation to engage in cognitive processing (Mayer, 2014b).
Social cues that increase social presence, that is to say, a feeling of
interacting with another social being, are designed to promote
interactivity which involves mutual actions and reactions with a learner.

The effect of social cues are based on the so—called “personalization
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principle,” which suggests people learn more deeply when the words in
a multimedia presentation are in a conversational style rather than a
formal one; for instance “you” and “I” or making self—revealing
comments rather than relying solely on third—person pronouns.
Animated pedagogical agents or intelligent virtual tutors are
examples of virtual characters employing verbal and facial expressions
and gestures to create affective learning experiences, known as the
embodiment principle. When on—screen characters display human—like
movements (for example, directing learners’ attention through pointing),
eye contact, and facial expressions, people are said to learn better,
yielding a small to medium effect size (Mayer, 2014b). There is also solid
evidence in support of the voice principle, which contends that human

voices serve as social cues.

2.3.3 Animation

The next most prominent technology—driven change in how
information is presented in education is probably the use of animation. As
summarized as the animation processing model, animation has two
important functions: representing and directing. The representing
function means that animation displays the spatial and temporal structure
of objects and events, such as changes in position, color, size, and form,
as well as the three—dimensional shape of static objects, which permits

a virtual walk—around of objects (Lowe & Schnotz, 2014).
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Animation can be used to direct learners’ visual attention to task—
relevant features of the displayed information by omitting irrelevant
aspects of information and depicting aspects that may not otherwise be
visible. On the other hand, static pictures are more effective comparing
different states than an animation because a learner’ s perception is
selective and her cognitive processing capacity is limited, causing a
trade—off between the processing of spatial and temporal patterns (Lowe
& Schnotz, 2014). It should be noted here that the use of AR technology
allows for more opportunities to select different functions of both
animation and static pictures depending on the purpose and features of

test tasks.

2.3.4 Implication: Connection to language assessment design

Features of AR technology are briefly summarized as multi— or
mixed—modal presentation of virtual and physical materials, socialization
via simulated human—like embodiment and voice cues, and animation
processing functions. They are presumably useful for: (a) stimulating
learners’ cognitive process of information and in—depth understanding;
(b) providing them increased feelings of task engagement as well as
interactiveness; and (c) creating simulated situations that are as close to
real life as possible.

Combined with a hand—held mobile device, the MAR platform adds

such features as mobility, immediacy, and autonomy. This contrasts with
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several serious constraints of conventional speaking tests that may
impair test validity and practicality. For example, in a face—to—face oral
test, test—takers and administrators must be in the same place at the
same time. Test—takers are concerned about rating biases associated
with interaction with interlocutor, on—site rating, testing order, and time
concerns and expenses. Score reports are also delayed which creates a
distance between testing and the provision of positive feedback regarding
learning.

Although some of these issues have been addressed to a great
extent by alternative forms of assessment; for example, CBT and VC
tests, it is still necessary for test designers to expand the kinds of testing
tools and platforms they employ. By doing so, test developers can
accommodate both various test purposes and test—takers’ needs and
assess what they want to see from test—takers’ performance in
appropriate conditions capturing important elements of knowledge and
skills required in the assessment.

Consequently, the question emerges: how can we ensure that the
MAR—delivered test environment provides the right kind of environment
and affordances? Designing and evaluating the MAR test platform is
almost compatible with making assessment design and validation. While
the affordances of the MAR platform increased interactions in both
physical and interactional dimensions, vivid and immersive
contexts/situations via visual information are theoretically concerned

with such aspects of test qualities as authenticity, interactiveness,
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practicality, and fairness, all of which need to be discussed in the
validation process.

We can start creating the connectivity between MAR technology
and L2 speaking by first incorporating several key elements:
technological affordances, the test—taker, assessment decisions, and,
most importantly, the central platform where both technology and
assessment components converge, the connectivity between MAR
technology and L2 speaking assessment can be proposed. Building upon
this connectivity and the review of various models of L2 speaking test
performance presented in 2.2, the proposed MAR-—integrated L2

speaking assessment model is depicted in Figure 4.

MAR . Mlxe_,\d mode of presentation
« Social cues
affordances S
» Animation
MAR
test
platform "
N ) ssessment
Test-taker . decisions
« Rater/Rating
« Performance
« Cognitive traits * Task « Inferences about test-taker
« Affective traits « Rating criteria/Construct

Figure 4. Framework of the MAR—integrated L2 speaking assessment

In order to explore the role of AR technology in eliciting relevant

features of speaking skills, the first thing to do is to examine the construct
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of speaking and the challenges associated with its assessment. Therefore,
the next section will outline the theoretical areas of concern, which
include the nature of L2 speaking assessment, encompassing skills,

knowledge, and speech processing.

2.4 Task Characteristics Framework for Test Design

Second language tasks and assessments have evolved in parallel
with increasingly multicomponent models of language ability. Building on
Bachman' s (1990) model of language ability, Bachman and Palmer
(1996) articulates the “task characteristics framework”, a detailed
framework of task characteristics intended as the basis for both test
design and test—related research as the characteristics of tasks are
considered the only factors that test developers have direct control upon
(Shohamy, Or, and May, 2017) .

Three main activities are involved in the framework: 1) describing
TLU (Target Language Use) tasks as a basis for designing language test
tasks, 2) describing a variety of test tasks to assess comparability and
reliability, and 3) comparing the characteristics of TLU (Target Language
Use) and test tasks to assess authenticity (Bachman and Palmer, 1996).

The task characteristics are analyzed in five aspects : (a) the setting;
(b) the test rubrics; (c) the input to the task (both in terms of format and
language input); (d) the expected response (in terms of format and

language); and (e) the relationship between the input and the response.
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Each of these aspects of the MARST task characteristics for the current
research is delineated from the following sections.

Technology that affects the delivery of the input also affects the
way test—takers respond. The reciprocal interaction that occurs in the
MARST is qualitatively different from that in conversations among
humans. Speaking responses are audio—recorded while a picture of their
face picture is being taken. The interaction between the input and
response is characterized by improved interactivity and authenticity
supported by the affordances of AR, that is, digital access to traditional
materials and context—sensitive reference support. Presumably, this will
reduce test—takers’ cognitive load while promoting communicative

contexts, resulting into test—takers’ enhanced task engagement.

2.4.1 Characteristics of the setting

The setting characteristics consist of physical setting, participants,
and the time allotted to perform the task. The MARST can reduce the
administrative burden by having test—takers download the speaking
assessment platform from the app store onto their mobile phones. All test
materials are electronically accessible with a set of markers to activate
AR on the mobile app. As the test is taken in an online format, stable
access to internet for test delivery is of particular interest. Participants
in this study are students in the first grade of high school who are 16 to

17 years old with varying English proficiency levels. They are very
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familiar with mobile communication; thus, the testing equipment is
unlikely to affect their use of linguistic knowledge and affects during test
administration than tasks delivered via other test formats, such as human
interlocutors in face—to—face interviews. In the test under study, test—
takers decide where and when to take the test for themselves within a
designated period of time. In the absence of a human examiner or proctor,
test—takers must agree to have their face videorecorded in real time

during the test via mobile camera.

2.4.2 Characteristics of the test rubrics

A rubric refers to the information given to the test—taker about how to
proceed in taking the test including instructions, time allocation, test
organization, and responses to the test tasks. The focal points of speaking
test criteria are the control of language knowledge and accurate use and, the
delivery of information with fluent and correct pronunciation in well—
organized utterance while taking into account a simulated interlocuter. As
Luoma (2004) explains, success in communication—oriented tasks and
criteria partly depends on the content and sequence of the test taker’s speech
in an information—relationship talk, particularly narratives or explanations.

The tasks and instructions are presented in an automatic and
consistent manner to enhance test fairness. When test—takers start to
run the application, an animated and friendly —looking social agent named

“Eco Bear” appears on the screen to interact with the individual test—
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takers, providing them with specific contexts and instructions on test
tasks in a simple and clear target (English) language.

With the relationship between rating categories and assessment
features outlined in Table 2, these tasks assess three aspects of speaking
ability: (a) language use, including range and accuracy of lexico—
grammatical use; (b) fluency, which focuses on flow of test takers’
speech, pronunciation, and intonation; and (c) content/ topic development,
which assesses the degree to which responses are appropriate to task

requirements, and well—organized.

Table 2. Relationship between rating categories and assessment features

Rating category Assessment features

Knowledge of vocabulary & syntax
° lexico—grammatical range and use
Accuracy ° structural complexity of sentence
Textual knowledge
° use of connectives and conversational organization

Knowledge of phonology
Fluency ° comprehensible pronunciation, liaison and intonation
Length of response

Task fulfillment and pragmatic knowledge
° topical understanding and development in terms of
Content e
specificity and relevance

° ideational and manipulative functions & register

Tasks assigned to test—takers have to revolve around the common
theme of the environment crisis. A semi—direct (simulated) role—play
needs to be developed utilizing AR technology, wherein test—takers
engage in a brief conversation with a virtual friend regarding the creation
of recycled items to celebrate World Environment Day. The role—play
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task, designed to evaluate test—takers' speaking skills in making
suggestions and demonstrating their ability to take action, can be
preceded by a warm—up activity that offers valuable hints on how to
approach the task. Next, monologic tasks can be developed to assess
informational components of speaking competence. These tasks require
test—takers to describe the content depicted in the animated AR scenes
of an environment poster and express their personal opinion about its
purpose.

An additional monologic task can be created where test—takers
assume the role of an I'T company employee and provide an explanation
of the process involved in operating a recycled device after watching an
AR—based video clip. Presumably, however, this monologic task can be
characterized as semi—interactional in that affecting the test—takers’
cognitive processing, the MAR—based input makes them aware of the
presence of the interlocutor or a group of rainforest rangers on the mobile
screen during task performance.

In other words, this semi—interactional monologic task type would
serve as an example of how the technical aspects of MAR mode enhanced
authenticity and interactivity by stimulating test—takers' cognitive and
affective characteristics as described in 2.2.2. This, in turn, may impact
test—takers' language performance and the nature of the monologic task,
ultimately enhancing the quality of the construct being measured—the
language ability assessed in the test—and expanding the construct itself.

Later, this argument, useful for the MARST wvalidation, can be supported
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by the qualitative approach involving the analysis of test—takers’
speaking process during test administration.

To ensure that MARST fulfills its purpose as a learning assessment
and to evaluate its usefulness, the wvalidation process involved
establishing a clear relationship between the rating categories and
assessment features, as outlined in Table 2. Additionally, it was crucial
to establish a connection between the assessment features and the class
contents covered, as outlined in Table 3.

According to Table 3, the major learning points of the role—play
task type focus on language expressions essential for the communicative
functions of making suggestions and expressing the ability to do
something. Test—takers can be aware of the proper sequencing of

dialogue to fulfill these functions. Additionally, the task requires test—

Table 3. Relationship between assessment features and learning contents

Achievement .
Task type Learning contents
standards’ yp &
Knowledge of vocabulary & syntax
° proposal expressions "How about + ing, Why don’t
AR—based Y
we, Let’s + base form of the verb
warm—up . o . .
activit ability expressions "I can, I am going to + base form
ivi . . .
Ask about personal Y make A (recycled items) from/out of B (used items)
life experiences or & Textual knowledge
plans and make " sequence of conversation (suggestion—ability)
. Knowledge of phonolo
suggestions Role—play . & p sy .
(Dialogue comprehensible pronunciation & flow
. Task fulfillment and pragmatic knowledge
completion)

° proper matching of used and recycled items,
formality

! These are part of English Language Speaking Achievement Standards in the 2015 revised national
curriculum of high school(The Ministry of Education, 2015)
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Illustrate drawings,
photographs, and Poster
diagrams on familiar description

general topics

Knowledge of vocabulary & syntax
° use of sentences with compound, complex, and
modifier  structures  (prepositional  phrases),
conjunctions
° use of verbs: look/seem/appear to infinitives or
adjectives
Textual knowledge
° use of connectives
Knowledge of phonology
° comprehensible pronunciation & flow
Task fulfillment and pragmatic knowledge
° specific descriptions of objects followed by
inference about the state of the planet, ideational
function (description)

Express opinions

Knowledge of vocabulary & syntax

° use of sentences with compound, complex, and
modifier structures (relative clauses) and
conjunctions

and feelings about Expressing Textual knowledge
everyday life or personal ° use of connectives
familiar general opinion Knowledge of phonology
. ° comprehensible pronunciation & flow
topics Task fulfillment and pragmatic knowledge
° clear interpretations on the poster message and
personal idea, ideational function (explanation)
Knowledge of vocabulary & syntax
° use of sentences with compound, complex, and
modifier structures (relative clauses,
Explain or ask and prepositional phrases, imperatives and passives)
answer the order of * IT-related technical terms
events (context or Explaining Tﬂextual knowledge N
) the order of use of connectives, word repetition, and pronouns
circumstances) events Knowledge of phonology

dealing with
everyday life or
familiar general

topics

° comprehensible pronunciation & flow
Task fulfillment and pragmatic knowledge
° clear stepwise explanation of the order of events
° ideational (explanation)/manipulative (request,
persuasion) functions

takers to apply their knowledge to match used items with their

corresponding recycled counterparts.

The primary learning points in the picture description task have a

specific focus. They are aimed at assessing the language functions of

expressing factual information. This information is presented in the AR—
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mediated environment poster. Following this, the task also assesses
test—takers' personal opinions. These opinions are in response to the
1ssue depicted in the poster.

Consequently, the important language features targeted for
assessment include the use of prepositional phrases and copular verbs
such as look, seem, and appear. These verbs do not typically denote
action but instead express a state of being or perception.

The focal learning points addressed in the opinion asking task
include the use of sentence structures with compound and complex, and
modifier structures (relative clauses, prepositional phrases), as well as
conjunctions. They are essential to fully express opinions and feelings
based on what test—takers see in the picture of the poster.

The learning points of the sequential order task bring attention to
the use of prepositions, passives, pronouns, and cohesive devices
necessary for explaining dynamic events in a sequential manner,
particularly when referring to non—person objects. The knowledge and
terminology used during the task are derived from what the test—takers
had learned in class. These linguistic elements play a crucial role in
fulfilling the communicative functions of explaining stepwise how the
device works in the rainforest area and providing guidance to simulated

interlocutors who may potentially use the device.

2.4.3 Characteristics of the input and expected response
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The inputs indicate the materials contained in a given test task.
Notably, the audio and visual inputs are combined through a novel
channel of AR. The AR channel includes rich contextual information
consisting of images, sounds, and full-motion video, thus potentially
enhancing authenticity in both the input and response.

Multi—modal input has the potential to increase the intrinsic interest
of the test tasks, thereby strengthening the possibility for greater
interaction between test—takers' communicative language abilities and
the test tasks. Therefore, it is expected that persistent concerns involved
with EFL language testing will be relieved to some extent in that many
EFL speaking tests have utilized input and tasks that are too
decontextualized in comparison with target language use tasks.

The digital materials serve as input support context—sensitive
references in either the mobile app or AR embedded on the app. One
example is the animated social agent that appears via either the app
screen or AR and interacts with individual test—takers, giving them cues
and prompts in replacement of a human interlocutor. Additionally, some
visual and/or aural information such as a short text, animated pictures or
a video clip serve as clues to construct their responses.

Expected responses include test—takers’ language use in limited and
extended production formats. The limited production may be as long as a
single sentence in response to dialogue completion task, while extended
production may be as long as a 4 to 5—sentence paragraph in response

to the rest of the tasks that follow the dialogue completion task. Test—
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takers need to be trained regarding how to use the MAR app platform,
access the inputs and record their responses prior to the test
administration. Each task time varies from 4 to 8 minutes, including a

preparation time of 20 minutes in total.

2.4.4 Relationship between input and response

This section describes how the input and expected response are
related to each other, with regard to the reactivity, scope, and directness
of the relationship. According to Bachman and Palmer (1996), reactivity
refers to the extent to which the input or the response directly affects
subsequent input and responses. The reactivity of tasks can be
characterized into three aspects: reciprocal, non—reciprocal and adaptive.
In reciprocal tasks, test—takers engage in language use with another
interlocuter and, receive feedback so that the exchange can affect
subsequent language use. On the other hand, a non—reciprocal
relationship between input and response is characteristic of reading,
taking a dictation and writing a composition as these tasks have neither
feedback nor interaction.

The MARST is characterized as semi—reciprocal in that a simulated
social agent or interlocutor appears to interact with test— takers during
the test, such as the response that can be expected in Task 1 and 3. The
interlocutor’s reactions and responses to Task 1, however, are pre—

programmed without exchanging instant messages with each other. In
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this sense, relative to the face—to—face interview format, the MARST is
less reciprocal. Task 1 and 3 with simulated interlocutors are designed
to determine whether a semi—direct (or simulated) speaking task
delivered via the MAR mode can be a viable and sound alternative to
direct speaking tests delivered via the face—to—face interview mode.

The scope of the relationship indicates the amount or range of input
that must be processed for test—takers to respond. A broad scope of test
task requires test—takers to process a lot of input, whereas tasks with a
limited amount of input are characterized as having a narrow scope. By
nature, the input of speaking tests do not require as broad a scope as
reading tests, which usually request test—takers to read long passages.

However, MARST tasks, in which materials and instructions are
highly contextualized, may expect test—takers to process more inputs
delivered via multiple modes - audio, visual and animated — than
conventional speaking tests. In other words, MARST tasks which are
capable of embedding rich and specific contexts expand the aspects of
the construct or the mastery of linguistic knowledge and skills to be
addressed in speaking assessment. Thus, MARST tasks are characterized as
having a broad scope relative to other speaking test forms.

Directness of relationship indicates the degree to which an expected
response can be based primarily on information provided in the input.
While conventional speaking tests include relatively indirect tasks that
ask test—takers to give their opinion about a certain topic without heavily

relying on the information in the input, the MARST includes tasks in

50



which responses are based on information in the input to a greater degree.

In summary, Table 4 illustrates that compared with other formats of
speaking tests, the MAR speaking test format has the distinguishing

feature that the input and the response of a task are closely related.

Table 4. Features of the relationship between input and response of speaking test formats

Format
Relationsbip Interview Computer MAR
between input and
response
Reactivity 44 _ .
(= nonreciprocal — + reciprocal)
Scope _ o o
(— narrow — + broad)
Directness _ + i
(- indirect — + direct)

2.5 Test Method Characteristics

Apart from the relationship between input and response, however,
attention should be paid to the overall test method characteristics since
one important purpose of the task characteristic framework is to modify
certain test method characteristics to create new testing methods.

It is because how technology may affect interpretations of language
test performance is based on the understanding of how MAR is likely to
be different from other means of presenting language test tasks.
Accordingly, it is necessary to discuss test method differences using a
test method framework including the physical and temporal circumstances
of the test, the test rubrics, input, the expected response, the interaction

between input and response, and the characteristics of assessment.
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In this respect, based on Chapelle and Douglas’

(2006) discussion

of the advantages and limitations of computer—assisted language testing

(CALT), Table 5 outlines those of the MARST in terms of test method

characteristics. A significant point here is that test developers should

describe and analyze the characteristics of the test method to make

appropriate technology choices that can affect how and what a test

measures, which is also what we refer to as “where technology is

integrated into test method.”

Table 5. Test method characteristics and advantages and limitations of MARST
(adapted from Chapelle and Douglas, 2006, p.23)

Test method characteristics

Advantages

Limitations

° Physical and
circumstances

° Location & Time

° Personnel

temporal

The MARST can be taken at
convenient locations and time if
wireless Internet is available; 1T
expertise and human intervention
are less required for
establishment and maintenance
than the CALT.

Different device models
may disturb stable
conditions of test
administration; security is a
critical issue.

° Rubric/Instructions
° Procedures for
responding

Test tasks presented in a
dynamic manner make the test—
taking experience engaging.

AR scenes that pop up under
test—takers * control may
disturb instructions or
inputs from being uniformly
represented.

° Input and expected
response

Multimedia capabilities allow for
a variety of input types and

It takes some time for test—
takers to learn how to use

° Features of the context: formats enhancing the the MAR—embedded app
setting, participants, tone contextualization and authenticity — and produce their

° Format: visual/aural/video  of test tasks. responses using it.

. . . The MAR a rovides test — :
Interaction between input takers immegipatg foedback from Less control of testing
and response conditions than CALT

° Reactivity: semi—reciprocal

interlocuters.
More interactive than CALT

because of its mobility

° Characteristics of

The MAR app allows for making, The MAR is a new,

assessment storing test—takers’ responses, expensive and limited

° Construct definition and reporting test scores; technology, thus creating

° Criteria for correctness contextualized AR-mediated potential problems for

° Scoring procedures task may affect the construct construct definition and
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definition and scoring criteria to  validity.
be assessed.

2.6 Validation framework

2.6.1 Historical overview

From the late 1970s to early 1980s, construct validity was
introduced in language testing (Palmer et al., 1981). Messick’s
revolutionary concept of validity (1989) attempts to integrate contents,
criterion, and construct validity into a unitary model of validity centering
on construct validity and also incorporates social consequences and values
into the newly —proposed unitary model. Messick’s unified view of validity,
defined as an integrated judgement of the degree to which empirical
evidence and theoretical rationales support arguments on the adequacy of
interpretations and actions based on test scores (Chapelle, Jamieson &
Hegelheimer, 2003), made seminal influence on conceptualizing the
validation process in educational measurement and language testing.

In 1990s and early 2000s major advancement in developing validation
frameworks is manifest in Test Usefulness (Bachman and Palmer, 1996),
its revision of Assessment Use Argument (Bachman and Palmer, 2010),
Interpretation/Use Argument and Validity Argument (Kane, 1992; 2006;
2013) and Chapelle and her colleagues’ (Chapelle, Enright, & Jamieson,
2008) argument—based approach drawing on Kane’s framework.

In the 1990s, Bachman and Palmer (1996) proposed the notion of
test usefulness to make Messick’ s work more accessible to language

testers (Xi & Sawaki, 2017). They proposed the so—called test usefulness
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with respect to five qualities : construct validity, reliability, authenticity,
Interactiveness, impact, and practicality. As the test usefulness prioritizes
the investigations of the five qualities depending on assessment contexts
and purposes, there are criticisms that it lacks a conceptual system or
structure to prioritize the five qualities and evaluate overall test
usefulness.

In early 2000s, Kane’ s validation framework proposes the two
stages of validation process — formulating an interpretive argument, the
so—called ‘'Interpretation/Use Argument’ and evaluating a validity
argument when evidence is found from wvalidation research. In the
Interpretive argument, a coherent analysis of all the positive and negative
evidences on a score—based interpretation is used through the chain of
inferences of seven types as illustrated in Figure 5 of the next section.

It is acknowledged that Kane’s approach provides a transparent
framework for language testing researchers and practitioners to prioritize
different sources of evidence, integrate them in the process of evaluating
the strength of a validity argument, and gauge the progress of the
validation efforts (Xi & Sawaki, 2017). Later, to meet the needs of a wider
range of language testers and users in the language testing area, efforts
to adapt Kane’s framework continue.

To be specific, Chapelle, Enright, and Jamieson (2008) refine the
Kane’s framework, constructing inferential links from performance to a
score—based interpretation and use, and making a more elaborate

discussion of the pertinent assumptions than Kane’s work (Xi & Sawaki,
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2017). On the other hand, Bachman and Palmer (2010) intend to simplify
Kane’s framework to construct what is called ‘assessment use argument’
for those without professional knowledge. Their test validation process is
built upon considerations about intended assessment use and
consequences. But, the two approaches commonly call attention to test

use and consequences.

2.6.2 Constructing an Assessment Use Argument (AUA)

The structure of an AUA features a series of claims and warrants
through which test developers articulate or clearly states their intended
inferences from the bottom of test takers’ performance to their test scores,
to interpretations about their ability, to the decisions that are made, and
finally to the consequences of test use as shown in ‘Interpretation and Use’
in Figure 5. The claim resulting from one inferential link becomes the data

that serve as the basis for the next inference in the chain.

Intended/Actual
Consequence(s)

Intended/Actual
Decision(s)

Intended/Actual
Interpretation(s)
About Test Taker’s
Ability

+ 1

Assessment Record
(Score, Description)

11

Test Taker’s
Performance

Assessment Development
Interpretation and Use

Figure 5. Inferential links from consequences to assessment performance
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(Bachman and Palmer, 2010)

Meanwhile, in the opposite direction lies the ‘Assessment
Development’ process from the top considerations of educational and
societal consequences and decisions to be made, to interpretations about
test takers’ ability all the way down to the development of specific
assessment tasks. These claims and warrants are subject to rebuttals or
counterclaims. A rebuttal means negative evidence weakening the claim
or warrant. When a rebuttal is articulated, test developers or
stakeholders may investigate appropriate actions to mitigate the negative
impact of the rebuttal on test use or to provide evidence that weakens
the rebuttals and thus strengthens the claims and warrants in the AUA.

According to Bachman and Palmer (2010), test developers should
develop and articulate a specific AUA for each intended use of a test,
thereby forming a judgement about the extent to which the uses of a
given test are justified. In this justification process, it is important to take
nto account various contextual factors including but not limited to the
types of stakeholders (e.g., test takers, parents, admission officers), the
test stakes, the availability of resources, and the cultural, societal and

educational value systems of stakeholders.

2.6.3 Interpretation/Use Argument (I/UA) structure

The argument—based validation approach, which consists of an
interpretation/use argument (I/UA; Kane, 1992, 2006, 2013) and a validity

argument, has long been adopted by language testing researchers to
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identify the specific assumptions that require investigation in validation
research. A wvalidity argument involved here serves as a means of
systematically presenting the positive and negative theoretical and
empirical rationales that address the validity of testing outcomes.
Rationales are drawn from the validity considerations, test design, and the
validation process.

The argument for interpretation and use of the MARST constitutes
a chain of seven inferences that include domain definition, evaluation,
generalization, explanation, extrapolation, utilization, and consequence
implications as illustrated in Figure 6. The domain definition inference
connects the TLU (Target Language Use) domain of general English
speaking with the observation of performance on the MARST. It aims to
investigate whether features of a target domain can be modeled and key
knowledge, skills, and abilities can be identified.

The warrant supports this inference by analysis of the curriculum so
as to identify some required linguistic knowledge, skills, and abilities —
making suggestions/description, expressing one’s abilities /opinions about
a general topic and procedural information— , all of which Korean EFL high

school students are expected to learn in both daily life and academic

contexts according to the national curriculum of high school English subjects.

During the test development process, domain analysis legitimizes
the assumption about the required skills and knowledge by referring to
the national curriculum and the textbook in use that is assumed to abide

by what is specified in the national curriculum. Evaluation inference
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content—based
classrooms

English

Positive consequences from test score use for

instruction in EFL

Consequence Inference 1

Useful test scores for making appropriate
decisions about the teaching and learning
goals of EFL classes.

Utilization Inference 1

Scores representing the target
performance in general English speaking at
high school level

Extrapolation Inference 1

Scores indicating the intended construct of
general English speaking

Explanation Inference 1

Scores consistently reflecting performance

Generalization Inference 1

Scores accurately summarizing relevant
performance on the MARST

Evaluation Inference 1

Appropriate observation of test
performance on the MARST

Domain Definition Inference 1

Analysis of the target domain of academic
English speaking

* Warrant : Decisions based on MARST
scores are beneficial to EFL teachers and
students.

* Warrant : Test results collected via the
MAR app are useful for indicating and
making decisions about the degree to
which students have achieved the teaching
and learning goals of the syllabus or
course curriculum.

* Warrant : The construct of speaking
proficiency evaluated by the MARST is
relevant to the quality of linguistic
performance that EFL high school learners
are expected to make, as stipulated in the
national standards of high school
curriculum of English.

* Warrant : Expected scores are derived
i from speaking ability, as stipulated in EFL
i classrooms of secondary education .

* Warrant : Observed scores are reliable
estimates of expected scores over the
relevant tasks and consistent
across/within raters.

* Warrant : Observed performance on the
MARST tasks provides observed scores
reflecting targeted speaking ability.

* Warrant : Observation of performance on
the MARST reveals relevant knowledge,
skills and strategies that are required in
EFL classrooms at the high school level.

Figure 6. Sketch of the MARST interpretive argument

58



connects the observed performance with raters’ rating outcomes such as
observed scores and performance descriptors, aiming to investigate whether
the scoring rubric is implemented appropriately, accurately and consistently.

This inference is justified by a warrant that the observed
performance on the MARST provides observed scores reflecting the
targeted speaking ability. This warrant can be upheld by appropriate task
administration conditions, rubric development and rating procedures in
which raters perceive that what they assess reflects evidence of students’
mastery of targeted abilities. Second, it is necessary that observed
scores from student’” performance on the MARST adequately
differentiate students’ abilities across various levels, which Research
question 2 focuses on via MFRM analysis.

Generalization inference connects the observed scores to expected
scores, which refer to the scores test takers would expect to obtain
across different tasks, test forms, occasions, and rating conditions. This
inference is supported by the warrant that observed scores are reliable
estimates of expected scores for relevant tasks, and consistent
across/within raters.

The warrant will be evidenced by investigating whether task, test,
and rating specifications are well—defined so that parallel tasks and test
forms are created. It also needs to be proved that scoring of test—takers’
proficiency is consistent within and across raters. To do so, test task
specifications were fully developed in the test design, and rater reliability

and consistency was investigated across raters. These two sources of
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evidence were extracted from the MFRM analysis to estimate rater
severity and task difficulty and analysis of the rating process.

Explanation inference means the degree to which the expected
scores reflect the intended construct. It can be used to investigate,
whether the scores can be explained using proper theories. It should be
proved that the linguistic knowledge, processes, and strategies are
relevant to general English speaking for global communication as defined
in the national curriculum of high school English.

The warrant also needs to be supported by the assumption that the
scores obtained in the MARST are related to scores on other speaking
assessments that measure the same general English proficiency by
comparing test takers’ performance on the MARST with those of other
comparable speaking measures such as oral interviews, oral translations,
and indirect multiple—choice speaking tests. A comparability study was
undertaken using MTMM analysis, followed by factor analysis, which is
the focus of Research question 1.

Extrapolation inference is concerned with whether the construct of
speaking proficiency used on the MARST is relevant to the quality of
linguistic performance in real target (non—test) contexts where general
English proficiency is required; for example, high school classroom
instruction in EFL situations. This warrant was upheld by examining the
relationships between the MARST scores and other indicators of
language performance on non—test tasks in high school classroom

nstruction, which Research question 1 holds to be true.
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Utilization inference is concerned with the test use of the target score.

The warrant is that test scores collected on the MARST are useful for
making decisions about teaching and learning in the EFL classroom. This
is supported by instructors and test takers’ opinions about the potential
use of the MARST in EFL speaking classes, which Research question 3
taps into by means of test user surveys and interviews.

Consequence implication concerns the impact of test use on
stakeholders. It should be warranted that the test results collected from
the MARST have a positive influence on the course curriculum, test
development, and diverse stakeholders (Yang, 2021). This means that
the test results collected from the MARST are assumed to provide useful
information to stakeholders — test—takers, instructors of English
speaking classes, and test administrators — and contribute to the
development of an effective curriculum (Yang, 2021). Research question
3 investigates these areas by examining test—takers and instructors’

perceptions of the MARST, who are its potential users and stakeholders.

2.6.4 Validation framework for MARST

The major source used to situate the MARST in the validation
framework of L2 assessment is a combination of Bachman and Palmer’s
AUA framework and Kane’s Interpretation/ Use Argument and Validity
Argument. It is because there is general agreement in the literature of

language testing that they are the two dominant conceptual frameworks or
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tools to operationalize Messick’s definition of validity as a unitary but
multifaceted concept.

Both are found useful to develop a test development process or
discuss issues on existing validation studies. Thus, it is necessary to be
equipped with clear and sufficient or sometimes, nuanced understanding
on not only the conventions of AUA and Kane’s validity argument but also
how each of them functions in what specific way. For example, Chapelle
and Lee (2017) mention that the former is intended for a general
audience in need of simplified structure expressing core concepts of
validation, while the latter is for more research—oriented authors who
report development efforts of validation argument.

In the meantime, the two approaches are common in specifying
three components — claims, warrants to support claims and backing which
states evidence upholding warrants. In addition to them, Kane’s validity
argument includes seven inferences which create a chain that connects
one claim with another as its ground. Thus, Kane’s work is often used to
clarify the meaning of each component of validity arguments in detail
including the meaning of the intended ability or construct, even with the
test development process reflected in a domain definition inference.

Comparison of the two validation arguments in Table 6 suggests
how this dissertation research combines them by grouping parts that are
seen as mutually pertinent in the two systems. It also illustrates detailed
specification of warrants and sources of evidences including validation

methods that the MARST wvalidation framework actually rests on.
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Table 6. Comparison of the validation frameworks developed by Bachman
and Palmer (2010) and Kane (1992; 2006; 2013)
(adapted from Chapelle and Lee, 2021, pp.34—35)

AUA I/UA (nterpretation/
(Assessment Use Use Argument)and Warrant Sogrce of
Argument) Validity Argument evidence
Link b/w

Target domain

Domain definition

general English
proficiency and
observed test

Analysis of
the national
curriculum and

textbook
performance
Analysis of
task administration
and rating
Link b/w procedure
observed
Evaluation performancg and MFRM analysis
S SEEE T raters’ rating of .rater
N —r & consistency
across tasks
Link b/w (rater severity
Generalization observed score & task difficulty)
and expected
score Analysis of
unusual responses
in MFRM
Analysis of
the national
curriculum
Link b/w
expected score MTMM analysis
and the intended of relevant
construct speaking
Test measures
interpretations Explanation .
Factor analysis of

- meaningfulness & Link b/w internal structure

- impartiality intended of the MARST

- generalizability E . construct and scores

. releva!nce Xtrapolation R —

- sufficiency the target context  Discourse analysis
of spoken
responses

Analysis of
similarities with
other indicators

of TLU

Decision/Use Utilization Test use of . Survey &

target score interviews about
Tmpact of test u;ers’
Consequences Consequence test use upon perceptions of
stakeholders the MARST
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Chapter 3. Methodology

Validation frameworks are known to specify the process used to
prioritize, integrate, and evaluate evidence collected using various
methods from three areas: 1) psychometric and statistical methods in
education; 2) qualitative methods in language testing by Second
Language Acquisition (SLA), conversation and discourse analysis, and
cognitive psychology; and 3) the influence of cognitive demands of tasks
on task complexity and difficulty (Xi & Sawaki, 2017).

This chapter brings the development process of the MARST into
focus. Some essential considerations are made, including the test purpose,
the speaking construct to be assessed, the target language use (TLU)
domain, the specific tasks involved, and the test structure. It also outlines
the methodology of data collection and analysis along with test design to

collect and analyze the quantitative data, followed by qualitative data.

3.1 Test development

The test purpose is to examine the extent to which classroom—based
assessment intends to assess test—takers’ spoken language use based on
what they learn in the English classroom. Students are asked to talk about
one of the most interesting issues in the contemporary world and to make

inferences about their speaking abilities on the basis of the test scores.
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3.1.1 Domain analysis

The specific speaking skills to be assessed in the test include making
suggestions, expressing one’ s ability to do something, and providing a
visual description. This is followed by expressing one’ s opinion based
on the description, and explaining sequential information. All of these
tasks are assumed to tap into discrete but interrelated components of the
speaking construct. Moreover, these abilities are currently included as
achievement standards in the 2015 revised national curriculum of English
for high schools as summarized in Table 7. The publications of most
accredited textbooks including the one which the current dissertation
based the development of the MARST upon abide by a number of
achievement standards including those in Table 7 in different contexts
throughout the period over one year or a semester.

The TLU domain, the context or situations on the screen where a

test—taker is using a target language, and tasks are concerned with global

Table 7. Relevant English Language Speaking Achievement Standards in the
2015 revised national curriculum of high school (The Ministry of Education,

2015)
Task Speaking Achievement Standards (excerpted)
1 Ask about personal life experiences or plans and make suggestions

Illustrate drawings, photographs, and diagrams on familiar general
2—1 topics

Express opinions and feelings about everyday life or familiar general
2—2 topics

Explain or ask and answer the order of events (context or
circumstances) dealing with everyday life or familiar general topics
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environment issues; for instance, World Environment Day, held annually
on June 5th, aims to raise global awareness about environmental issues
and encourage participation in activities to protect environment. The test
tasks include three virtual social agents: 1) a virtual friend to have
conversation about a way to celebrate the day, 2) a virtual polar bear,
one of the life species most affected by global warming, which prompts
test—takers to talk about an environment poster and their opinions, and
3) a virtual rainforest ranger who prompts test—takers (simulated as
technical staff in a recycling IT company) to explain how a device for
rainforest protection works.

To collect evidence for evaluating reliability, which is one of the
qualities of usefulness, an analysis of each task’ s characteristics, which
is addressed in 3.1.4, is critical. Moreover, corresponding scores among
different raters is also necessary, which makes pre—scoring rater
training an essential component of executing a reliable test procedure. In
this study, several raters are asked to score the same MAR—mediated
test and calculate the score consistency across the different raters.

Collecting evidence about the test—takers' ability that a test intends
to measure —regarded as construct validity — can be drawn from multiple
sources. These include studies that seek to determine the relationship of
the MART scores with the scores of other measures of the same
speaking construct (i.e., oral translations and oral interviews) and the
scores of other related language constructs (.e., listening, reading and

writing). Additionally, the extent to which test tasks correspond to real—
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life tasks and their engagement of test—takers’ language ability can be
improved by analyzing the characteristics of test tasks in the next section
(3.1.4) and by piloting a demo version of the MARST prototype to a
group of non—test taker students, and some teachers and asking their
perceptions of the qualities of construct validity, authenticity, and
interactiveness of the MARST test. To collect information for evaluating
authenticity after test administration, test—takers and raters were asked
to describe their perceptions of the authenticity of the test tasks by
questionnaire survey and interviews.

According to Bachman and Palmer (1996), areas of language
knowledge that are involved in test—takers’ responses include
organizational (i.e., grammatical and textual knowledge) and pragmatic
knowledge (i.e., knowledge of ideational functions of descriptions and
explanations, and manipulative functions of suggestions). Organizational
knowledge refers to how utterances are organized, comprising
grammatical knowledge and textual knowledge. Grammatical knowledge
is relevant to knowledge of vocabulary, syntax, and phonology. Textual
knowledge concerns how utterances are organized to form texts, and can
be categorized into knowledge of cohesion and conversational
organization. Pragmatic knowledge refers to how utterances are related
to the communicative goals of language users. Notably, a major interest
of the MARST speaking test lies in the knowledge of ideational and
manipulative functions, 1.e., descriptions, explanations, and suggestions.

Construct validation studies of language tests have examined not
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only the product of language tests — test scores, but also the process
utilized in test—taking (Bachman, 1990). Collecting information on the
examination of the process that test—takers engage at the level of
individuals is considered highly productive to understand what
strengthens the MARST wvalidity.

To collect information for evaluating interactiveness, test—takers
were asked to give their opinions on the extent to which their language
knowledge, topical knowledge, and metacognitive strategies (.e., goal
setting, assessment and planning) were engaged in taking the test. Lastly,
to evaluate impacts, raters and test takers were asked to comment on the
fairness of the test, its appropriateness for decision—making, and its

specific use or application.

3.1.2 Speaking construct

The construct to be assessed encompasses several aspects of
performance — accuracy, fluency and content — in the speaking construct.
‘Accuracy’ is a rating criterion for measuring the degree of accuracy
and the range of grammatical and vocabulary use. ‘Fluency measures
the degree to which test—takers’ spoken responses reflect a natural
flow with comprehensible pronunciation and proper intonation without
repeated pauses or hesitations. Finally, ‘Content deals with
organizational knowledge regarding how responses are relevant and

specific to given tasks in terms of topic development and understanding.
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The specific speaking skills to be assessed in the test include
making suggestions, expressing one’ s ability to do something, and
providing a visual description. This is followed by expressing one’ s
opinion based on the description, and explaining procedural information.
All of these tasks are assumed to tap into discrete but interrelated
components of the speaking construct. Moreover, these abilities are
currently included as some of the achievement standards in the national
English curriculum for high schools as indicated in Table 5. Thus, most
accredited textbooks deal with them in different contexts in the three

high—school years.

3.1.3 Test structure

The purpose of the test is to measure speaking abilities of test—takers,
which are required to communicate topical information about protecting the
global environment. Task 1, a role—play, aims to assess test—
takers’ interactional knowledge and skills to express ability and
suggestions about making recycled items on World Environment Day in a
conversation with a simulated friend. Prior to Task 1, there is a warm—up
activity which requests test—takers match some used items with recycled
ones on the AR screen; this activity hints at how to construct their response.

Task 2 aims to assess test—takers’ abilities to: 1) describe an
environmental poster (Task 2—1), and 2) provide their opinion about its

message (Task 2—2). There is also AR—based input that vividly presents
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the poster contents in animated form. Task 3 aims to assess test—takers
abilities to explain in ordered steps, how a recycled device called ‘RFCx
works after watching an AR—based short video clip on the app screen.

As specified in Table 8, the test comprises three tasks. Task 1 asks test—
takers to participate in a role—play with a social agent that appears in the
MAR application to complete a dialogue that should include making a
suggestion on how to celebrate World Environment Day and expressing
their ability to participate or engage in it. Task 2 requires test—takers to
describe an environment poster and express their opinions about its
intention. Task 3 requests test—takers explain the working process of a
device called RFCx (Rainforest Connection), an invention recycled from

used cell phones, to rainforest rangers who will use the device on a daily

’

’

basis.
Table 8. Test structure
Time Cognitive Required language .
Task Type (prep+test) demands competence Topic
FExchanging OLgamzlatlonal
. information now&edge
Dialogue . . .
1 completion 3+ 1mins (Suggest}on/ Pragmatic knowledge Recycling
expressing
one’s ability) Topical knowledge
Poster Psrogé?flirég Organizational
2-1 description - fc?rma tion knowledge
(monologue) . : & Environment
5+ 3mins about objects .
. T Pragmatic knowledge Poster
Opinion Elaborating/
2-2 expression Justifying Topical knowledge
(monologue) opinions
Explaining Oiﬁ{ii;:;zlzgogal An
Sequen(_:e ) topical & g invented
3 explanation 5+3mins information Topical knowledae device for
(monologue) in sequential P & g saving
order rainforests

Pragmatic knowledge

Before the test, test—takers were trained on how to use the mobile
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application, which serves as the assessment platform. This training
included learning how to access inputs and make responses using AR.
The MARST was administered at a place and time of the test—takers’
choosing. Security issues, such as cheating or proxy examination, were
addressed through a technical measure that recorded the test—takers’
faces in real—time during the test.

The screenshots in Figure 7 show the preparation stage before the
actual tasks. In this stage, test—takers sign up and grant the application
access to their mobile camera, which captures real—time images of them

during the test administration.

{23 INTRODUCE. X

ST YA NY ’ Sl g el

Screen 2. Approval of the access to
test-takers” mobile phone camer
S us |

Screen 4. Ecobear’s greeting Screen 5. Screen 6. AR-based warm-up activity
Instructions on how to experience AR that helps test-takers make response

Figure 7. Screenshots of the pre—test stage on the MAR app

3.1.4 Test task specifications

Task 1 involves a brief role—play with a social agent that appears
in the application. Test—takers are required to provide a succinct spoken

response to complete a dialogue. This is done by referring to a set of
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recycling examples presented before the actual task. The purpose of this
task is to assess test—takers' ability to express their own capabilities and
make suggestions.

Figure 8 presents a set of screenshots that demonstrate what test—
takers do in Task 1 on the MAR application. The task assesses both
organizational knowledge — such as the grammatical and textual
knowledge required to facilitate a natural conversation flow — and
pragmatic knowledge, which is tied to communicative functions that are
both ideational and instrumental. The task takes approximately 4 minutes
to complete, with 3 minutes allocated for studying recycling examples

and 1 minute for producing an AR—based response.
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Screen 7. Giving task instructions Screen 8. Recording the first response Screen 9. Recording the second
Iesponse

Figure 8. Screenshots of Task 1 on the MAR app

Detailed task specifications, including the scenario scripts, AR
presentation designs, suggested answers, and scoring rubrics are
illustrated in Appendix 1. Inputs are provided via a new AR channel
employing both aural and visual (animation) mediums that enable test—
takers to listen to instructions and watch each original item turn into

recycled one.
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The expected response for Task 1 limits test—takers' language use
in terms of production formats to just two single sentences. Consequently,
test—takers' language involves a relatively narrow range of vocabulary
and syntactical structures needed to cohesively construct a short
conversation. The pragmatic characteristics of the responses are
informal in register and ideational, as the task requires an exchange of
information about recycling between the interlocutors - the agent, Eco
Bear, and the individual test—takers. Raters score test—takers'
responses using an analytic scale, with the rating criteria including
accuracy, fluency, and content (for more details, see Appendix 1).

Task 2 requires test—takers to describe an environmental poster
and express their opinion about its message. The presentation of the
input in this task is characteristic of AR mode, which brings the static
picture of the poster to life with an animation effect describing two
opposite choices for the Earth - with or without the effects of global
warming. This task aims to assess test—takers' language abilities used to
describe topical information presented in an environmental poster, both
visually and verbally. The sequence of Task 2 is illustrated in Figure 9.

Inputs are provided by a new AR channel employing both aural and
visual mediums (animation) that allow test—takers to hear the narration

of the agent Eco Bear and recognize two contrasting options for the future
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Figure 9. Screenshots of Task 2—1 and 2—2 on the MAR app

of the earth, to make a choice, and give reasons for their choice. Task 2
intends to assess test—takers’ organizational knowledge such as the
grammatical and textual knowledge required to make a cohesive
monologue and topical knowledge about the global warming effect.
Expected responses for Task 2 entail test—takers' use of both
limited and extended production formats within approximately 8 minutes,
which includes 5 minutes for preparation and 3 minutes for response.
Specifically, the language characteristics of test—takers' responses
should showcase a broad range of vocabulary and syntactical structures,
with suitable cohesion to interconnect multiple sentences into a
paragraph. The pragmatic characteristics of the responses are formal in
register, comprising a mix of ideational and manipulative elements in
terms of communicative function. This is because the task requires
individual test—takers to describe the visual and verbal information
presented in the poster about the effects of global warming and suggest
appropriate actions. Raters assess test—takers' responses using an
analytic scale with the same rating criteria as Task 1, although the
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descriptions of each criterion differ slightly (see Appendix 1).

Task 3 requires test—takers to explain in sequential order how a
device designed to save rainforests functions. After watching an
animation delivered via the AR channel-without subtitles or audio—test—
takers are expected to provide a relatively concise spoken response. The
aim of this task is to evaluate the test—takers’ abilities to relay topical
information in a sequential manner, explaining the operation of the device
based on the AR animation. Figure 10 provides a visual representation of

how Task 3 is presented to the test—takers.

Sereen 13. Giving task instructions Sereen 14. Video (nonverbal) task input Secreen 15, Recording test-takers’
response

Figure 10. Screenshots of Task 3 on the MAR app

In Task 3, the expected responses from test—takers are
characterized by a variety of language knowledge elements. This includes
grammatical and textual knowledge used to express a logical sequence
of operations for the device, facilitated by the use of cohesive devices. It
also involves pragmatic knowledge relating to the ideational function of
communication, such as explanation, and formal register, which
incorporates technical vocabulary necessary to explain the sequence of

the device's operation. Key terms include "solar—powered", "solar panel",
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"illegal logging", "rangers", and "send the signal to a cloud". The task can
be undertaken at a location and time convenient to the test—takers and is
expected to last approximately 8 minutes, including preparation time (5

minutes) and response time (3 minutes).

3.2 Participants

The test—takers are 203 public high school students (110 males
and 93 females), aged 16 to 17. Among them, all males and 37 females
live in Jinju, while 56 females live in Changwon. The two cites belong to
Gyeongsangnam—do, the province located in the south—eastern part of
South Korea. Most of the test—takers do not have experience of studying
abroad and demonstrate mixed levels of English proficiency, (.e., low to
high—intermediate), given that the general English proficiency level of
the province is ranked relatively low nationally®.

Having learned about with World Environment Day and the details of
the device in class, however, they were aware of the topic of the test
tasks to a large extent and some basic communicative functions and
specific language knowledge necessary to serve these functions. The
four raters consist of two female pre—service teachers, one female in—
service teacher with over 20 years of teaching experience, and a male

native speaker from the U.S. with 5 years of teaching experience.

2 The Ministry of Education announced the result of the Korean SAT scores administered in 2021.
Visit the following site and check the ratio of the English scores by province at page 21.
https://www.moe.go.kr/boardCnts/viewRenew.do?boardID=294&boardSeq=89967 &lev=0&searchT
ype=null&statusYN=W&page=1&s=moe&m=020402&opType=N
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Rater training was conducted in two groups: one group comprised
the researcher and the native English speaker, and the other included the
researcher and the two Korean raters. Both groups followed the same
three—step process: a pre—rating session to discuss the rubrics and
rating strategies, a rating session, and a post—rating session to reconcile
any score differences that exceeded two levels or more.

Prior to the pre—rating session, the researcher prepared audio
response samples that were representative of each score level. These
samples were used to facilitate a discussion with the raters about the
linguistic and paralinguistic features of the responses. Additionally,
several other data samples were provided for training and discussion to
ensure that the raters understood the rating scales and could identify the
linguistic features corresponding to each level.

In the first rating round, each of the three raters evaluated the
same 50 data sets, a quarter of the total 200 sets, with each set containing
a test—taker’ s responses to four tasks. After this, in the post—rating
session, the researcher had a discussion with any raters whose scores
had discrepancies of two levels or more, in order to make necessary
adjustments. Following this, the second rating round was carried out on
the remaining data sets with the most reliable rater, as determined by
their agreement with the researcher in the previous steps. The entire

process is summarized in Table 9.
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Table 9 . Rating procedure

Session | Pre—rating | | Rating | | Post—rating
.. Individual Individual
Group training = scoring = adjustment
» Group 1: the
researcher and the »Round 1
native rater : Raters are » Individual contact
Group 2: the respectively given is necessary in
researcher and the scoring assignments case score
Description two Korean raters of spoken data sets discrepancies

» Each group
discusses the rating
categories and level
descriptors by
analyzing some
samples of different
levels.

» Let the raters
practice scoring
other samples with
the rating scale.

» Compare their
results with each
other and the
researcher.

of fifty test—takers.
: During rating, the
raters are asked to
leave the
researcher brief
notes on what are
thought uncertain or
make direct contact
with the researcher
in order to resolve
any issue occurring
in the rating
process.

exceed two levels
or more for final
decisions.

» Round 2

. The remaining
spoken data sets
for scoring are
assigned to the
rater whose rating
results are found
most compatible
with those of the
researcher.

3.3 Data analysis
3.3.1 CTT and MTMM analysis

The proposed study employs a mixed—methods approach to data
analysis, integrating both quantitative methods — including the Classical
Test Theory (CTT), Multitrait—Multimethod (MTMM) analysis, and
Multi—facet Rasch Measurement (MFRM) — and qualitative methods such
as corpus and discourse analyses.

The quantitative methods of validation require data collection from

multiple measures of different abilities or traits, as well as measures of
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the same trait, as outlined in Table 10. In this study, the focus is on the
trait of speaking ability. This approach is inspired in part by the
Multitrait—Multimethod (MTMM) matrix hypothesis proposed by

Campbell and Fiske (1959, as cited in Bachman, 2004).

Table 10. MTMM Design for quantitative analysis

Trait Method AR Nclﬁlotiiie Interview Translation
Speaking [ [ [ [ ]
Listening O

Reading O
Writing O O

@: measures of the same trait and different methods
(O: measures of different traits and different methods

The data for the quantitative approach were collected from several
sources: (a) ratings of test—takers’ speaking performances in the MAR—
based application, as illustrated in Figure 11; (b) scores from a general
English proficiency test ; (c¢) scores from a listening test that was held
nationwide in September, 2020; (d) scores from an achievement test that
test—takers took at school in October, 2020; and (e) scores from two oral
performance assessments (an oral translation and oral interview), and
lastly 6) scores from a writing translation test held in December, 2020 in
which test—takers translated Korean sentences into English.

The Classical Test Theory (CTT) yields a variety of data, including the
descriptive statistics of the MARST test scores across tasks and scoring

criteria, item difficulty and discrimination, as well as reliability measures. The
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MTMM matrix is a technique used to check the validity of a measure by
comparing it to multiple other measures. According to this theory,
correlations between measures of the same trait (monotrait correlations)
should be higher than correlations between measures of different traits using

different methods (heterotrait—heteromethod correlations).

Figure 11. A screenshot of ratings in the MAR app

The Multitrait—Multimethod (MTMM) correlation matrix will
subsequently be used as a foundation for developing a confirmatory
factor analysis (CFA) model that includes several trait factors and
multiple method factors. The CFA model posits that the different
measures will have factor loadings on their corresponding trait and
method factors and zero loadings on all other factors. This methodology
will assist in validating the argument of this study regarding the extent to
which test scores are influenced by the specific ability, or trait, and the
method factor.

If the factor loadings on the trait factors are high, this would
substantiate the claim that test performance is primarily governed by the

language ability that the test is designed to measure. Conversely, if the
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factor loadings on the test method factors are low, this would serve as
evidence to reject the counterclaim that test performance is largely
dictated by the method of testing. This approach provides a
comprehensive way to assess the influence of both traits and methods on

test performance, lending credibility to the overall validity of the test.

3.3.2 MFRM analysis

The MFRM software FACETS (version 3.83.6; Linacre, 2021) was
employed to examine four facets — test—taker (ability), rater, rating
category, and task — with two additional dummy facets — region and
gender — used to explore test bias. Of these, the test—taker’s ability
emerged as the most influential facet, followed by the rater, the task, and
the rating category. In the MARST under examination, raw scores were
assigned on a scale of 1—4 for each of the three rating categories —
Accuracy, Content, and Fluency.

The MFRM enables test developers to estimate the influence of
each facet on the measurement process by gauging its difficulty or
'severity' (for example, the strictness of each rater). This difficulty
estimate is then incorporated when calculating the probability of any
given test—taker responding to any item, achieving any score category
threshold, or being assessed by any rater (Bond & Fox, 2007).

The evaluation of test—takers' performance is carried out using the

Rating Scale Model (RSM) (Andrich, 1978), which presumes the rating

81



scale operates similarly across all items. The RSM extends the binary
Rasch model to accommodate items scored on a polytomous scale,
meaning items that have multiple scoring categories. An item with 'k'
possible score categories necessitates 'k—1' difficulty parameters, or
thresholds, to distinguish between these score categories. In this study,
the RSM is used to estimate three thresholds: one for achieving a score
of 2 instead of 1, one for achieving a score of 3 instead of 2, and one for
achieving a score of 4 instead of 3. Given that the RSM assumes the same
step difficulty for all items, all tasks in this study are scored using the
same number of score categories.

The assumption of unidimensionality should be met to the extent
that data in language testing, which are generally considered as
multidimensional constructs, still need to display adequate psychometric
unidimensionality (Bonk & Ockey, 2003; Henning, 1992). Linacre (1998)
finds it preferable to investigate multidimensionality in datasets by first
conducting Rasch analysis and, then using PCA on the item standardized
residuals since they are linear (as opposed to the raw scores), and yield
more accurate estimates of the subsequent factors. The subsequent PCA
indicates the structure of the underlying dimensions. Therefore, as long
as the data fit the MFRM model to an acceptable extent based on the item
fit values, unidimensionality is upheld.

Fit statistics are utilized to assess the alignment of data to the Rasch
model. While the acceptability of fit is largely based on judgment, the infit

and outfit mean square values serve as a practical benchmark as they are
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known to be less sensitive to sample size and are weighted by the
information in the response (Bonk & Ockey, 2003). This study employs
infit and outfit mean square values as well, with the acceptable range

being from 0.5 to 1.5.

3.3.3 Questionnaires and interview data

In addressing concerns related to test validation, specifically
assessment interpretation and use, and in the development of a validity
argument, language test researchers often employ a mixed methods

approach that incorporates both quantitative and qualitative

methodologies. Accordingly, this dissertation will utilize such an approach.

Beyond the quantitative strategies outlined in the previous chapter, such
as the MTMM and MFRM designs, this study will employ several
qualitative techniques. These include online questionnaire surveys
conducted immediately post—testing via the same mobile app, on—site
interviews, and a discourse analysis of test—takers’ speaking outcomes.
This combination of methods will facilitate a comprehensive
understanding of the process and outcomes of oral language testing.
How the survey questionnaires are presented appears in Figure 12.
The test—takers’ responses to the questionnaires are counted to provide
descriptive statistics. A simplified version of the questionnaire 1s offered
in Table 11 and the full version is available in Appendix 2. Also,

interviews with a number of test—takers and teachers follow. The post—
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test survey and interviews are mainly be concerned about their
experiences of the MAR—based speaking test with respect to some
features of Interest : interactiveness, engagement, motivation and
usefulness to back up validity arguments for the effectiveness and

evaluation inferences.

(1) 2819 320US S0 07| 2L SOIZD LR
LEEt b O O Ui 23
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Figure 12. Questionnaires in the MAR app

Table 11. Post—test questionnaires

Category MAR app MAR—delivered test materials
Item Q1 Q2 Q3 Q4 Q5
Trait Interest motivation comfort authenticity sufficient clue

Category MAR—delivered test materials MAR—delivered test
Item Q6 Q7 Q8 Q9 Q10
Trait Interactiveness clarity relevance appropriacy  usefulness

3.3.4 Speaking response data

In language testing, qualitative approach including verbal protocol,
conversation and other discourse—based analysis (.e., rhetorical,
functional or linguistic analysis) of test language promotes research on

test—taking processes and rater performances. Conversational analysis
8 4
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1s conducted to compare the conversational features of oral interview
discourse with that of real—life interactions (Lazaraton, 2000), the
features of group oral discussion tests (Leaper, 2014), raters
performance and their qualitative differences in assigning scores
(Cumming, 1997; Winke & Gass, 2013), and the comparability of oral
interviews and semi—direct tests (Lazaraton, 2002).

The qualitative approach of the current study calls attention to the
testing process, in particular, test—takers’ oral talk in performing Task
3, a monologic task by discourse analysis. Some discourse—based
analytic techniques includes linguistic analysis, functional analysis and
structural analysis. As one of the qualitative research methods, discourse
analysis involves examining the language used in speaking tests at
various levels, from the micro—level of individual words and phrases to
the macro—level of broader discourse patterns. This method can help
researchers identify the linguistic features that characterize successful
speaking performance and the criteria that raters use to evaluate test—
takers.

In Task 3, a monologic task, test—takers were told to explain as an
company employee to (simulated) rainforest rangers, who were
prospective device users, how a device works, invented for protecting
the rainforests by his/her company. What needed to be investigated here

were test—takers’ responses such as the identity of speaker in the
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interaction and several linguistic resources that Young (2011) suggests
such as the use of register”.

These analyses intended to inform the understanding of the nature
of test—takers’ interaction with MAR—mediated speaking task, in other
words, the effect of the MAR mode on test—takers’ oral performance of
a specific (monologic) type of task. Assuming that authentic interaction in
language activities occurs when participants perceive social presence and
engage with these activities, the analysis of the transcripts of audio—
recorded speaking samples shed light on the nature of test—takers’ oral
talk in the MAR mode, which is known to afford social cues increasing a
feeling of interacting with another social being, as explicated in 2.3.2;
whether test—takers were sensitive to the context of the situation in Task
3 including the presence of the ‘non—appearing but significant’
simulated interlocutor.

To this end, audio—recordings of twenty test—takers in three test
score groups — low, intermediate and high — were sampled and transcribed
to search for discourse—based evidence that the test—takers’ monologic
talk demonstrated that the MAR mode facilitated test—takers’
engagement and interaction with the context of the task. The evidence
drawn from these qualitative methods will offer validation evidence in
judging whether the MAR mode factor promotes or compromises score—

based test interpretations and use.

3 Young(2011) refers register to the use of pronunciation, vocabulary and syntax that characterize
or are typical of the practice where interaction takes place.
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Chapter 4. Results

This chapter reports the results of both quantitative and qualitative data
analysis for the research questions of this dissertation. The former three
sections of this chapter from 4.1 to 4.3 provide the results of the
quantitative findings generated by statistical treatments of test score data,
while the last section of 4.4 presents the results of the qualitative findings

from analyzing survey and speaking response data.

4.1 Descriptive analysis

There is a summary of the descriptive statistics for the results of
the four MARST tasks in Table 12. The intraclass correlation coefficient
(ICC) was calculated to find out the inter—rater reliability. It is generally
known as an indicator of the level of agreement between two or more
raters rating a specific attribute including language ability. The ICC values
range from —1 (perfect disagreement) to +1 (perfect agreement).

In this study, the ICC value was calculated from 90 test—takers’
spoken responses to the four speaking tasks, Task 1, 2—1, 2—2, and 3,
in which all the four raters altogether participated in rating according to
the rating rubric. The rater group was set to be fixed, while test—takers’
task scores remained randomly assigned. As illustrated in Tablel3, each
task shows the four raters reaching significantly strong agreement
throughout the overall tasks, along with Cronbach’s alpha, the most
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widely —known reliability index, being put in front.

Table 12. Item statistics for MARST tasks (N=194)

Task Type Min*.  Median® Max®.  Mean SD Var’.
1 Dialogue completion 2 16 20 14.39 552 3042

2—1 Poster description 13 38 50 35.78 1046 10949

2—2 Opinion expression 13 38 50 37.21 1082 117.14

3 Sequence explanation 13 38 50 34.90 11.85 14043
Sum® 41 124 170 12227 34.65 120055

Table 13. Cronbach’s alpha and ICC
for rater agreement of MARST tasks (N=194)

, ICC
Task Cronbach’s alpha 1cC 95% Ci0 Iz
1 .96 .96 94~.97 .000°
2-1 .95 .95 .93~.97 .000°
2—2 .96 .96 .93~.97 .000°
3 .96 .95 93~.97 .000°
Sum .84 .84 .80~.87 .000"

Regarding normal distribution, data is symmetrically distributed.
The symmetrical distribution has zero skewness as all measures of a
central tendency lies in the middle. According to the measures of
skewness and kurtosis in Table 14 and Figure 13, the given score data
set for each of the three rating categories — Accuracy, Fluency, and
Content — was considered 'close to a normal distribution', using a less
strict term. Skewness refers to a degree of asymmetry observed in a

probability distribution that deviates from the symmetrical normal

* Min.: a minimum score of each task
5 Median : a measure of central tendency that represents the middle value in a data set, separating
the data into two equal halves
6 Max.: a maximum score of each task
" Var.: a score variance of each task
8 The perfect scores of the four tasks are 20, 50, 50, and 50 in order with 170 in sum
9 The ICC value was calculated in the two—way mixed.
19 CI: Confidence interval
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distribution, or bell curve, in a given set of data. In all rating categories,
the measures of skewness were negative near zero. This suggests that
the mean scores were slightly greater than the medians, leading to the

conclusion that the distribution was close to normal.

Table 14. Statistics for MARST rating criteria (N=194)
Category Min Median Max  Mean SD Var Skewness  Kurtosis

Accuracy 4 12 16 1164 297 833 —56 -05
Fluency 5 13 16 11561 280 782 —69 06
Content 4 12 16 1161 306 9.37 —-57 —-34

[Accuracy] [Fluency] [Content]

Figure 13. Histograms of scores of three rating categories

4.1.1 Item analysis

Item difficulty index and item discrimination index for task scores
for each rating category or dimension to be assessed — accuracy, fluency,
and content — were examined. Score reliability and rater reliability were

also evaluated according to classical test theory.

4.1.1.1 Item difficulty

Item difficulty (more accurately item easiness), in the context of
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educational measurement and psychometrics, refers to the proportion of
test takers who answer a particular item or question correctly. The
higher the proportion of correct responses, the lower the item's difficulty
level. This could also be interpreted as the item being easier, or that
higher mean scores are inversely related to item difficulty.

According to Figure 14—a, among the mean sum scores colored in
yellow, Task 1 was the easiest with the highest mean scores, followed
by Tasks 2—1, 2—2, and 3 in ascending order of difficulty, with Task 3
being the most difficult. Figure 14—b showed that Task 1 appeared to be
the easiest item in all rating categories as well. Task 3, on the other hand,
proved the most difficult item in fluency and content although Task 2—2

the most difficult in accuracy.
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Figure 14—a. Item easiness (Sum) Figure 14—b. Item easiness (Categories)

It can be said that the overall pattern of item difficulty across the
rating categories and sum scores is similar, with Task 1 being the easiest
and Task 3 being the toughest. The only exception is the accuracy scores

in Task 2—2, which proved the most difficult (2.70), and Task 3, which
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became less difficult (2.90) although the score gap 0.2 was not large

enough. The specific figures in table are provided in Appendix 3.

4.1.1.2 Item discrimination

Item discrimination refers to the degree to which a test item can
differentiate between the test—takers who have high ability and those
who have low ability. It gives an indication of how well a particular item
contributes to the overall variation in test scores. In Figure 15, item—
total correlations of each rating category to be assessed in four tasks are
presented. Items can be identified that may not be effective at assessing
the trait or ability the test is intended to measure. An item with poor
discrimination might be too easy (everyone gets it right) or too difficult
(everyone gets it wrong), or it might be confusing or irrelevant to the
construct being measured. The specific values of item discrimination are

provided in Appendix 4.

0.6 /
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Figure 15. Item discrimination (Item—total correlation)
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The Item Discrimination Index (Suppiah Shanmugam, Wong, &
Rajoo, 2020) classified items with values of 0.4 and above as ‘very
good’ and 0.3t00.39 as ‘reasonably good’ but subject to improvement.
Items with values between 0.2 to 0.29 are usually subjected to revision
and items below 0.19 are ‘poor’. The range of discrimination index of
three rating categories and sum scores in four tasks appears between
0.53 and 0.88, which means scores on each dimension and sum scores

are ‘fairly discriminating’.

4.1.2 Inter—rater reliability

Assessing the consistency between different raters, known as
inter—rater reliability, is crucial to determine the probability of a
measurement instrument incorrectly assessing a dimension. The kappa
statistic, or Cohen's kappa coefficient, is a measure of inter—rater
reliability, which indicates the level of agreement between two or more
raters beyond what would be expected by chance.

The value of Cohen’s kappa ranges from O to 1. The closer the
coefficient is to 1, the stronger the inter—rater agreement. According to
Landis and Koch (1977), a general guideline suggests that values
between 0.41 and 0.60 are considered of moderate agreement, those
between 0.61 and 0.80 show substantial agreement, and lastly, those
above 0.81 are considered almost perfect to perfect agreement.

In Figure 16, it was discovered that the specific values of interrater
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reliability in table are provided in Appendix 5. Overall, in the sum scores
colored in yellow, two raters exhibited a similar degree of agreement for
Tasks 2, 3, and 4, with the least similarity observed in Task 1. A similar
rating pattern to the sum scores was found in the fluency category.
However, there was a certain degree of disagreement between raters in
the rating patterns of accuracy and content categories. This
disagreement that led to barely moderate agreement between two raters
according to the general guideline mentioned above was most prominent
in Task 2—1 with 0.39 in the content category and Task 3 with 0.41 in
the accuracy category. Further investigation into this disagreement is

warranted as well.
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Figure 16. Measure of agreement (Cohen’s Kappa coefficient, p = .000)

The Spearman—Brown prophecy formula is often used by
researchers to estimate expected reliability in relation to test length. It
offers a useful tool for examining the transition in reliability according to

changes in the number of items so that we can find the number of items
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that guarantees optimal reliability.

4.1.3 Score reliability

In classical test theory, score reliability refers to the consistency or
repeatability of scores obtained from a test. If a test is reliable, it means
that the same individuals should get roughly the same scores each time
they take the test (assuming they are in the same mental and physical
condition, and no learning or forgetting has taken place between tests).

Among some commonly used indicators of score reliability, internal
consistency reliability including Cronbach's alpha indicates the extent to
which items on a test measure the same concept or construct. The value
of Cronbach's Alpha can range from O to 1, with values closer to 1
indicating higher internal consistency or reliability (See Tables 15to 17).
The specific values of score reliability for different test lengths are
provided in Appendix 6. The values above 0.7 are generally considered
appropriate though what constitutes a "good" value can depend on the
nature of the test and the context in which it is used.

The Cronbach’s alpha indices above 0.8 in Tables 15 to 17 are likely
to indicate that scores given to test—takers across the rating categories
seemed reliable. In reliability analysis, however, Cronbach's alpha when an
item were deleted from a group of items often reports whether the internal
consistency (as measured by Cronbach's alpha) would increase if a

particular item were deleted. If the alpha increases when an item 1s deleted,
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it indicates that the item is not well correlated with the other items and could

be removed or modified to improve the overall reliability of the scale.

Such cases were found in the accuracy category for Task 1, where

Cronbach's alpha would increase from 0.837 to 0.860 if an item were

deleted. Also, in the fluency category for Task 1, Cronbach's alpha would

actually increase from 0.877 to 0.886 if the same item were deleted. It is

suspected that Task 1 might not have been as effective in assessing the

same dimension as the other tasks. Further investigation into this

suspicion is warranted.

Table 15. Item—total statistics ' (Accuracy)

Scale M i Scale Corrected Squared Cronbach's

N=194 Itca eD Tatn ; Variance if Item—Total Multiple Alpha if Item
em belete Item Deleted Correlation Correlation Deleted
ACC1'? 8.660 5.495 0.53 0.291 0.860
ACC2-1 8.853 5.298 0.73 0.582 0.768
ACC2-2 8.668 5.136 0.74 0.624 0.764
ACC3 8.729 5.021 0.70 0.518 0.780

Cronbach’s alpha .837
Table 16. Item—total statistics (Fluency)

Scale M i Scale Corrected Squared Cronbach's

N=194 }tca eD Tatrl (11 Variance if Item—Total Multiple Alpha if tem
embeiete Item Deleted Correlation Correlation Deleted
FLU1 9.111 5.253 0.61 0.390 0.886
FLU2-1 9.425 4.278 0.81 0.670 0.813
FLU2-2 9.415 4.383 0.79 0.662 0.821
FLU3 9.572 4.402 0.74 0.560 0.841

Cronbach’s alpha .877

I These scores are the average of the scores graded by two raters.
2 The number attached to the rating category refers to the task number.
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Table 17. Item—total statistics (Content)

Seale M i Scale Vari Corrected Squared Cronbach's
N=194 Deaie Meattt ; cale vanance Item—Total Multiple Alpha if Item
Item Deleted  if Item Deleted . .

Correlation  Correlation Deleted
CONT1 8.464 6.043 0.58 0.338 0.812
CONT2-1 8.869 5.759 0.68 0.515 0.769
CONT2-2 8.626 5.579 0.74 0.579 0.743
CONT3 8.874 4923 0.64 0.416 0.800

Cronbach’s alpha .826

Table 18. Item—total statistics (Sum scores)

Scale M i Scale Vari Corrected Squared Cronbach's
N=194 cale veantt - oedle VANANCE  pom—Total  Multiple  Alphaif Item
Item Deleted if Item Deleted . .
Correlation Correlation Deleted
SUM1 61.990 221.681 0.75 1.000 0.811
SUM2-1 62.902 214.545 0.87 1.000 0.794
SUM2-2 62.464 211.895 0.88 1.000 0.789
SUM3 62.930 207.209 0.85 1.000 0.785

Cronbach’s alpha .836

As illustrated in Figure 17, we observed an increase in reliability for
tasks that measure four dimensions — including three rating categories
and what is presumably represented by the sum scores — as the number
of test items increases. The two curves for accuracy and sum scores
were almost overlapped, which may mean that the criteria associated
with linguistic accuracy had greater impact on the overall scores. The
analysis also showed that the reliabilities dramatically increased, forming
upward curves, until the number of tasks reached four, which is the
current number of tasks for MARST in this study. In addition, the

reliabilities of the rating categories tended to increase as the number of
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Figure 17. Predicted reliability (Spearman—Brown prophecy formula)

items increased although the degree of increase was slight after the
number of items reached five. However, it appears that the reliability of
the Content category continued to increase up to the maximum number
of items assumed here, suggesting that this category was less directly
related to language skills and remained variable. The specific figures in
the table are provided in Appendix 5. The Content category, which

exhibited scoring variability, necessitated additional investigation.

4.2 MTMM analysis and test comparability

To claim that a measure has construct validity, both convergent and
discriminant validation must be assessed. Convergent validity refers to
how closely a test is related to other tests that measure the same (or
similar) constructs. On the other hand, discriminant validity refers to
refers to the extent to which a test is notrelated to other tests that

measure different constructs.
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Related to these two types of validity, a multitrait—multimethod
(MTMM) model assumes that correlations among the same ability with
different methods (i.e., monotrait—heteromethod) which demonstrates
the evidence of convergent validity would be higher than correlations
among measures of different traits with the same method, or in other
words, heterotrait—monomethod correlations. The latter is associated
with discriminant validity.

To test this hypothesis, the data was analyzed using IBM SPSS
statistics (Version 26). The size of the various types of correlations was
compared to determine the extent to which the hypothesized order is
observed. A matrix consisted of three types of correlations. As evidence
of convergent validity, monotrait—heteromethod measures were
expected to be strongly correlated, higher than heterotrait—monomethod
and heterotrait—heteromethod measures. If correlations among
heterotrait—monomethod measures were high, there is likely to be a

strong method factor.

4.2.1 Correlation matrix

Let us begin with the monotrait—heteromethod matrices, which are called
validity diagonals and colored in green in Table 20. Among the same
speaking tests labelled with the letter A, the MAR—based speaking test
scores(A3_M3) had moderate positive correlations with face—to—face

oral interviews (A4_M4) and oral translations (A2_M2) with .605 and .573
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respectively, while it had a weak correlation with indirect multiple—

choice type speaking questions®® (.347). Meanwhile, face—to— face oral

interview '* (A2_M4) and oral translations * (A2_M2) exhibited the

highest correlation .680.

Table 19. Correlation matrix*® (p=.001)
Method Multiple choice Translation MAR Interview
(M1) (M2) (M3) (M4)

) speaking  listening  reading  writing”  speaking  writing  speaking  speaking
Trait (A1) (BD) (@) (D) (A2) (D2) (A3) (A4)
MI1(AD 720 645 485 AT73 490 347 bl4
M1(B1) 7120 745 463 611 556 488 696
M1(CD 645 745 559 D75 605 419 647
M1(D1) 485 463 559 375 A19 378 449
M2(A2) AT73 611 575 375 656 D73 680
M2(D2) 490 556 605 A19 656 531 588
M3(A3) 347 488 419 378 573 531 605
M4 (A4) o4 696 647 449 680 .088 605

In the yellow part or the heterotrait—monomethod matrix excluding

the MAR measure, it was found among multiple—choice testing. Speaking

and writing translation measures, correlated with measures that speaking

had positive correlations with listening, reading and writing in order of

size, .720, .645, and .485, respectively. This revealed the somewhat

13 1t consists of a few items that are part of the listening section in the mocking Korean SAT, which is
designed to indirectly assess speaking skills in October 2020.

14 It is a section of the speaking test for school performance assessment, administered in Fall 2020.
Teacher worked as both an interviewer and an examiner.

15 It is a section of the speaking test for school performance assessment, administered in Spring
2020. Students were asked to translate spoken Korean sentences into their corresponding English

ones.

16 Yellow: heterotrait—monomethod

Green: monotrait—heteromethod (validity diagonals)

Orange: heterotrait—heteromethod
171t consists of a few of items as part of the reading section in the mocking Korean SAT that
presumably are designed to indirectly assess writing skill. It was administered in October, 2020.

99



strong method factor effect of multiple—choice each other (.656) to a
considerable extent.

In the orange part, indicating the heterotrait—heteromethod matrix,
the MAR speaking measure had moderate correlations with translation
writing (.531), multiple choice listening (.488), multiple—choice reading
(.419), and multiple—choice type (.378). On average, the MAR speaking
test shows slightly higher correlations in the monotrait—heteromethod

matrix (.508) than in the heterotrait—heteromethod one (.454).

4.2.2 Factor analysis

To begin with, Table 20 summarizes the descriptive statistics of the
scores of four tasks in the MARST. The analysis points to the
correlations among the MARST tasks, which are briefly presented in
Table 21. The poster description task (Task 2—1) and the opinion
expression task (Task 2—2) showed the highest correlation (+ =.83),
which might be due to the same AR-—based animated poster input
illustrating the global greenhouse effect that the two tasks share. In
addition, the tasks overall had moderate or strong correlations with one

another ranging from .61 to .83, as shown in Table 21.

Table 20. Descriptive statistics of the MARST tasks

Task (N=200) M SD
dialogue completion 14.39 5.52
poster description 35.78 10.46
poster opinion 37.21 10.82
sequence explanation 34.90 11.85
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Table 21. Correlations of the MARST tasks

dialogue poster opinion sequence
completion description expression explanation

dialogue completion 1.00
poster description .63 1.00
opinion expression .64 .83 1.00
sequence explanation .61 76 N 1.00

The following factor analysis'® finds a single factor extracted,
accounting for over 78% of the total variance. In Table 22, the KMO
(Kaiser—Meyer—O0lkin) value of .838, an indicator of adequacy of factor
analysis, indicates the variables chosen were proper for factor analysis
as it was higher than .60. Bartlett’s test was used to test that variances
were equal for all samples. As statistically significant Bartlett’s test value
(p =.000) suggests the homogeneity of variances, which means multiple
samples were from populations with the same variances. The Bartlett
test is known to be sensitive to departure from normality. If the measure
of sampling adequacy is larger than 0.5, it means that there is sufficient
variance in the data that can be partitioned by using factor analysis. In
Table 23 and 24, the MARST proved unidimensional with each of the four

tasks substantially contributing to approximately 78% of the score

variances (see Component 1 in Table 24) of test—takers’ speaking ability.

The scree plot in Figure 18 showed a dominant single factor with an

eigenvalue of 3.1, which was sufficiently higher than 1.0, the main

18 *Extraction method: Principal component analysis (PCA)
*Rotation method: Varimax with Kaiser normalization.
*Rotation converged in three iterations.
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criterion that determined a substantial factor with all the task score

variances converged into the Component 1, as illustrated in Table 24. In

addition, this result upholds the fundamental assumption of unidimensionality

to undertake MFRM analysis. Meanwhile, there was an attempt to extract

common factors underlying various speaking measures, as illustrated in

Tables 27 to 31.

Table 22. KMO and Bartlett’s test

Kaiser—Meyer—0lkin Measure of Sampling

Adequacy 838
Approx. Chi—Square 551.158
Bartlett's Test of d 6
Sphericy
Sig .000
Table 23. Communalities
Task Initial Extraction

AR dialogue completion 1.000 .650
AR poster description 1.000 .836
AR opinion expression 1.000 .850
AR sequence explanation 1.000 794

Table 24. Variance explained

Initial Eigenvalues

Extraction sums

Comp Total % of Var Cum % Total % of Var Cum %
1 3.130 78.241 78.241 3.130 78.241 78.241
2 442 11.054 89.295
3 .258 6.442 95.737
4 171 4.263 100.000
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Eigenvalue

Component Number

Figure 18. Scree plot (Four MARST tasks)

Table 25. Component matrix
1

AR opinion expression 922
AR poster description 914
AR sequence explanation 891
AR dialogue completion .806

With the descriptive statistics of different speaking measures in
Table 26, the factor analysis led to two components extracted with
variances extracted from all the measures to a different extent, as
indicated in Table 25 and in Figure 19. In Table 28, the KMO (Kaiser—
Meyer—0lkin) value of .866, an indicator of adequacy of factor analysis,
indicated the variables chosen were proper for factor analysis as it was
higher than .60. The factor analysis proved that the score variances from
all sorts of speaking measures were used, as indicated in Table 29. The
two factors extracted from them substantially contributed to
approximately 72% of the score variances (see Component 1 and 2 in
Table 30 and the scree plot in Figure 19) of test—takers’ speaking ability.

According to Table 30, the loadings of Component 1 were found in the

range of .851 to .545, with particularly high loadings in AR—delivered tasks
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and face—to—face interview and translation. The loadings of Component 2
varied depending on the test method ; the highest positive loadings were
identified in the multiple—choice task (.683), weak positive loadings were
in the two face—to—face tasks (.325, .347) and weak negative loadings

were found in the four AR— delivered tasks (—=.396 ~ —.172).

Table 26. Descriptive statistics of various speaking measures

(N=145) M SD
Oral translation 77.59 21.16
Oral interview 78.81 15.91
AR dialogue completion 15.43 4.81
AR poster description 38.02 9.00
AR opinion expression 39.59 9.54
AR sequence explanation 38.17 10.47
Multiple—choice (MC) speaking 6.42 3.97

Eigenvalue

1 2 3 4 5 6 7

Component Number

Figure 19. Scree plot (Various speaking measures)

Table 27. Correlations of various speaking measures
Oral Oral AR AR AR AR MC
translation _interview  dialogue  description  opinion sequence _speaking

Oral translation 1.000
Oral interview .680 1.000

AR dialogue .396 455 1.000
AR description A27 1480 463 1.000
AR opinion .535 .550 528 .763 1.000
AR sequence 534 .562 523 .703 717 1.000
MC speaking 473 514 .269 247 314 .282 1.000
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Table 28. KMO and Bartlett’s test

Kaiser—Meyer—0lkin Measure

of Sampling Adequacy 866
. Chi—
Ap%”gffar% ! 514.394
Bartlett's Test
of Sphericy df 21
Sig .000
Table 29. Communalities
Initial Extraction
Oral translation 1.000 701
Oral interview 1.000 746
AR dialogue completion 1.000 494
AR visual description 1.000 782
AR opinion expression 1.000 .804
AR sequence explanation 1.000 773
Multiple choice speaking 1.000 764
Table 30. Variance explained
c Initial Eigenvalues Extraction sums Rotation sums"
omp
Total % of Var Cum % Total % of Var Cum % Total

1 4.031 57.591 57591 4.031 57.591 57.591 3.667
2 1.032 14.746 72.337 1.032 14.746 72.337 2.698
3 598  8.538 80.874
4 508 7.260 88.135
5 316 4516 92.650
6 293 4.185 96.836
7 222 3.164 100.000

Table 31. Component matrix>’

Component
1 2

AR poster description 791 —.396
AR opinion expression .851 —.281
AR sequence explanation .836 —.273
AR dialogue completion .681 —-.172

Multiple choice speaking .545 .683

Oral interview .800 .325

Oral translation 762 .347

9 When components are correlated ((466), the sums of square loadings cannot be added to obtain a
total variance.
2 Extraction method : Principal component analysis (PCA)
Rotation method : Oblimin with Kaiser normalization
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It seemed that the Component 1 was explained by all the speaking
measures regardless of their methods, which means that it could be
associated with the speaking trait, a common crucial interest to all
measures. Component 2 seemed to divide the speaking measures by its
test method, which was probably most strongly associated with the
multiple—choice type of speaking measures (.683).

Thus, further investigation should be called for to understand
whether or to what extent test method affects a newly developed
speaking test by means of a sophisticated measurement model so that
complicated factors involved with speaking performance assessment can

be taken into account for test validation research.

4.3 MERM analysis

According to Fulcher (2003), MFRM (Linacre, 1989) treats items,
persons and raters as “facets” of a testing situation. Each facet is given a
value on the same linear scale, representing item difficulty, person ability,
and rater harshness. In this study, there are four major facets: examinee,
task, rater and category with region and gender as dummy variables used
exclusively to figure out the interaction effect, or, in other words, perform

a bias analysis.

4.3.1 Fit statistics

Approximately 53.11% of the total score variance was explained by
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the Rasch model with the remaining 46.89% of residuals. Figure 20
shows that most observations lie within the confidence interval (CI). An
overview of the results of the MFRM analysis is illustrated in Figure 21,
which includes plotting estimates of test—takers’ abilities, rater severity,
and rating criteria and the scale step difficulty on the same logit scale for
comparison.

The MFRM analysis viewed each rating as a function of the
interaction of test—taker ability, task difficulty, criterion(and scale step)
difficulty, and rater severity/ leniency (McNamara, 1996). The far—left
measure acted as a ruler against which each of the four facets (test—
taker, rater, task, scale criterion) as well as scale level difficulty,
measured in “logit” units. A logit above zero on the ruler indicates that a
test—taker 1s more able, a task or criterion is more difficult, and a rater

1s more severe, whereas a logit below zero indicates the opposite.

L

Score on tem
S
Score on ltem

Measure relative to item difficulty Measure relative to item difficulty Measure relative to item difficulty

Accuracy Fluency Content
Figure 20. Item characteristic curve (ICC) of test scores and 95% CI*!

In addition, information about the reliability of each of these

estimates (e.g., standard error or SE) was provided. An SE indicates the

2l CI: Confidence interval
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uncertainty of the parameter estimate. The separation index indicates the

number of levels within a given facet. Meanwhile, the reliability of separation

indicates the degree to which the analysis reliably distinguishes between

different levels within a given facet.
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4 + + + + o, + + + + (4) + (4) + (4
| | | | kg | | | | | |
| | | | | | | | | |
| | | I | | | | | |
3+ + +* + o® + + # &% A3 +
| | | | | | | | | |
| | | | | | | | | | |
| | | | | % | | | | | ===
| 2 + + + o omkk + + + + === o+ +
| | | | | s | | | | | | ===
| | | | o= | | | | | |
| | | | e, | | | | I |
1 + + + + x + + + + 3 + 3 +
| | | | s | | | | | I &
| | | | Bds, | | | | | |
| | | | | | desc sequ | ACC  CONT | | [
Ox CW JJ «F M = A& B © D % mwsoksorx x * opin " Bo——— ok ——— %
| | | | | ey | | | | | |
| | | | | e | | conv | FLU | | |
| | | | | mwasas | | | l, 2 | | 2
| -1 + + + +ommm + Bwu Juna + + + + 2 +
| | | | | s | Mat Nam | | | | |
| | | | % | | | | | |
| | I K | | | | I f =
-2 + + + + + + + i +
| | | | | | | | I
| | | | | | | | | |
| | | I | | | | | |
-3 + + +* + + + # + + #
| | | | | | | | | |
| | | | | | | | | | |
| | | | | = | | | | | |
| =4 + + + + + + + + + +
| | | | | g | | | | | |
| | | | | | | | | |
| | | | | | | | I |
-5 + + + + + + + + (1) + 1) + (1)
Measr|-Region |-Gender [-Mode | % =3 |-Rater |-Task |-Categary [t o SEE 1] B

S 1

Figure 21. All facet vertical rulers®

In Rasch analysis, fit statistics are useful tools for judging the fit of

data to the Rasch model. Infits refer to the measurement of the item's fit

to the Rasch model based on the individual response patterns. It

specifically examines how well an item fits within a particular range of

ability levels.

28,1t accuracy; S.2: fluency; S.3:content
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The infit statistic considers the pattern of responses near the
person's ability level and provides information about the item's
performance in relation to the model's expectations. The outfit measure
assesses the item's fit across the entire ability range, considering the
response patterns across a broader spectrum of ability levels. Thus, they
provide information about the item's performance throughout the entire
measurement scale.

Infit evaluates the suitability (item fit) of an item in the Rasch model
based on the response pattern of an individual test—taker. It is sensitive
to the information provided by the normal values, thus responding
sensitively to normal values (inlier—sensitive fit). Outfit evaluates the fit
of a specific item across the range of abilities of all test—takers. It is more
unstable compared to infit, as it responds sensitively to outliers (outlier—
sensitive fit). Both measures range from 0.5 to 1.5, with a value close to
1 indicating good fit, meaning that the model expectations match the
observed values. Values below 0.5 indicate overfitting (too predictable,
redundant), while values above 1.5 are considered misfit, indicating data
that does not fit the Rasch model (unmodeled noise).

For fit analysis, infit mean square (MnSq) values in the range of 0.5
to 1.5 logit are suggested as a “productive and reasonable measurement”
to judge for goodness of fit statistics (Wright and Linacre, 1994;
Linacre,2006; Kim, Park, & Seol, 2009). Infit MnSq values show the
degree of variability in a facet relative to the amount of variability in the

entire facet set. In contrast, outfit MnSq values are sensitive to outliers
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(Linacre, 2004). The acceptable range for both the infit and outfit MnSq
values is 0.5 to 1.5. The closer the fit statistics are to an expected value
of 1, the better the assessment.

A value larger than 1.5 indicates misfit while lower than 0.5
indicates overfit. The misfit data suggests the degree of inconsistency in
a score pattern. McNamara (1996) advises that any test development
should aim to have misfitting students at or below an incidence of 2%.
Thus, fit statistics for each test—taker provide information on the validity
of the assessment (Bond and Fox, 2007) as both misfit and overfit

suggest test—taker ability is not being properly measured by the test.

4.3.1.1 Test—taker (ability) facet

The reliability index was as high as .95 and the separation index is
4.32. Test takers were able to be separated into 6.09 statistically
separate strata. The ability to separate them into statistically distinct
strata was important for the MARST, as the result showed it could
function well enough to discriminate between test takers of different
ability levels. The test—takers’ ability measures were widely spread
from —4.75 to 4.99 logits with a fair average of 3.02 and an adjusted SD
of 1.61. The mean of the fixed (all same) Chi—square test was
statistically significant (x*(193) =2794.4, p=.00), which means the
degree of test takers’ ability was not the same. The separation and

reliability indices for the difference in test—taker ability were high (4.32,
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0.95). This means the MARST separated the 194 test—takers into at
least four statistically distinct levels or strata in terms of the ability being

measured. Table 32 summarizes the test—taker fit statistics.

Table 32. Summary of test—taker facet statistics
Test—taker Ability Estimates (N=194)

M (Model SE) .13(.39)
SD# (Model SE**) 1.81(.27)
Min —4.75
Max 4.99
Infit
M 1.04
SD .37
Outfit
M 1.01
SD .37
RMSE 47
Adj (True) S.D. 1.75
Separation Statistics
Separation 3.71
Strata 5.27
Reliability of Separation .93
Fixed Chi—Square Statistics 2794.4
df. 193
Significance .00

Moreover, in Table 33, fit statistics for each test—taker provide
information about the validity of the assessment. Acceptable fit indices
indicate a pattern of ratings that closely approximates the predicted
Rasch—model rating pattern based on the test—taker ability estimate
(McNamara, 1996). Usually, misfit is considered to be a more serious
problem than overfit (Bond and Fox, 2007; McNamara, 1996).

Of the 194 test—takers analyzed, 12 test—takers were identified as

misfitting. The percentage of misfitting test takers in the dataset was

23 SD refers to the spread of scores between test—takers.
4 SE refers to the spread of estimates for a test—taker.
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6.1%, which did not satisfy McNamara’s(1996) guideline for test
development recommending that the percentage of misfitting students be
at or below 2%. These cases along with 32 unexpected responses are
presented in Appendices 3 and 4, both of which are required to deal with

later in the qualitative analysis of spoken response data.

Table 33. Frequencies (%) of test—taker fit mean square statistics(N=194)

Fit Range Infit MS Outfit MS
Overfit: Fit<.50 4 (2%) 2 (1%)
Acceptable: 0.50<fit<1.50 168 (87%) 173 (89%)
Misfit: Fit>1.50 22 (11%) 19 (10%)

4.3.1.2 Ttem (Task) facet

Both the infit and outfit MnSq values of task facet reported in Table
34 were within the productive range of 0.5 to 1.5 for measurement, thus
producing no overfit or misfit with the mean of standard errors of
measurement index at 0.05, which was better as it approaches zero. No
misfitting or overfitting task indicated there was little chance of tasks
being poorly made or perfectly good, which might suggest no task
redundancy or need for revision or removal. It can be said that each task
forms part of a set of tasks that together define a single measurement
trait (McNamara, 1996).

Tasks also provide unique information that the other tasks do not
give since there are no overfitting tasks. The four tasks differed
significantly in terms of their difficulty as indicated by the high reliability

and separation indices and the fixed (all same) Chi—square statistics
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(x£2(193) =179.7, p=.00). The tasks were separated into 6 to 7 levels
of difficulty. Task 4, which asked the test—takers to explain procedural
information was the most difficult (0.29 logit). Task 2—1 describing an
environmental poster was the second most difficult (0.26 logit). Task 2—
2, the third difficult task, was expressing an opinion about the poster(—

0.08 logit) and the easiest one was Task 1: completing a conversation (—

0.47 logit).
Table 34. Task measurement report
N=194 Measure Model S E Infit MS Outfit MS
Task 1 —.47 .05 1.34 1.20
Task 2—1 —-.08 .05 74 78
Task 2—2 .26 .04 .88 .93
Task 3 .29 .04 1.15 1.12
M .00 .05 1.03 1.01
SD .36 .00 .27 .19

RMSE .05 Adj (True) S.D. .35 Separation 7.78 Strata 10.71 Reliability .98
Fixed (all same) chi—square: 179.7 d.f: 3 significance (probability): .00

The high task reliability index (0.98) indicated the degree to which
tasks were replicable in terms of difficulty was sufficiently high that they
could be assigned to another sample population with comparable ability
levels. Combined with the high separation index, the tasks were
separated into different levels of difficulty. For example, Tasks 3 and 2—
2 were more difficult than Task 1 or 2—1 with another sample of test—

takers.

4.3.1.3 Rater facet

The results for the rater facet are summarized in Table 35. The
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random (normal) Chi—square test proved nonsignificant(y2(2)=2.7,
p=.26), which means all raters were chosen randomly. Moreover, the
degree of rater severity was significantly different according to the
significant fixed (all same) Chi—square test result (x2(3)=29.4, p=.00)
with the reliability index of 0.86 being lower than in other facets. The
separation index of 2.46 suggested that the model distinguished raters’
rating performance into at least two levels.

Fit statistics on raters showed their internal consistency across
test—takers, criteria, and tasks to distinguish test—taker’s performance.
Table 30 showed quite a good fit of the four raters, indicating that they
performed with a satisfactory degree of consistency, given the infit MnSq
range of 0.80 to 1.06 and the outfit MnSq range of 0.80 to 1.05, as shown
in Table 35. Both infit and outfit MnSq values were all within the
productive range of 0.5 to 1.5 for measurement, thus producing no overfit
or misfit.

The low reliability and separation indices and the non—significant y 2
statistic indicated that the raters were equal in severity. Reliability here
means the degree to which raters are reliably separated into different
levels of severity. Therefore, low reliability and low separation indices
are desirable as they indicates that raters are interchangeable
(McNamara, 1996; Weigle, 1999).

The largest severity difference value was between Rater 3 and
Rater 4(0.36), but the severity of three out of four raters — Raters 1,2

and 4— was extremely close to one another. The average rating
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difference between the severest rater (Rater 4) and the most lenient
rater (Rater 3) was 0.19 of a band, no greater than 0.2.

In Table 35, the inter—rater reliability® indicates the gap between
exact agreement expected by Rasch model and the exact agreement
observed, reporting both the observed and expected percentages of the
exact rater agreement. The inter—rater reliability is the same as the one
explained by the Rasch model, while the + value means the observed
inter—rater agreement 1s higher than the one explained by the Rasch
model, in other words, ‘overfit’. In that case, a rater does not perform

ratings independently (Linacre, 1990).

Table 35. Rater measurement report>°
Measure Model SE Infit MS Outfit MS Corr. PtBis

Rater 1 -1.01 .05 1.06 1.05 27
Rater 2 -1.14 .06 1.05 1.04 .26
Rater 3 -1.32 .06 .80 .80 .29
Rater 4 —.96 .03 1.05 1.03 .30
M -1.11 .05 .99 .98 .28
SD 14 .01 .13 12 .02

RMSE .04 Adj (True) S.D..05 Separation 2.89 Strata 4.19 Reliability (not inter—rater) .89
Fixed (all same) chi—square: 29.4 d.f: 3 significance (probability): .00
Inter—Rater agreement opportunities: 2328 Exact agreements: 1640=70.4% Expected:1128.9=48.5%

In order of magnitude, the inter—rater reliabilities of four raters
were 0.28 logit (Rater 1), 0.43 logit (Rater 4), 0.52 logit (Rater 3), and
0.56 logit (Rater 2). These all positive indices of the inter—rater
reliabilities of the MARST meant that observed inter—rater agreement

was consistently higher than expected by the Rasch model.

% nter—rater agreement (logit) = (exact agreement—expected agreement)/(100—expected agreement)
% Rater 1: Jung, Rater 2: Nam, Rater 3: Matt (a native rater), Rater 4: Byun
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In addition, the mean of standard errors of measurement, which was
better when near to zero, was 0.05. The point—biserial correlation for
each rater refers to the degree to which the rater’s ratings correspond

to the total ratings of all other raters of the same speaking sample.

4.3.1.4 Category (criterion) facet

The analysis allows for the estimation of rating criteria difficulty and
are summarized in Tables 36 to 38. The fit statistics of the three rating
criteria are within the acceptable range of 0.5 to 1.5. None of the rating
criteria proved to be misfitting or overfitting. If there had been a misfit, a
criterion would have not formed part of the same dimension as other
criteria defined in the rating scale. In this case, it would have been
assumed to measure a different trait construct.

This was an encouraging result as the assumption of
unidimensionality holds for this data (Bonk and Ockey, 2003), which
means that the separate analytic rating scales seem to be contributing to
a common construct of ‘speaking ability’. If there is overfit, on the other
hand, it is highly likely that a criterion is redundant or measures the same
ability as other criteria, which would affect the scores assigned to other
criteria, in what is known as the halo effect (Eckes, 2005; McNamara,

1996).
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Table 36. Category (Accuracy) scale statistics

Score Observed Counts Average Expected Outfit MS Step Calibration

Level Freq. % Measure Measure Measure SE
1 137 9 —2.08 —1.93 1.0
2 396 26 .20 .04 1.1 —1.89 12
3 490 32 .86 1.00 .9 .33 .07
4 529 32 2.25 2.20 .9 1.56 .07

Table 37. Category (Fluency) scale statistics

Score Observed Counts Average Expected Outfit MS Step Calibration

Level Freq. % Measure Measure Measure SE
1 82 5 —2.20 -1.92 e
2 261 17 46 21 1.1 —2.00 .15
3 587 39 1.20 1.38 1.0 .04 .08
4 622 38 2.73 2.62 .9 1.96 .07

Table 38. Category (Content) scale statistics

Score Observed Counts Outfit MS Step Calibration
Average Expected

Level Freq. % Measure Measure Measure SE
1 171 11 —-1.87 —-1.79 9
2 395 26 .15 .03 1.2 —1.58 11
3 400 26 .88 .90 1.1 .46 .07
4 586 36 2.00 2.05 1.1 1.12 .07

According to Table 39, test—takers seemed to have the most
difficulty in achieving high scores on Content (0.26 logit), while Fluency
was the easiest area for them to obtain high scores (—0.43 logit). Given
that the three rating categories exhibited significantly different degrees
of difficulty (x%(2)=169.4, p =.00), the analysis showed that the rating
criteria were distinguished into 7 to 9 distinct levels of difficulty with a

high reliability index of 0.98.
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Table 39. Rating category measurement report

Measure Model S E Infit MS Outfit MS
Fluency —.43 .04 .95
Accuracy 17 .04 1.02
Content .26 ,04 1.07
M .00 .04 1.01
SD .38 .00 .06

RMSE .04 Adj (True) S.D. .37 Separation 9.45 Strata 12.94 Reliability (not inter—rater) .99

Fixed (all same) chi—square: 169.4 d.f£: 2 significance (probability): .00

The results indicated that test—takers performed significantly

differently in the various aspects of speaking and the raters perceived

these rating criteria differently. In addition, the mean of standard errors

of measurement, which was better when nearer to zero, was 0.04.

As far as rating scale functioning is concerned, assessing the quality

of the rating scale addresses how well the scale levels function in

estimating the construct being measured and whether the thresholds take

a hierarchical pattern to the rating scale. Figures 22 to 24 illustrate the

results of scale analysis across three rating categories. The first section

presents the scale levels from 1 to 4. In terms of the frequency and

percentage of counts of a given score assigned across all raters and

speaking samples, it was clear that the raters used scores 3 and 4 the

most frequently across the three rating criteria.

Scale structure
Measr:-4.0 -2.0 0.0 2.0 4.0
+ + + + +
Mode:<1 =) 12 = S S es )=y 4>
Median:<1 =) 12 = 2= P = )=y 4>
Mean:<l-—————— ()=t 12 £ 23 = i (2] sy 4>
+ + + + +
Measr:-4.0 -2.0 0.0 2.0 4.0

Figure 22. Category (Accuracy) scale structure
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Scale structure
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Figure 23. Category (Fluency) scale structure

Scale structure
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Figure 24. Category (Content) scale structure

The second section began with the average test—takers’ ability
measures of each score level. These measures were expected to
increase monotonically in size, indicating that, on average, the higher the
score was, the higher the ability of test—takers. The analysis shows the
average measures increase as the score level progresses across the
rating categories. The same pattern is true of the expected measure for
each score level. The expected measure indicates the test—taker ability
measure that the Rasch model would predict if the data were to fit the
model. Therefore, it can be inferred that the scale was positively linked
to progression of test—taker’s speaking ability and the rating scale
functions as expected.

The next analysis result is the outfit mean square MnSq) index for
each scale level with its expected value of 1.0. indicating equal observed
and expected test—taker ability measures. The outfit MnSq range is

known to determine whether the scale levels are reliable based on the
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model value of 1.0. The outfit MnSq of this data sample is not far from
1.0. If greater than 2.0, it means that the rating in that level may not make
the rating criterion is not a meaningful measurement (Linacre, 1999) as
outfit MnSq indices sensitive to outlying scores tend to be higher at the
end of the scale than scores in the middle.

Lastly, the step or threshold calibrations, estimates for choosing one
score level over another, indicate that they should not be too close
together nor too far apart on the logit scale with the range of 1.4 to 5.0
logits as a rule of thumb to make a discernable difference between scores
without large gaps (Bond and Fox, 2007). In Figures 22 to 24, the scale
steps of all rating categories progressed in the order as intended, with
each step being progressively more difficult than the previous step on the
scale. The scale structure shows thresholds where two adjacent
categories intersect.

The first “Mode” scale has marks for each category placed on the
logits, starting with the most observable and, placing ™ at the mode of
each category. The “Median” scale places each category at a logit value
of 0.5 probability, with © at the median of each category. The “Mean”
scale places ™ at the mean of each expectation measure category.

The distance between the scores in the scale structure of each
category was discernable to some extent. Overall, the rating criterion
Content had thresholds between adjacent score levels that were a bit
narrower than expected ; specifically, the distance between thresholds of

2 and 3 and thresholds of 3 and 4 were close to each other in its scale
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structure according to Figure 21.

In addition, as illustrated in Figures 25 to 27, FACETS configures
the probability curves for each scale category. The probability curves
serve as clear indicators of the structure of the rating scale. There are
two important issues involved here: 1) whether there is a distinct peak
for each score level probability curve or not, and 2) whether the curves
appear at an even space and are shaped like a hill. A distinct peak signifies
that the scale level that belongs to a specific curve is the most probable
rating that test—taker performance in a certain portion of the test—taker
proficiency distribution would receive. Without a distinct hill for a scale
level, the scale level would not be the most probable rating for any portion
of the test—taker proficiency distribution. Thus, the level does not
contribute to specifying a clear point on the scale category measured.

Such steps are considered operationally not to be worthwhile.
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Figure 24. Probability curve Figure 25. Probability curve Figure 26. Probability curve
(ACO) (FLU) (CONT)

The probability curves indicated that each rating scale found

separate peaks on each score level, each of which represents the most
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probable score choice for test—takers across some section of the ability
being measured. Even though the overall scale functioning was not
problematic, caution was warranted on the rating scale of Content, where
two peaks were obviously lacking even space between Levels 3 and its

adjacent levels.

4.3.2 Interaction analysis

FACETS also permits bias analysis. It is similar to differential item
functioning (DIF) analysis in that it can identify any systematic patterns
of interactions or bias of a facet with any other facet and estimate the
effects of the interactions on test scores to address the quality of an
assessment, or, more specifically, to understand the effects of
assessment conditions on test scores. Investigating the interaction
between two facets determines whether the bias size is statistically
significant from t—test. It is important to detect and correct for bias in
the Rasch model, in order to ensure that the measurement of the attribute

1s accurate and fair for all individuals and items being measured.

4.3.2.1 Mode interaction
(1) Gender by mode

As shown in Figure 28, there was no statistically significant
difference in the perception of the MAR mode between males and females

based on the significance probability range of the t—tests (p = 1.00).
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Perceptions of the MAR mode did not differ between test—takers’ genders.

Observd Expctd Obserwvd Dbs—Exp| Bias— Model | Infit Outfit] Gender Mode
Score Score Count Average| Size S.E t d.f. Prob, | MnSg MnSg | SaM G measr— M M measr+
15565 1554 .88 480 00| oo o7 -.01 479 .98930 | el a1 42M oo 2 c .00
8950 949 .91 336 00| oo o7 -.01 335 9944 | 1.2 Tl | BEEM oo 1D .00
1728 1727.87 a7e juls]] oo 08 -.01 575 9835 | 1.1 1.1 | B2M a0 3 B .00
3231 3230.,77 1128 00| oo 05 -.01 1127 8916 | 1.0 1.0 82M 0o 4 A .00
2053 2052 .95 672 00| oo a7 oo E71 .9474 | 1.2 1.1 T 1 F oo 4 & .00
1459 1458 .98 480 oo| oo o7 00 478 98395 | w8 & BEIE 00 3 B .00
1230 1230,02 408 00| oo o7 oo 407 9987 | ] & ] @E oo 2 cC .00
ar 1187 .07 456 00| oo a7 [s]u} 455 9963 | - 0= [ oo 1D .00
1674.1 1674.08 567 .0 00| oo o7 0o | 1.0 1.0 | Mean (Count: 8)
B669.9 669.79 232 .4 00| oo 01 a1 | o .1 | 8.0. (Population)
T16.1 T16.04 248 4 0ol oo 01 01 | il .1 | S.D. {(Samelel

Fixed (all = 0) chi-squared: .0 d.f.!: B significance (probability): 1.00

Figure 28. Interaction statistics between the MAR mode and gender

(2) Region by mode

The MAR mode showed no significant difference between the two

test—taker groups in the two different regions — Jinju and Changwon—

based on the significance probability level of the t—tests (p = 1.00).

Perceptions of the MAR mode did not differ between test—takers in the

two different regions, as can be observed in Figure 29.

Observd Expctd Observd Obs-Exe| Bias— Model [ Infit Outfit] Reaion Mode
Score Score Count Average| Size SE t d.f. Prob. | MnSa HMnSqg | SgN Re measr— M M measr—
2033 2038 .85 624 00| .00 0B -.01 623 .8923 | 1.0 8131 W 00 2 ¢ .00
2455 2454 .82 792 00| ao 05 == 791 .8320 | 1.1 1.1 181 44 .00 3 B oo
4675 4674.668 1560 00| .00 .04 -.01 1559 9800 | 1.1 1.0 17144 00 4 A felol
1140 1138.390 408 00| oo a7 -0 407 .8943 | 1.1 1.1 11 Jd .00 1 D oo
732 732.08 264 00| elel .08 Qaa 263 ,0968 | .8 8| B2 CW .00 3 B .00
746 746 .05 264 00| ao 08 ao 263 .93EB5 | .B 8 | 42 CW .00 2 C oo
E03 B09.03 240 00| .00 1 .00 239 .8963 | 1.3 1.1 | 8 2 CW 00 4 A .00
987 8997.08 384 00| oo (6]} o 383 .9954 | g 1.0 | 2 2 CW 001 D oo
1674.1 1B74.08 567 .0 00| .00 07 .00 | 1.0 1.0 | Mean (Count: 82
1293.0 12892.81 416.7 00| oo 02 01 | 2 1 | 5.0. (Population)
1382.3 1382.18 445.5 0ol Rele] 02 .0 | i 1 1 8.0, (Sample)
\Fixed (all = 0) chi-saquared: .0 d.f.: 8 significance (probability): 1.00

(8) Criteria by mode

Figure 29. Interaction statistics between the MAR mode and region

There was no statistically significant interaction between the

perception of the MAR mode and the rating criteria based on the

significance probability range of the t—test results, which was from 0.09
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to 0.96. This might suggest no significant probability of whether test—
takers’ perceptions of the MAR mode affected the ratings of specific

rating criteria to be assessed in the test, as illustrated in Figure 30.

Observd Expctd UObservd Obs—Exp| Bias— Model | Infit Outfit] Mode Task
core Score Count Awverage| Size g.E t d.f. Prob. | MnSg nSg | Sa N M measr+ N Task measr—
758 740,83 222 .08 | —.20 11 =1.83 21 .06B7 | 1.1 1.0 1 22C .00 1 conwv =47
508.69 1898 .05 =08 10 —.94 187 .3488 | 7 71 51D .00 2 desc 2B
1350 1336 .08 450 03| -.08 08 -1.04 449 2869 | T Tolo12 44 .00 3 opin -.08
BE. 42 2E64 03| ==l os -.78 263 .4368 | a 1.0 1 7T 3B .00 2 desc 2B
585 579.61 58 03| —.0B 10 —.5B6 187 5778 | 1.2 1.2 | 110D .00 1 conw —. 47
768 763 .80 264 02| -.03 oz} -.38 263 .7034 | 1.0 1.1 1 15 3 B .00 4 zequ 28
B71 BBE . 42 222 01| -.02 10 -.25 221 .8003 | 1.1 1.1 1 142¢C .00 4 zequ 28
06.77 264 00| -.01 o8 -.12 263 .9085 | 7 B 11138 .00 3 eopin -.08
1274 1274.12 450 00| oo o7 o1 449 .93930 | 1.0 1.0 1 B 4 A .00 2 desc 2B
506.56 188 -.01] 02 10 1B 187 .8751 | 1.3 1.4 1 131D .00 4 sequ 28
704,889 222 -.01| o2 10 19 221 .8480 | 7 7Tl 1o02cC .00 3 opin -.08
1265 1270.12 450 —-.01| 03 o7 38 449 7074 | 12 1.1 1 168 4 4 .00 4 seau 28
1395 1403 .41 450 =2 05 08 B5 449 5136 | 1.5 1.4 | 4 4 A .00 1 conw —.47
848,88 264 -.05| 13 10 1.38 263 L1766 | 1.3 1.1 1 3 3B .00 1 conw —. 47
529 542 .12 198 -.07| 13 10 1.33 187 .1854 | a8 9 | 910D .00 2 opin =, 08
B53 EVO.BB 222 —.08| 17 10 1.73 221 .0B43 | 8 =] B 2C .00 2 desc 2B
837 .1 B37.03 283.5 oo (o]u] o=} —-.01 | 1.0 1.0 | Mean (Count: 16)
287 .3 2897 17 58.0 04| 08 o1 a3 | 2 2 | 8.D. (Population)
307.0 306 .91 102.2 04| 08 o1 9B | 3 2 | 5.D. (Sample
Fixed (all = 0) chi-squared: 13,7 d.f 16 significance (probability): 62

Figure 30. Interaction statistics between the MAR mode and rating criteria

(4) Task by mode

According to Figure 31, there was no statistically significant interaction
between the perception of the MAR mode and tasks based on the
significance probability range of the t—test results (0.06 to 0.99). It can
be said that the test—takers’ perceptions of the MAR mode did not affect

their performance in different task types.

(5) Test—takers’ English proficiency by mode

Based on the significance probability range of the t—test results from0.92
to 0.99 (see Figure 32), there was no statistically significant interaction
between the perception of the MAR mode and test—takers’ general
English proficiency level. It can be said that the test—takers’ perceptions
of the MAR mode did not vary according to their general English
proficiency level.
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Obserwd Expctd Observd Obs—Exp| Bias— Model |Infit Outfit] Mode Category
Score Scere Count Average| Size S.E. t d.f. Preb. | MnSg MnSq | S9 N M measr+ N Cate measr—
988 973.75 296 .05 =512 .09 —1.30 295 .1940 | o Tl B2ZC .00 2 FLU —.35
1047 1036.51 352 03] -.07 .08 -.83 351 .4064 | 1.1 1.0 338B .00 1 ACC 7
1044 1034.13 352 .03 —.0B .08 -.78 351 .4352 | 1.1 1.1 111 38B .00 3 CONT .18
1855 1844.74 |sxele] 021 —.05 .07 —.B8 599 ,494E6 | .9 91 844 .00 2 FLU -.35
B34 BEE . 48 264 o0z e 04 .09 =8 263 .B287 | 1.1 1.01 91D 00 3 CONT 18
1722 1721.31 BOO uleq] a0 .0B —.04 598 .9648 | 1.0 1.01 444 00 1 ACC 17
B84 Ba0. 43 264 kil ] al .03 13 263 .9005 | 1.0 1.0l 11D 00 1 ACC 17
754 756 068 264 -.02]| a3 .03 36 263 .7180 | 1.0 1.2 1 51D 00 2 FLU =, 35
500 504 .56 296 —.02| a3 .09 29 295 .B359 | 1.1 1.0 102 ¢C 00 5 CONT 18
1707 1717 .67 600 =a e 04 .0B B& 599 .4352 | 1.3 1.2 1 12 4.4 00 3 GONT 18
87 506 .59 2496 =03 o7 .03 82 235 .4110 | = 1.0 | 22 C 00 1 ACC 17
1036 1116.23 352 - 08| 14 .08 1.69 351 03zg | s .8 | 7 3B 00 2 FLU —.35
1116.1 1116.04 378.0 oo| 0o .08 oo | 1.0 1.0 | Mean (Count: 122
385.3 385,10 132.0 031 o7 .a1 8z | 1 .1 | 2.0, (Population)

412 .89 412 .67 13v.48 031 o7 .01 85 | 2 .11 2.0, (Samplel
Fixed (all = 0) chi-squared: 8.0 d.f.: 12 significance (prokability): .79

Figure 31. Interaction statistics between the MAR mode and task

s e e e e e e S i e S i g S e e S e e +
Observd Expetd Observd Obs-Exp| Bias- Model |lnfit Outfit Comp Mode
Score  Score Count Average| Size §.E. t d.f., Prob, | MnSq MnSq | Sq N C measr- N M measr!
+ + I
340 33917 141 01 =] A2 -.10 140 8209 1.0 1.0 1866 0038 00
1035 1034 .80 492 00 00 07 -.01 431 89843 4 9| 2466 00 4 A 00
1238 1237.92 384 .00 .00 .08 -.01 383 .9949 1.2 1.2 | 2133 00 4 A .00
632 631.93 216 .00 .00 .09 .01 215 9950 10 1022414 004 A .00
1080 1079.93 336 .00 .00 .08 .01 335 .9955 1.0 101641 .00 3B .00
774 773.95 240 .00 L0011 .01 239 9956 Bl 1.1 2022 .00 4 A .00
611 610,84 240 .00 00 .09 L0l 2889 94958 1.1 1.1 | 2355 00 4 A 00
726 725 .96 216 00 .00 11 .00 215 49963 1:] 1.0 938 mec 00
517 516.896 168 _00 00 11 00 167 94965 .8 911044 002 C .00
398 397 .96 168 .00 .00 11 .00 167 .9967 1.0 1.0 666 001D .00
338 337.98 96 .00 .00 17 .00 95 .9968 1.0 81331 1 .00 3B .00
468 467 .97 168 .00 00 11 .00 167 9970 1.00 1.6 | 11 55 .00 2cC .00
472 471.97 144 .00 .00 14 L00 143 84971 .8 8115383 L0038 .00
994 993 .97 268 .00 00 12 J00 287 8973 1.4 1.1 1911 00 4 A 00
575 574 98 168 00 00 14 00 167 49975 a8 8 822 002C 00
T4 773.96 2488 .00 00 08 .00 287 .9976 10 11 144 001D .00
467 466.98 168 .00 00 12 .00 167 9979 1.1 1.2 5§55 001D .00
134 133.99 18 .00 00 21 .00 47 .9979 .8 8| 1266 002 C .00
393 392.99 120 .00 .00 13 00 119 9985 A 8| 1422 0038 .00
J65 J64.98 120 .00 00 13 L00 118 .49985 8 8 711 00egc .00
199 198.99 72 .00 00 16 .00 71 98990 9 1.0 333 001D .00
147 147.00 18 .00 .00 .20 .00 47 ,9999 o By | 222 001D .00
152 152 .00 18 .00 .00 .25 .00 A7 9996 1.3 13 111 001D 00
564 564,75 219 .00 .01 .10 .07 218 9416 1.1 12 ]317 55 .00 3B .00
e e e i o i s o e e o L e et ] [ i i~ et e
5580 558.01  169.0 00 .00 13 .00 1.0 1.0 | Mean (Count: 24)
294.4 298.37 100.8 .00 00 .04 03 2 1| 8.0, (Population)
304.8 304,79 103.0 .00 00 .04 .03 o8 1| 8.D. (Sawple)
+ +
Fixed (all = 0) chi squared: .0 d.f.: 24 significance (probability): 1.00

Figure 32. Interaction statistics between the MAR mode and test—takers’ proficiency level

4.3.2.2 Rater interaction
(1) Test—taker gender by rater

According to Figure 33, there was no statistically significant
interaction between the raters and test—takers’ gender based on the
significance probability range of the t—test results, which is 0.86 to 0.95.
Thus, it followed that the behaviors of the raters were not affected by

test—takers’ gender.
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|Observd Expctd Observd Obs—Exp| Bias- Model | Infit Qutfit] Gender Rater |
| Score Score Count Average| Sizs S.E £ d.f. Prob, | MnSa HMnSg | SN G measr— N Rate measr— |
| I
| 2912 2903 .85 1008 .00 0o .05 —-.10 1007 .9208 | 1.0 1.0 B1F .00 4 Byu =83 .|
| 2305 2303 .50 7568 .00 .00 .08 -.08 753 .89339 | 1.0 101 22M .00 1 Jung =.89 |
| 1459 1458 .12 504 0g| oo o7 —.0B 503 .9533 | 1.1 1.0 42HM .00 2 Mam SREE i
| 1589 15868.59 576 .00 .00 .08 —.03 575 .9786 | .8 B8 T .00 3 Mat -1.28 |
| 3700 3701.80 1260 .00 0o .04 .08 1258 .9394 | 1.1 1.0 1 72M .00 4 Bwu =893 |
| 460 460,80 144 =01 [ .01 .13 11 143 89162 | 1.0 Isky 153 1 L00 2 MNam =Lwll 1
| 3968 969 .E9 288 =201 02 10 A7 287 .8B44 | 1.1 1.1 111 F .00 1 Jung =50 1
| |
| 1313.8 1313.21 E43.0 .00 (uls] 07 01 | 1.0 1.0 | Mean (Count: 7) |
| 1046.1 1045.88 363.6 .00 o1 03 10 | A 1 | S.D. {Population] |
| 1128.8 1123.68 392.7 Rolekl o1 03 10 | A A1 5.0, (Samele) |
Fixed (all = 0) chi-sguared: 1 d.f.: 7 significance (probability): 1.00

Figure 33. Interaction statistics between rater and test—taker gender

(2) Test—taker residence by rater

It was shown in Figure 34 that there was no statistically significant
interaction between the raters and test—takers’ residence based on the
significance probability range of the t—test results, which was 0.97 to
0.99. Therefore, the raters’ behavior was not affected by test—takers’

place of origin.

|Observd Expctd Observd Obs—Exp| Bias— Model [Infit Outfit] Reg i on Rater |
} Score  Score Count Average| Size S.E. t d.f. Prob. | MnSa MnSq | SaN Re measr— N Rate measr-— }
| 1588 1588 .58 578 00| .00 .06 -.03 575 .9796 | B 81 32cw 00 3 Mat -1.28 |
| 5117 5116.13 16892 00| .00 .04 -.03 1681 .9743 | 1.1 1.0 1 41 04 00 4 Byu -.83 |
| 1919 1918.92 648 00| .00 .06 .00 647 .9962 | 1.0 T [ T dd .00 2 Mam =117 |
| 3273 3273.19 1044 .0g| .00 .05 .01 1043 9927 | 1.1 1.0 011 M .00 1 Jung =88 1
} 14595 14895 .62 a7e 00| .00 .08 .04 575 (9898 | 1.0 101 82 CW .00 4 Bvu =53 }
| 2678.6 2678.49 907 .2 00| .00 .05 0o | ek 1.0 | Mean (Count: 5) |
| 1375.8 1375.48 429.2 .00 .00 .01 .03 | G 11 8.0, (Population) |
| 1836.2 15937.84 479.9 00| .00 01 03 | 1 11 5.0, (Sample) |
Fixed tall = 0) chi-squared: .0 d.f.: 5 significance (probabilit¥): 1.00

Figure 34. Interaction statistics between raters and test—taker’s region

(3) Criteria by rater

According to Figure 35, there was no statistically significant
interaction between raters and rating criteria based on the significance
probability range of the t—tests (1.47 to 0.99). This finding might suggest

that raters’ performance was not affected by specific rating criteria.
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|Observd Expctd Observd Obs-Exp| Bias— Model [ Infit Outfit] Rater Category |
I Score  Score Count Averagel Size S.E. t  d.f. Prob, | MnSa MnSa | Sa N Rate measr— M Cate measr— }
| 573 558.85 182 .07 -.16 a1 =183 191 1537 | 8 81 73 Mat  -1.28 2 FLU =35 |
| 2164 2143.66 756 .03 -, 06 S8 =] 785 .26B5 | 1.1 1.0 | 12 4 Byu —-.83 3 CONT 18|
| 628 623.72 218 .02 -04 10 -.43 215 .BB5O | bl 8 22 Nam  -1.11 1 ACC A7
| 1073 1067.45 348 .02 -.04 J0B -.4B 347 .B478 | g A0 1 1 Jung -.83 1 ACC A7
| 516 514,97 182 .01 =01 1 =11 191 .9131 | if 1 33 Mat -1.28 1 ACC AR |
| 673 672.83 218 .00l 00 11 -.01 215 .9844 | bl 81 B2 Nam -1.11 2 FLU =485 |
| 1083 1065.26 348 =81 02 .08 18 347 8534 | 1.4 1.4 | 891 Jung -.83 3 CONT .18 |
| 1137 1140.49 348 =011 .03 03 a8 347 7601 | Bl B 51 Jung -.89 2 FLU =g |
| 2310 2319.40 78§ =0 .03 06 .53 755 .6943 | ol .81 8 4 Bvu -.83 2 FLU =88 |
| 2138 2148.69 786 =Ll 03 05 .58 785 8603 | 1.2 1.1 | 44 Bwu -.93 1 ACC i |
| 618 22,27 218 =0 04 10 43 215 ,BBE3 | 1.3 1.3 | 10 2 Nam =1.11 3 CONT 18 |
I 500 513.66 192 s 15 11 1.46 191 .1473 | k] .81 11 3 Mat -1.28 3 CONT .18 }
| 1118.1 1116.04 378.0 .00] .00 .08 .00 | 1.0 1.0 | Mean {Count: 12} |
| B64.0 BE4.07 226.2 .03 07 .02 ] | 2 .2 | S.D. (Population) |
| B93.5 B33.60 236.2 031 07 .02 .78 | i .2 | 8.D. (Sample) |
Fixed {all = 0) chi-squared: 6.7 d.f.: 12 significance (probability): .87

Figure 35. Interaction statistics between rater and rating criteria

(4) Task by rater

According to Figure 36, there were three cases of statistically
significant interactions between two raters — Rater 1 Jung and Rater 3
Mat — and two tasks — Task 1 (dialogue completion) and Task 3
(explaining sequential information)— based on t—values within
significance probability levels of 0.05.

To begin with the scoring behavior of Rater 3 (Mat), the following
investigation reported that it did not seem to make discernable impact on
the measurement of test—takers’ ability to perform Task 1, dialogue
completion, because this interaction did not cause any unexpected
response among 32 residuals in Appendix 4. On the other hand, Task 3,
explaining information, the sequence of events, with which both raters
were in interaction, warrants further investigation.

According to Figure 36, both Rater 1 (Jung) and Rater 3 (Mat) made
meaningful discrepancy between observed and expected scores with the

bias size —.26 and .29 respectively. The negative bias value for Task 3
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rated by Rater 1(Jung) might suggest that she was being consistently
harsher than she rated the other tasks, while the positive bias value for
the same task when rated by Rater 3 (Mat) might mean that he rated

opposite, more lenient than he was to other tasks.

Observd Expctd Observd Obs-Exp| Bias— Model [Infit Outfit] Rater Task

Score Score Count Average| Size 8B t d.f. Prob, | MnSa MnSg | Sq N Rate measr— N Task measr—
450 427 .25 144 16 =gy 2 ] 143 0043 .42 1.1 3 3 Mat -1.28 1 cohwv —.47
B17 788.06 261 11 -.26 10 -2.72 260 0070 1.1 1.1 13 1 Jung  -.99 4 seau .28
470 461 .06 162 06 = )ik 12 -1.04 161 3000 =] B E 2 Mam =1.11 2 desc .26
489 485 .80 162 0z -.08 2 -.38 161 7047 g .B 10 2 Nam  =1.11 3 opin  -.08
1599 1588.21 567 oz -.04 .06 -.67 566 5000 =l .2 8 4 Byu —.93 2 desc .26
1662 1673 .81 567 a1 -.03 .08 -.52  5B6 .BOIG g .B 12 4 Byu —.83 3 opin -.08
1586 1582 .69 867 a1 = .06 i 566 .B362 T2 1.2 16 4 Byu —.93 4 sequ .28
513 512.61 162 oo =] 212 -.05 161 .SE12 T2 1.4 2 2 Mam -1.11 1 conwv —.47
866 666.893 261 00 01 .10 10 260 9242 1.8 1.1 11 Jung  —.88 1 conv —.47
378 380.11 144 —-.01 0z 12 14 143 .B915 5 it 7 3 Mat =1.28 2 desc .26
401 402 .55 144 -0l 0z 12 19 143 8480 B .B 11 3 Mat  -1.28 3 opin  -.08
B18 B27.70 261 —.04 09 .10 94 260 3456 i .8 9 1 Jung —.99 3 opin -.08
1745 1767.04  5E7 -.04 10 .07 1.46  5BE6 1461 1.3 1.2 4 4 Byu —.83 1 conv  -.47
T2 T90.50 261 = Hr 16 .09 1.74 260 .0825 1.0 1.1 5 1 Jung —.98 2 desc .26
447 458 .46 162 -.08 A7 .12 1.45 181 1600 1.1 1.1 14 2 Nam  -1.11 4 sequ .28
358 378.68 144 =l 29 212 2.41 143 0173 B! 1.0 15 3 Mat -1.28 4 seau .28
837.1 837.03  283.5 00| ole] .10 .00 | 1.0 1.0 | Mean (Count: 167

498 .6 498 .69 169.6 o7 | 16 .02 1.41 | 3 .2 | S.D. (Population}

514.8 515,04 175.2 07l 16 .03 1,46 | 3 .2 | 8.0, (Sample)

Fixed fall = Q) chi-squared: 31.8 d.f.: 168 significance (probability): .01

Figure 36. Interaction statistics between rater and task

In terms of interpreting the magnitude of DIF effect sizes, there is
no universally agreed—upon scale or threshold for determining the
magnitude of bias in MFRM. However, a commonly used guideline is to
consider a DIF effect size greater than 0.5 or less than —0.5 as indicative
of substantial DIF (Shealy & Stout, 1993). This threshold is based on the
notion that a DIF effect size of 0.5 corresponds to a difference of one
standard deviation on the log—odds or logit scale, which is considered a
meaningful difference in many contexts.

According to the guideline, the bias sizes of Rater 1(0.29) and Rater
3(—0.26) were not considered substantial as the values did not exceed
the threshold. In spite of the less substantial magnitude of bias size, it 1s

worthwhile to investigate rating behaviors of Rater 3 in particular that
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showed statistically significant interactions with two tasks, Task 1 and
Task 3. Subsequent analysis about the testing process would be made in
the following section 4.4 including not only the test users’ overall
perceptions on the MARST but close examination of test—takers’ spoken

responses to Task 3.

4.3.3 Analysis of unusual responses in MFRM

Identifying and handling unusual responses in the MFRM analysis is
important to ensure the validity and reliability of the test results. These
responses may indicate problems with the test items, response format,
or test—takers themselves, and may require further investigation or
modifications to improve the test quality. Unusual responses in the MFRM
analysis can take different forms, such as unexpected response patterns,
responses with interaction with, or extreme responses (e.g., selecting
the highest or lowest response option for all items).

The following is an attempt to meet the need of further analysis in
identifying and addressing sources of response deviations disclosed in
MFRM analysis including person (ability) misfits, rater—task interaction
and unexpected residuals in the previous section of 4.3.2.2. To serve
these purposes, test—takers were divided into three groups according to

their English proficiency levels.

4.3.3.1 Sources of person (ability) misfits
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Overall, misfit cases in the MFRM can be caused by a variety of
factors, and it is important to identify the sources of response deviation
in order to address them appropriately and improve the validity and
reliability of the test scores. It is because they may indicate that the test—
taker's responses are significantly different from what is expected based
on their ability level and the item difficulty.

In this dissertation, misfits were only identified in the test—takers’
ability facet with none in all the other facets such as rater, rating criteria,
and task. And there were 18 cases with misfits in both infit and outfit
measures greater than 1.5. (See Appendix 7)

According to studies of potential sources of person misfits (Linacre,
1998; Nering & Ostini, 2010), there are a variety of factors such as
guessing, carelessness, misunderstanding the item or instructions, and
anxiety. In the questionnaire survey, 14 out of 18 test—takers with
misfits showed positive perceptions on the use of MARST, answering
‘agree and strongly agree in the Likert scales of most items.

In the interviews, however, some of them shared with the
researcher troubled experiences they suffered and mistakes they
accidentally made from misunderstanding the instructions so they had to
stay longer on the app against their will to record their responses again.
In addition, they said that during the test, unexpected ambient noises from
outside or incoming calls to their mobile phones distracted their attention

from speaking on the phone, which also made them take the test several
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times.

Thus, the potential sources of the person misfits could probably
have been related to misunderstanding the instructions delivered in the
new test mode and carelessness due to lack of attention and unwilling
repetition. One of solutions may be the sufficient amount of time for
hands—on exercises before the actual test begins. With this exercise,
test—takers can understand what are inside the app and how to use them

in advance.

4.3.3.2 Sources of bias: rater x task interaction

The rater interaction with task in MFRM analysis of the previous
section, 4.3.2.2 indicated that Rater 3 was harsh in rating Task 1 but lenient
in Task 3. The further inspection obviously indicated that Rater 3
consistently scored test—takers in the low ability group (the average
measures of O or under the average zero) higher than the counterpart rater,
Rater 4 in at least one of the three rating criteria in 13 cases out of 20.
Meanwhile, when it came to rating Task 1, Rater 3 was harsh to test—takers.

Based on the online interview with Rater 3, it can be cautiously
concluded that the bias might have been due to scoring order, that is starting
from the lowest scores to the highest and lack of attention. Bias from scoring
order can be prevented by using randomized scoring order or balanced
scoring order. Randomized scoring order involves randomly assigning the

order in which responses are scored. This helps to prevent any systematic
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bias from scoring in a particular order from Task 1 to Task 3.

Additionally, scoring in a consistent and unbiased manner
regardless of task, rating criteria and test—taker variabilities calls for
more attention to the rating process. First, monitoring the behavior of
raters during the rating process to identify any potential issues, such as
rater fatigue or leniency, which could affect the reliability of the ratings.
Second, providing regular feedback to raters on their ratings to help them
improve their consistency and accuracy. This feedback can include
discussions of individual ratings, as well as more general feedback on the

rating process.

4.3.3.3 Sources of unexpected responses

In the MFRM, an unexpected response is a response given by a
test—taker that does not fit the expected pattern of responses based on
their overall ability level and the difficulty level of the item. This means
that the test—taker's response deviates significantly from what would be
predicted based on their level of proficiency, and the properties of the
item itself.

Unexpected responses can occur for various reasons, such as
guessing, carelessness, misreading the item, or simply making an error
in responding. Other sources may also include in MFRM biased item,
multidimensionality. These responses can negatively affect the accuracy

and reliability of the test scores, as they can distort the measurement of
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the test taker's proficiency level.

Of the 32 unexpected responses (see Appendix 7) in this
dissertation, the noteworthy cases were the speaking responses of four
test—takers (Person 32, 129, 158 and 70). Responses of the first three
test—takers were considered unexpected by two raters, and while
responses of the last test—taker (Person 70) proved unexpected in some
tasks (Task 1 and 4) from one rater.

Further inspection of their speaking responses were made. To begin
with responses of Person 32 for Task 1, in the interview with her, it was
found that during the actual test, she seemed to misread the instruction
and made a mistake of failing to understand what the task intended to
assess . two expressions useful to serve the two language functions in
turn—taking with the simulated interlocutor : making suggestion and
expressing the ability to do something. It turned out that Person 32 only
demonstrated knowledge for the language function of expressing the
ability to do something. Thus, unexpectedly, Person 32 obtained lower
marks in Task 1 in spite of the perfect scores in the other tasks.

As for responses of Person 129 and 158 for Task 4, they were
commonly characterized as lack of content, making their responses
almost empty, compared to what they responded in the other tasks.
Lastly, Person 70 seemed to fail to record responses in proper volume;
hence, it was almost impossible for two raters to hear them.
Consequently, the aforementioned analysis of unexpected responses

here may suggest that carelessness occurred to those test—takers
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without giving proper consideration for task performance. This may have
resulted into responses that did not reflect the test—takers’ true abilities
or knowledge. Addressing unexpected responses can involve providing
feedback to the test—takers to help them prepare for the new test by
providing additional instruction or motivating exercises for training test—

takers .

4.4 Analysis of the testing process

4.4.1 Perceptions of MAR mode

In the literature review, when applying a new test mode, test—takers’
anxlety tends to increase because they cannot control the new test owing
to the absence of a human interlocutor in the machine—delivered
assessment. Thus, through questionnaires and interviews, this study
aims to elucidate the effect of the modes of cognitive and emotional
experiences. The results of the questionnaires given to test—takers are

summarized in Table 40.

4.4.1.1 Students

When it came to the use of the device or the MAR application, which
Items 1 to 3 addressed, test—takers thought it was more interesting and
comfortable to speak via the MAR application than to have a face—to—
face test. The most common adjectives used to describe the MAR
application device wee “interesting” and “comfortable”.
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Table 40. Summary of test—takers’ questionnaire result’’ (N=199)

Category MAR app MAR-delivered test materials
Item Q1 Q2 Q3 Q4 Q5
Trait Interest Motivation Comfort authenticity  Sufficiency
Mean 3.26 2.77 3.18 3.41 2.94

Category MAR-delivered test materials MAR—delivered test
Item Q6 Q7 Q8 Q9 Q10
Trait interactiveness Clarity Relevance appropriacy Usefulness
Mean 2.67 2.93 3.02 3.12 2.67

Regarding the test inputs in Items 4 to 7, the majority of test—takers
agreed that test inputs were highly authentic (3.41), which means the
tasks were representing real—life language use situations. A significant
number of test—takers agreed to some extent that the test provided
sufficient guidance (2.94) that made it easy for them to understand what
was being asked of them and to construct their responses. The remarks
most characteristic of the MAR test materials were “authentic” with
“sufficient guidance”.

Finally, Items 8 to 10 addressed the overall perceptions of the
MARST test. The majority of test—takers agreed that the test topics
were relevant for high school students (3.02), and the test tasks were
appropriate to be presented in the MAR mode (3.12). Thus, it could be
said that what characterized the MAR test were the terms “appropriate”
and “relevant”.

As for Research Question 3, a quantitative analysis was conducted

to investigate whether the perceptions of the MARST differed according

% The overall average score is 30.00, out of a perfect score of 40.00 on a scale of O to 4.
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to test—takers’ gender and general proficiency level. The mode
interaction in 4.2.3.1 found no significant difference between males and
females.

After the test administration, there were interviews where ten
test—takers were asked to elaborate on their numerical responses.
Comments on the questionnaires, including the strengths and weaknesses

of the MARST, included the following :

P Strengths

— Because it was not face—to—face, I was able to pronounce English words
confidently because I felt less pressure to speak English.

— Often, even if you prepared hard for an exam, you could ruin it due to
nervousness, but this type of test can avoid it.

— I didn't have enough chances to speak English, but this turned out to be
a good opportunity. It would help me to develop speaking skills.

— The presented material was lively and fresh, so I was able to focus. I
especially liked watching animated visual images as well as static ones.
I realized that English tests could be fun.

— It(the environment poster) came out as a video rather than a photo, so it
was easier to observe and pick up a lot of things to talk about.

— The tasks were not complicated and what I had to do was simply record,
so they were appropriate for me to perform with my mobile phone.

— The tasks were related to the global environment, which was quite
informative and appropriate to the level of the students since we knew
what the tasks asked us was based on what we learned in class.

— It was nice to be able to hear the English pronunciations while talking
with the avatar, Eco Bear, and I felt like I had a conversation partner.

— It was nice to be able to do it alone anytime, anywhere at a convenient

time. Complaints about test order disappear. It was nice to be able to
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access multiple people at the same time and to hear the questions
multiple times because I could use the replay function within the time
limit.

— This test could make it possible for teachers to implement performance

assessments even in case of online classes.

» Weaknesses

— There was an error in implementing the AR. The video was cut off even
when the marker moved slightly away from the camera. The marker
seemed too sensitive.

— It was cumbersome to learn how to use the AR in the first place.

— It was inconvenient to have to hold a mobile phone to view the screen.

— Different mobile phone models may affect installing and using the
application.

— I was embarrassed that my face appeared on camera.

— The letters on the screen were too small and there was no place to put
up the phone. I couldn't see the letters and pictures well.

— I didn't feel like having a conversation in the dialogue completion task
because the virtual interlocutor spoke slowly and the tone of her voice
was like a robot.

— The screen went by so quickly that it was not easy to think of what to
say in English. It was not easy to come up with an answer right away.

— I didn't know where to put my eyes when I spoke in the recording scene.
I would like to see the interlocutor’s face appear so that I could make eye
contact in the recording scene.

— I thought that it would be difficult to catch cheating and at the same time,
any meaningless actions could be mistaken for cheating.

— It was awkward to speak alone, and I couldn't confirm whether I

understood what I was saying.

4.4.1.2 Teachers
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The results of the questionnaires given to 17 teachers are
summarized in Table 41. The teachers’ responses were gathered in the
teacher workshop in summer 2022, as shown in Figure 37. There was an
overall tendency that teachers evaluated the MARST test higher than
students did. For the use of the device or the MAR application that the
Items 1 to 3 address, the test—takers thought it the most interesting and
more motivating to speak via the MAR application than face—to—face. The
most common comments by teachers regarding the MAR application device
were that it was “interesting” and “motivating”.

Regarding the MAR—delivered inputs in Items 4 to 7, akin to a large
number of test—takers, the majority of teachers found the MAR—delivered
test inputs to be highly authentic (3.76). Moreover, a number of test—takers
agreed to some extent that the test provided a sufficient amount of input
(3.35) and clear guidance (3.35). The remarks most characteristic of the
MAR test materials were “authentic” with “sufficient and clear guidance”.

Items 8 to 10 addressed the overall perceptions of the MARST test.

Table 41. Summary of teachers’ questionnaire results (N=17)%®

Category MAR app MAR—delivered test materials
Item Q1 Q2 Q3 Q4 Q5
Trait interest motivation ~ Comfort  authenticity  sufficiency
Mean 3.88 3.47 3.29 3.76 3.35

Category MAR-delivered test materials MAR—delivered test
Item Q6 Q7 Q8 Q9 Q10
Trait interactiveness clarity Relevance appropriacy usefulness
Mean 3.00 3.35 3.53 3.53 3.47

% The overall average score is 34.65 out of a perfect score of 40.00 on a scale of 0 to 4.
138



The majority of teachers agreed that the test tasks were relevant
to the topics and skills necessary for high school students to learn (3.53),
and appropriate to be presented in the MAR mode (3.53). Teachers
characterized the MAR test as “relevant” and “appropriate”.

The lower scores observed in students' responses compared to
those of teachers can be attributed to the psychological burden
associated with the test's purpose as an achievement assessment, even
if the stakes were relatively low. This emphasizes the importance of
implementing MAR —based speaking assessment in the form of formative
or diagnostic assessments. Such assessments are generally considered
more learning—oriented, serving as valuable tools for learning and
improvement, before utilizing the MAR—based assessment as a final
achievement assessment.

At last, comments on the questionnaires including strengths and

weaknesses of the MARST were reported as follows :

P Strengths

— The test was easy to understand with realistic tasks.

— Augmented reality was so interesting and fun that test—takers could
concentrate on tasks.

— The exam burden will be greatly reduced. Test—takers will be less
nervous.

— Students could immerse themselves in the task.

— The test tasks were appropriate to be presented via MAR and they would
help test—takers’ understanding of what to do and how to do it.

— The test enables test—takers to practice and perform tasks repeatedly.

— I felt like I was actually having a conversation with a person. I would like
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to practice tasks and dialogues developed with more topics other than

the environment.

» Weaknesses

— I had difficulty getting into the application at first.

— It would be difficult for students unless there is enough prior practice.

— It was inconvenient that I had to wait for the next level until the Eco
Bear (narrator) finishes its narration.

— T hope the re—recording function would be less cumbersome. I had to go
all the way back to the beginning for re—recording.

— Ambient noise was recorded during the response.

’ i = - R
Figure 37. Teacher’s workshop for practicing the MARST

4.4.2 Analysis of speaking responses

The questionnaires and interview data analysis in the preceding
section provided useful information regarding test—takers’ reactions
to test tasks, the new test mode and the overall process of test
performance via the MARST. However, another qualitative method
was employed in this study that more directly explored test—taking
processes and the linguistic features of test—takers’ responses that

they revealed during the task, which was associated with Research
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Question 4. It was done by analyzing transcription of authentic
spoken discourse of several selected test—takers’ oral performance.

This qualitative approach brought attention to spoken
discourses of speaking responses in Task 3, a monologic task for dual
purposes. It first attempted to investigate how the capability of
technical affordances of MAR test mode - interactiveness and
authenticity — supported the assessment of communicative language
competence particularly associated with interactional and
interpersonal features, an integral part of abilities for spoken
communication. A number of samples of transcribed spoken response
data are provided in Appendix 9.

In the discourse analysis of test—takers’ speaking responses to
Task 3, several resources were noted in the following that
presumably signal the test—takers’ role or the identity that they
displayed in the context of the task situation. Notably, identity may
be signaled by a participant’s choice of specific linguistic devices
(Young & Miller, 2004). The spoken data analyzed here was
transcribed into text for qualitative analysis by AntConc 4.2.0
(Anthony, 2022), a freeware corpus analysis toolkit for text analysis.

The corpus analysis was conducted in reference to the
American English corpus?’, which is free for research purpose. The

"Corpus manager" menu in AntConc allows users to load corpora from

2% This corpus present in AntConc 4.2.0 (Anthony, 2022) is made up of 80 files with 161,469 tokens
and 17,804 types that deal with topics of various areas : mathematics, natural sciences, political

science, social and behavioral sciences, technology and engineering, and education etc. made in 2006.
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the online corpus repository, as shown in Figures 38 and 39.

Hetererce Compiss

Bt to Main Window

a target corpus in Corpus manager menu

gt Coee. eterenne o

Sove 30 )

Bt o M Wirom

Figure 39. A screenshot of loading a reference corpus in Corpus manager menu

Additionally, the keyword analysis feature within this menu
enables users to compare a target corpus with a reference corpus,
helping identify words that exhibit significantly higher or lower

frequencies in the target corpus.

4.4.2.1 Overview

For the qualitative analysis, the audio files of speaking responses to

Task 3 were transcribed into text so that a small—size corpus was
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generated as summarized in Table 42. Then, several useful ways to
analyze the text provided the linguistic features communicated by the
MAR test mode.

First of all, the type—token ratio (TTR) is a traditional linguistic
measure of lexical diversity or richness of a text or a language sample. It
calculates the ratio of unique words (types) to the total number of words
(tokens) in a given text. Higher TTR values suggest greater lexical
diversity, indicating that the text or sample contains a wide range of
different words. Conversely, lower TTR values indicate less lexical
diversity, suggesting a narrower range of vocabulary used.

Importantly TTR results should be interpreted with caution. One
central issue here is that the TTR of a text sample is influenced by its
length. As a text extends, the chances of the subsequent word being a
repetition of a previously used word increase. Additionally, different
genres or language styles can exhibit varying TTR ranges. Thus, it
should be interpreted within the context of the text's length, task, topic,
and genre (Tilstra & Smakman, 2018). Its relationship to language
proficiency levels therefore still remains inconclusive, that is to say that
the increase in TTR does not necessarily indicate the increase in
proficiency levels (Espada—Gustilo, 2011; Wang, 2014).

Likewise, the TTR of Task 3 in Table 42 showed the TTR
decreased as the proficiency level increased. One important thing to be
taken into account here is task feature. Task 3 is characteristic of limiting

opportunity for word variation as what should be included in the response

143



was rather context—specific. This is because when the context of a
response 1s very specific, there is a certain range of vocabulary or
expressions that are appropriate or relevant to the context of Task 3.
Therefore, it 1s essential to consider the context of the analysis when

interpreting TTR results.

Table 42. Token and type of the speaking response corpus in three proficiency groups

Proficiency All High Medium Low

Category (N=150) (n=50) (n=50) (n=50)
Token™ 5664 2450 1922 1292
Type®! 514 294 344 262
TTR* 9 12 17.8 20.2

To identify the main topics or themes to compare with texts with
different lengths, the size of normalized range® was calculated. The
normalized range in n—grams refers to the diversity or variety of n—

grams in a given text or dataset. Range refers to the number of unique

words or terms used in a text by taking into account the size of the corpus.

In the case of normalized range in AntConc, it assesses how frequently a
particular feature appears across different texts in the corpus. A high
normalized range means that a feature is consistently used across

multiple texts, while a low range means the feature's use is more

30 Token refers to the total number of words in a particular context or corpus.
3 Type refers to the number of distinct words used in a particular context or corpus.
32 TTR refers to type—token ratio which indicates lexical diversity.
TTR = (type / token) * 100%
3 The concept of normalized range is used to measure lexical diversity in a text or corpus. The formula
for normalized range in text linguistics is:

Normalized range = (number of different words / total number of words) * 100%
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inconsistent.

4.4.2.2 Keyword analysis

According to Table 43, it can be said that as the proficiency level goes

up, key words listed would be more widely used across different test—

takers’ responses, given the values of normalized range. The topic of

test—takers’ speaking responses was directly associated with the

environment and as a part of the working process, these words became

essential to be included when they constructed responses. In particular,

keywords common across all three groups are topic—specific words such

as ‘cloud’, ‘signal’, ‘sound’, ‘ranger’ and °‘logging’ . However, the range

values of the same keywords differed by proficiency group, which that

Table 43. Top ten keywords in three proficiency groups®*

Type All Type High Type Medium Type Low
cloud 0.68 cloud 0.94 cloud 0.66 cloud 0.44
signal 0.58 signal 0.78 signal 0.58 forest  0.40
sound 0.53 first 0.74 sound 0.54 signal  0.38
ranger 0.47 sound 0.72 rainforest 0.44 rainforest ~ 0.34
solar 0.46 g0 0.70 ranger 0.44 ranger 0.32
send 0.44 sends 0.68 logging 0.4 tree 0.32
rainforest 0.40 ranger 0.66 forest 0.38 device  0.28
logging 0.39 solar 0.64 illegal 0.38 solar 0.36
forest 0.37  immediately 0.64 sends 0.38 sound 0.32
illegal 0.35 logging 0.46 microphone 0.38 logging  0.30

3% Ten keywords are listed in descending order by the size of normalized range. The ranges were

estimated in the log—likelihood method within the significance level of .05 (p <.05, 3.84 with

Bonferroni).
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speaking responses of more proficient groups used more diverse topic—
specific words.

The high proficiency group exhibited the use of specific keywords,
including the linking adverb 'first,' action verbs such as 'go' (0.7) and
'send' (0.68), and the temporal adverb 'immediately' (0.64). These
keywords hold significance within this group. The presence of the linking
adverb 'first' suggests that proficient speakers were aware of the task
requirement to initiate the sequential order of events and had the ability
to organize them effectively during the test. The frequent use of action
verbs in the same proficiency group indicates that speakers recognized
the presence of interlocutors (rainforest rangers) and were conscious of
their role identity as staff in an engineering company.

The most notable characteristic observed in the response data of
the high proficiency group was the frequent use of the temporal adverb
"Immediately." This usage may be attributed to the sense of urgency that
speakers perceived due to the visually simulated presentation of the
detrimental effects of illegal logging on the Amazon rainforest. These
findings are likely to provide further support for the positive influence of
immersive AR mode on the linguistic features observed in speaking
responses.

Note that five of the top ten keywords appearing frequently at all
proficiency levels, as shown in Table 43, turned out to be highly relevant
to English classroom vocabulary instruction of the main text. These

words were found to be the words used in a relevant unit in the English
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textbook at the high school the test—takers were attending. See the

underlines in Excerpt 1 from the main text below.

[Excerpt 1 from the main text (Han, Jeong, Park, Lee, Lee, & Jang (2018)]

How the Device Works

1. It all starts here! Sound of chainsaws is picked up by microphones in solar—
powered cell phones.

2. Software sends a signal to cloud.

3. Real—time alert is received by a ranger on the ground nearby.

4. That enables the rangers to go to the site immediately.

White returned to Indonesia to test the device. Surprisingly, on only the second
day after he installed the device, it picked up chainsaw noises. An alert message
was immediately sent to White and the forest rangers. When they approached
the logging spot, the illegal loggers ran away.

In other words, the distribution of these keywords can be used to
evaluate the extent of each test—taker's mastery of classroom—taught
material and to compare language mastery of test—takers in the accuracy
rating scale. This process helps ensure that the test tasks align with their

intended assessment purpose of being an achievement test.

4.4,2.3 N—gram analysis

AntConc provides several options for calculating collocation
measures to analyze word associations within a text corpus. Investigating
n—grams provides valuable insights into the structure, content, and

meaning of a text as what we can learn from investigating n—grams are
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collocations and word associations, style and tone. Thus, the n—gram
analysis results provide information about syntactical information that
may have been overlooked in keyword analysis. For example, while
keyword analysis may reveal the usage of verbs like "send" and "go," the
correct usage of their syntactic structures can be identified through n—
gram results, such as "go to the site" or "send a signal to."

For Task 3 of the current study, the top ten list of 4 —grams in order
of normalized range was presented across proficiency levels. The
selection of 4—word sequences is justified by the fact that 4—grams
encompass 3—grams and also carry more tokens compared to 5—
grams (Cortes, 2004, as cited in Hong, 2013). Analyses using 4—grams
can be compared with findings from other research, so they are often
employed in studies focusing on consecutive word sequences. (Adel &
Erman, 2012; Chen & Baker, 2010; Cortes, 2004, 2006, as cited in Hong,
2013).

Below are some common options available in AntConc. Outlined in
Table 43, the use of collocations, an indicator of automaticity and fluency
in speaking skills, differed across proficiency levels; for example,
although the collocation phrase "send a signal to" appeared across all
proficiency groups, the distribution of the phrase was higher (0.5) in the
high proficiency group compared with the medium (0.2) and low (0.1)

proficiency groups.
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Table 44. Top ten 4—grams in three proficiency groups™

D

Type High Type Medium Type Low
sends a signal to 0.5 a signal to cloud 0.2 a signal to cloud 0.12
a signal to cloud 0.42 sends a signal to 0.2 alert is received by 0.1
g0 to the site 0.42 ZJ;” is received 0.12  goto the site 0.1
ftw,
S.O tware sends a 0.4 20 to the site 0.12 real time alert is 0.1
signal
to the sit .. .
.O e ?1 © 0.4 is picked up by 0.12 sends a signal to 0.1
immediately
realtime alertis 0,32 ‘eceivedbva 01  lotheste 0.1
ranger immediately
lerti . .
alert is received 0.3 Fo the §1te 0.12 by a ranger on 0.08
by immediately
is picked up by 0.3 by a ranger on 0.1 is picked up by 0.08
h
byarangeron 026 O0 e eround 0.1 on the ground 0.08
nearby nearby
th d ived by
on the groun 0.26 rangers to go to 0.1 recevedbya 0.08
nearby ranger

This result was supported by the statistically significant test of

one—way analysis of variance (ANOVA) at the

.05

level (F(2)=

49.636, p=.00). A post hoc Games—Howells test *’indicated that the

mean normalized ranges of eight 4—grams in the high proficiency

group were significantly higher than that of the medium and low

proficiency groups . However, there were no significant mean differences

between the medium and low proficiency groups (p=.08). This finding

may suggest that highly proficient L2 learners are more likely to use a

greater number and wider variety of collocations than the other less

% Ten 4—grams in each proficiency group are listed in descending order of normalized range.
AntConc, however, does not have a built—in function to execute a statistical test to determine the
statistical significance of n—gram measures (Hong, 2013; Bal, 2010). Thus, follow—up analysis was
conducted in IBM SPSS Statistics for Windows (Version 26).

36 . . .
This test is a nonparametric approach to compare groups as the group dataset does not assume

equal variances.
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proficient groups, which can further explain their higher scores obtained
in the rating scale of fluency. Detailed reports of the one way ANOVA
test result appear in Appendix 11.

In addition, eight of the top ten 4 —grams in three proficiency groups
appeared frequently at all proficiency levels, as shown in Table 44. With
a look at the excerpt taken from the main text (see Excerpt 2 below), it
seemed likely that test—takers utilized key elements from the main text
when constructing their responses. Thus, the findings from the 4—gram
analysis across the three proficiency groups could potentially provide a
supportive rationale for the relevance of these phrases to teaching and
learning target syntactic features (.e., the use of passives, prepositional

phrases, and the syntactic structure of the verb “send” ) in classrooms.

[Excerpt 2 from the main text (Han et al., 2018)]

How the Device Works

1. It all starts here! Sound of chainsaws is picked up by microphones
in solar—powered cell phones.
2. Software sends a signal to cloud.

3. Real—time alert is received by a ranger on the ground nearby.

4. That enables the rangers to go to the site immediately.

Put simply, the distribution of these 4—grams provides a basis for
comparing test—takers’ achievement and assessing the language
proficiency of test—takers in the accuracy rating scale. This ensures that
the test task is aligned with its intended purpose of being an achievement

test.
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4.4.2.4 Interpersonal/interactional resources

The interpersonal/interactional features have been incorporated
into the sequential organization of speech acts. These features are
especially prominent in responses to Task 3, which requires test—
takers to provide directions or instructions. That is, this task
demands not only a good grasp of the English language but also the
ability to organize and present information logically, clearly, and
sequentially.

The importance of organizational structure in Task 3 is most
commonly marked by sequential adverbs that signal the beginning,
continuation, or end of a particular step of the process of explaining
how the target device works, forming a distinct pattern: (naming of
the device)— signaling the start of the task — explaining the
sequence of how the device works and how to use it (— ending). The

sequence typically began with identifying or naming the device of

interest. Next, the speaker signaled the start of the task or procedure.

This was followed by detailed explanations of how the device worked
and how it should be used. The sequence might optionally end with a
clear conclusion or wrapping up statement.

What follows here summarizes the features present in the test—
takers’ responses across three different parts of this organizational

structure — introduction, direction—giving, and closing. Test—takers
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of different English proficiency levels commonly attempted to use
sequential adverbs. However, this organizational structure was
particularly noticeable in the responses from the high proficiency
group, suggesting that more proficient speakers are better able to
organize their speech logically and coherently by using what they had
learned. Their proper use of sequential adverbs can contribute to the
clarity and effectiveness of communication, which are key aspects of

language proficiency.

(1) Introduction

Several test—takers, particularly those who belonged to the high
proficiency group, Iinitiated their utterances by mentioning the
distinctive features or advantages of the device that connect to the

purpose of developing the device.

[High proficiency group]
 This device has a sensitive microphone, so it detects illegal logging. ... (Female 1)
* The device recorded the audio of rainforest for 24 hours. ... (Female 2)

* This device is attached with solar panels so we can get electricity from the sun. And
you can easily handle the device through wireless internet service. And the way
the device works is seen total four steps. ...(Male 1)

[Medium proficiency group]
* RFCx has the sensitive microphone. When someone illegally cut trees...(Female 3)

* RFCx is a device that recycle cellphones and gets electricity from the sun...(Male 2)

[Low proficiency group]

* This device is intended to protect forest from illegal logging, because solar panels
are attached ... (Male 3)
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Although they were a minority, a few mentioned the name of the

device and its source or recognition.

[High proficiency group]

« The device is called RFCx. Let me explain how it works. First, the device detects
logging... (Male 4)

« The device is called rainforest connection and it works this way. ... (Female 4)
[Medium proficiency group]
* People are using this device. You need to recharge RFCx:- (Female 5)

[Low proficiency group]

» Rainforest connection is made by our company and it makes energy from solar
energy. So,... (Male 5)

(2) Direction—giving

First, sequential adverbs are words used to describe the order
in which things happen or should happen. They help to organize
narratives or instructions into a logical sequence. Examples of
sequential adverbs include ‘first,” ‘then,” ‘next,” ‘after that,” ‘finally,’
and ‘last,” etc. The use of sequential adverbs wvaried across
proficiency levels. Specifically, as proficiency levels increased, there
was a greater diversity and frequency of these adverbs, and their
usage tended to be more appropriate. For example, among test—
takers from the medium and low proficiency groups, there were
numerous instances where individuals failed to distinguish between

ordinal and cardinal numbers. Ordinal numbers are used to show
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order or sequence in a list (e.g., first, second, third, etc.), while
cardinal numbers are used for counting (e.g., one, two, three, etc.).
It is essential to be able to differentiate between the two types when

learning a language.

[High proficiency group]

« First, someone uses a chainsaw to perform illegal logging. Then the
smartphone catches the sound. Second, this sound goes into the cloud over
RFCx. Next, the cloud sends a signal to rainforest rangers. Last, rainforest
rangers quickly go to the place and stop illegal logging. (Male 5)

« Initially, the sound of a chainsaw is detected by a solar powered mobile phone
microphone. ... (Female 6)

[Medium proficiency group]

... Second, software sends a signal to cloud. Third, a nearby forest logger get
a warning call right away. Last, the forest ranger goes to the scene
immediately. (Male 6)

* One, the sound of an electric saw is directored(unidentified) to a solar
powered mobile microphone. Two, the software sends a signal to cloud. Three
a forest ranger at a nearby site receives real time alert. Four, that rainforest
ranger can go to the scene immediately. (Male 7)

[Low proficiency group]

« The RFCx picked up a sound of chainsaw by microphone solar powered
cellphone. Then, software send a signal to cloud. Real time alert is received

by arangers on the around nearby. Last, the rangers go to the site immediately.

(Male 8)
» The first logger logger. And the second is the signal to RECx. The three, signal
goes to the forest guard. Finally, the forest guard is on its way. (Female7 )

Next, the syntax of imperative sentences not only reflects the test—
takers' understanding of the topic at hand but also their awareness of the
situational context and their readiness to actively participate in interactions
with virtual interlocutors. What was interesting here was the difference

between the high proficiency group and the other two less proficient groups;
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no instances of direct imperatives were found among the highly proficient
test—takers. Interestingly, even some test—takers from the low proficiency
group who used imperative structures provided instructions that strayed

from the context of the task situation.

[Medium proficiency group]
* Install rainforest connection on the tree. (Female 8)

» So please keep this device from leaves. (Female 9)

[Low proficiency group]

o. Attach it around you in front:- (Male 9)
* Install this device. This device listen the sound of a tree... (Male 10)
* Don't cut down too many trees. (Female 10)

The findings here seem to align with those of Roever and Al—
Gahtani’s (2015) research. They examined how increasing
proficiency impacts the pragmatic performance of ESL learners in
Australia and found that as proficiency increased, learners used a
broader variety of request formats. For example, beginners used

imperatives and ‘want—statements’, while lower—intermediate

learners added ‘can’, upper —intermediate learners introduced ‘could’.

Advanced learners used more complex expressions®..
In a similar context, an examination of the modality used in the
discourse of Task 3 provides valuable insights into the intentions of the

speaker, who assumes the role of a company staff member. Modality in

37 Although requests with ‘can’ and ‘could’ were still the most common type among advanced
learners, if—clauses remained popular such as ‘if you could help me,” ‘if you could just do me a
favor,” or ‘if youdon’ tmind,’.
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discourse analysis refers to the linguistic resources used to express the
speaker's various levels of certainty, obligation, permission, necessity,
and likelithood towards the information being conveyed. Based on the
information presented in Table 45, differences in the use of modality were

revealed across proficiency levels, both in terms of frequency and type.

Table 45. Frequency of modality across three proficiency groups

Group High Medium Low

Modality (n=50) (n=50) (n=50)
can 24 10 6
could 2 2 .
will 9 9 3
should . 2 .
have to . 1 .
Number of cases 35 243 9

It was revealed that as the proficiency level of the test—takers
increased, they utilized a broader array of modal expressions to
communicate varying degrees of permission, obligation, and probability.
The choice of auxiliary ‘can’ or ‘could’, which might suggest their
polite language act, was also featured in that test—takers chose to
use ‘should” ,‘need to’ and ‘have to’ instead for the same

communicative purpose of giving instruction and guidance.

[High proficiency group]

« ...When the rangers receive a message about illegal logging, they could go to
the site quickly and could prevent many trees from cutting. (Male 11)

... So the cloud sends some sign to the rainforest rangers and you can locate

38 Note that the two modalities, 'should' and 'have to," which only appeared at the medium level, were
used by the same test—taker.
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them. Then you can go to the illegal logging spot immediately. (Female 11)

« ..Second, the rainforest ranger will be notified immediately. ... Male 12)

[Medium proficiency group]

 ...If someone cut a tree, the sound will be recognized by the machine and
transmit to you.... (Male 13)

... After then rangers can be prompted in action of spot and catch the illegal
logging. ... (Female 12)
... It is recharged from solar panel, so you should installed in a sunny spot, but...
Then you should also checks transmitting signal... (Female 13)
[Low proficiency group]

- ...Finally, you can go the place and arrest the illegal loggers. ... (Male 14)
» ... Four, that enable forest rangers can go to the scenes immediately. (Male 15)

» ... If you cut down the tree, the phone will signal. (Female 14)

(3) Closing

They concluded their explanation by highlighting the positive impacts
of the device. This often encompassed detailing the benefits the
device offers, particularly with regard to its impact on the

environment.

[High proficiency group]

« ... they could go to the site quickly and could prevent many trees from cutting.

(Male 16)
o ... RFCx will also work under the shade of tall and big trees in rainforest. Please
trust our company. (Male 17)

[Medium proficiency group]

o ... I hope this device could be helpful for protecting rainforests and keep your
patrol to. (Female 15)

[Low proficiency group]

» ...So, rainforest rangers can protect the rainforest. (Femalel6)
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Overall, there is a case for the critical role of organizational and
interactional features in spoken language, especially in tasks
requiring detailed and sequential explanations. The findings highlight
how proficiency can influence the use of these features in the given
spoken discourse.

Moreover, the way that linguistic resources were deployed to
elaborate the context for a given communicative purpose might have
differed by English proficiency. For example, Female 5 intended to
draw the attention of rangers to the item by mentioning its popular
use in the first sentence. Other male and female test—takers also
mentioned the strengths of RFCx—an invention best fit for the
rainforest environment and easy to handle.

The analysis of linguistic resources across the three proficiency
groups yielded findings that would provide support for the importance of
teaching and learning target textual features (.e., pronouns and
connectives) and pragmatic features (l.e., imperatives and modal
expressions) in English classrooms. Specifically, the distribution of
modalities lays the groundwork for gauging student performance and
measuring the language proficiency of test—takers. This ensures the test

task aligns with its primary objective of being an achievement test.

4.5 Summary

This chapter sets out to prepare the way for making validation

arguments through providing both quantitative and qualitative analyses.
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First, the findings of the MTMM and MFRM analyses in the quantitative
section of this dissertation showed the MARST’s comparability with
measures of the same speaking ability than those of other abilities (.e.,
reading and writing), and the statistically insignificant mode effect on
multiple aspects (i.e., test—takers’ gender, region of origin, proficiency
as well as task, rating criteria, and rater).

However, an interaction between the rater and the task was
identified, although the bias was not considered substantially significant.
The mixed—method approach used to examine the bias between the rater
and task, based on the analysis of the scoring data of Rater 3, a native
speaker, and the online interview with the rater, indicated that this
interaction might have resulted from a decrease in rating severity by
Rater 3 from Task 1 to Task 3 over time.

Next, the qualitative approach to investigate the nature of the
spoken discourse produced via the MAR mode suggested that the
affordances of the MAR mode that served as social cues could possibly
promote test—takers’ sensitivity to the presence of a simulated social
being — rainforest rangers — , leading to their attempts to communicate
not only informative but interpersonal messages. Moreover, the
discourse analysis of test—takers' spoken responses appeared to confirm
that the MARST had fulfilled its intended purpose as an achievement test.
This conclusion is drawn from the observation that test—takers
extensively applied what they had learned when formulating their

responses.
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In fact, Task 1 and 3 with simulated interlocutors were designed to
examine whether a semi—direct (or simulated) speaking task delivered
via the MAR mode could be a viable and sound alternative to direct
speaking tests administered in the face—to—face interview mode. As a
result, the inclusion of the monologic Task 3, which was the most
challenging task requiring test—takers to provide procedural information
to concerned individuals, was unlikely to result in an underrepresentation
of the speaking construct being measured. Instead, it was expected to
enhance the quality of the construct being measured in the test or
potentially even broaden its scope.

In the subsequent sections of wvalidation and discussion, a
comprehensive analysis of these findings was conducted to strengthen
the validation argument concerning the immersive nature of the MAR
mode and its effectiveness in facilitating interaction in monologic
speaking tasks with constrained responses. Furthermore, the study
explored the significance of integrating technology, specifically, the MAR
platform, into language learning and testing. This examination aimed to
offer valuable insights in the context of EFL situations, where learners
often lack daily immersion in an English—speaking environment and have
limited opportunities to practice their speaking and listening skills outside

the classroom.
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Chapter 5. Validation

In this chapter, we relied on a combination of the two major frameworks
generally accepted in the validation research of language testing, as
specified in 2.5.2 and 2.5.3. The validation process entailed several steps,
including the discussion of the target language domain, assessment
records, test Interpretations, decisions regarding test use, and

consideration of consequences.

5.1 Validity argument

The use of the validation framework in the current study is to
investigate the degree to which scores on the MARST can be interpreted
as an indicator of L2 speaking proficiency for EFL high school classroom
assessment. In other words, to present an argument for interpretation of
scores on the MAR-—mediated EFL speaking test while taking into
account how the alternative mode affects the assessment procedure. The
findings from the three research questions can serve as evidence to judge
the validity of the MARST score interpretation.

The validity argument here is organized on the basis of the criteria
of test usefulness that Bachman and Palmer(1996) defined : reliability,
construct validity, authenticity, interactiveness and practicality.
Justifying such assessment use indicates the term called AUA, which

articulates rationales for the test’s intended use, drawn from validity
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considerations, the test design, and the validation process developed
through analysis of the test purpose. According to Chapelle and Lee
(2021), language testing research using a validity argument framework
does not conclude that the test has been validated but rather that certain
warrants have been supported (or not) to a certain degree and that other
unfinished validation remains. Thus, factors on the negative side offer
suggestions and possibilities for future empirical research such as a
qualitative study looking at the strategies used during test—taking.

Following the process of building justification by Wang and
colleagues (2012), which articulates AUA for the use of the newly
developed MARST here comprises three parts : (a) claims and warrants
that are desired for the intended test use; (b) supporting evidence that
has been identified from both quantitative and qualitative analysis; and (c)
potential rebuttals for further research.

Claims and warrants in this AUA are supported by backing or
evidence gathered from the MTMM and factor analysis for test
comparability, and MFRM for investigating significant factors that will
likely affect the test construct, and inevitably the test validation. In the
first place, to make a judgement about a test use, test users and
stakeholders need to examine the evidence provided by the test

developer about the test’s intended use.

P Intended test use: The MARST is primarily designed for relatively

low—stakes speaking assessment, and its results are included in the
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school grades at the end of a semester. It intends to provide high school
students score reports that can be used to make decisions about their
achievement of spoken communicative skills and the knowledge
necessary for practical and academic settings in high school level in the

Korean EFL context.

P Length and administration: Each task time varies from 4 to 8 minutes,
including preparation time with a maximum of 20 minutes. The test is
administered via test—takers’ mobile phones at the time and place of their
convenience. In the absence of a human proctor or examiner, test—takers
have their facial image of producing spoken responses video—recorded

in real time during the test.

P Scores and scoring procedures: All the constructed spoken responses,
audio—recorded simultaneously with facial images recorded in real time
for security checks, are assigned one of four grades in each rating
criterion by three human raters, including one native speaker. Individual
test—takers can check their scores on the screen of the mobile
application to evaluate their strengths and weaknesses in terms of the
rating criteria — fluency, accuracy and content — and make their own
decisions about in what areas further improvement and practice are
needed. The spoken responses are scored via the rating scale model
(RSM; Andrich, 1978) and the test scores are analyzed by the MFRM,

which calibrates the difficulty parameters of each item with different
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facets (i.e., task, rater, three rating criteria) taken into account.

P Brief description: The MARST is a mobile—based English language test
consisting of four speaking tasks: dialogue completion, description of
visual information, expressing one’s opinions, and explaining sequential
information. The mobile application, by which the test is self—
administered, can be downloaded from the application store of a phone

with an Android or an iOS system.

5.2 Analysis of target domain

The validity argument includes the “domain definition”, meaning that the
test tasks are developed based on an adequate domain analysis to obtain

relevant observations of performance.

P Claim 1: Observation of performance on the MARST reflects the TLU
domain of general English.

[Warrant 1] Observation of performance on the MARST reveals relevant
language functions and knowledge that students are required to obtain in
a Korean EFL high school classroom.

[Evidence la] According to the national curriculum for high school
English subjects in Korea, required language functions and skills are
clearly stipulated as part of achievement standards of English speaking

that high school students need to obtain for various spoken
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communicative needs in both daily and academic settings. Thus, in the
test design step, the test tasks were developed based on analysis of
relevant achievement standards and instructional goals in the national
curriculum and textbooks that are published in compliance with the
specifications of the national curriculum. The featured language functions

PR3

identified in this analysis include “making suggestions”, “expressing one’s
abilities” in Task 1, “describing visual/factual information”, “expressing
personal opinions” in Task 2—1 and 2—2 respectively, and “explaining
procedural information” in Task 3. These are important skills that
represent multiple and interrelated dimensions that constitute the L2
speaking proficiency needed for general and academic settings in EFL
high school courses.

[Evidencelb] The characteristics of each individual task were reported
in the Methodology test design section. The characteristics of the tasks
that test—takers will perform in the test are clearly specified. Linguistic
and discourse features of test—taker output are related to key

assessment features specified in the analytical rating scales: lexico—

grammatical range and accuracy, fluency, and content.

5.3. Assessment records: Evaluation and generalization

A claim concerning assessment records is supported by warrants
about consistency across tasks, test forms, occasions, and raters

(Bachman & Palmer, 2010). Consistency of assessment records means
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the extent to which test—takers’ performances on different assessments
of the same construct yield similar assessment records. Test—takers’
performance and their scores are always affected to some extent by
irrelevant or unexpected factors. Thus it is necessary to minimize the
effects of those potential sources of inconsistency that are controllable
to some extent.

In Kane’s interpretation/use argument, a claim about assessment
records corresponds to the second and third links— “evaluation” and
“generalization” inferences. An evaluation inference concerns the quality
of the scoring procedures for accurately summarizing the relevant
aspects of performance(Chapelle & Lee, 2021). A generalization
inference which links the observed scores to expected scores indicates
whether observed scores are reliable estimates of expected scores over

relevant tasks and consistent with and across raters.

P Claim 2: Test—takers’ performance on the MARST is evaluated
adequately to yield observed scores reflective of speaking ability levels.
[Warrant 2—1] Rating procedures of the MARST are appropriate for
raters to assess targeted speaking abilities.

[Evidence 2—1] Rubric development and rater training were judged to
support the warrant for the evaluation inference although some
limitations and challenges derived from the findings in the statistical
analysis later called for future improvement. Unlike conventional

speaking tests, mobile—based tests are characteristic of immediacy and
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autonomy which means they are learner—oriented. To serve this purpose,
analytic scales are useful. The scale criteria reflect multiple and
interrelated aspects of the targeted speaking construct based on the
target domain analysis in Claim 1, and the criteria supply diagnostic
descriptors so that test—takers can identify individual strengths and
weaknesses.

In multiple training sessions, raters spent most of their time
discussing the features that differentiated adjacent levels. To avoid rater
bias, raters compared each other’s or the researcher’s rating outcome to
analyze what caused score gaps between raters. Prior to rater training,
several responses were sampled that corresponded to each descriptor
level. After that, rater training sessions resumed, with the majority of
time spent discussing the features that differentiated adjacent levels and
letting raters try scoring audio samples appropriately. To avoid rater bias,
raters compared their ratings with others or the researcher’s rating
outcomes to analyze what caused the score gaps between raters. Easy
access to the rating rubric in the mobile application during the rating
process also helps human raters to rate without bias.

[Warrant 2—2] Test administration conditions of the MARST are
appropriate for providing evidence of targeted speaking abilities.

[Evidence 2—2a] The mean score of the questionnaire Item 7 on clarity
(2.93 out of 4) indicates that a majority of test—takers experienced little
difficulty understanding the instructions or time pressure when

performing the tasks through the MAR device. In addition, the mean score
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of Item 8 on relevance (3.02 out of 4) indicates that they understood the
English speaking skills that the MARST tasks intend to assess. Teachers’
mean scores on the corresponding items were higher than that of test—
takers: 3.35 and 3.53 respectively.

[Evidence 2—2b] In the interviews, raters reported that they used the
rubric to indicate different speaking ability levels, — demonstrating
positive attitudes of the clarity of what is stated in each descriptor of the
rubric.

[Potential rebuttal 2—2] In the interviews, some test—takers expressed
concerns about the difficulty of ascertaining if a test—taker is cheating or
if meaningless actions could be mistaken for cheating. This highlights the
need for more advanced and sophisticated mobile technology when

administering the MARST for a higher—stakes purpose.

P Claim 3 : Observed scores of the MARST are reliable estimates of
expected scores, that is the scores test—takers would expect to obtain

across different assessment tasks, coupled with different aspects of the

rating procedure, with consistency across different groups of test—takers.

[Warrant 3—1] Test, task, and rating specifications are well—defined so
that parallel tasks and test forms can be created.

[Evidence 3—1] To collect evidence for evaluating reliability, one of the
qualities of usefulness, an analysis of the characteristics of each task was
conducted, as mentioned in 2.4. in the Literature Review section and in

3.1.4. in the Methodology section. Detailed tasks specifications are
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explicitly described, including the characteristics of the setting, test
rubrics, the input, expected responses and the relationship between
inputs and responses. The rating rubrics with detailed descriptors are
available in Appendix 1.

[Warrant 3—2] Scoring of test—takers’ performance in several test tasks
is consistent within and across raters.

[Evidence 3—2a] The reliability of the MARST and the questionnaire
was .94 and that of the questionnaire .93, respectively. In the test design,
holding a couple of rater training sessions before scoring should be
regarded as an essential measure to ensure a reliable test. With this
measure, it is possible to control potential sources of inconsistency.
[Evidence 3—2b] In the MFRM analysis, the fit statistics of the rater facet
indicate that raters used the rating scale consistently and maintained
severity across test—takers, tasks and criteria. In Table 35 in the result
section, the infit and outfit MnSq range of 0.80 to 1.06 and 0.80 to 1.05,
respectively are both within the productive range of 0.5 to 1.5 for
measurement, thereby producing no overfit or misfit. In other words, the
four raters did not exhibit more variation in their ratings than expected
so that their ordering of test—takers by ability is consistent with the
estimated ability measures of those test—takers. Therefore, it can be said
that they are able to use the rating scale consistently across tasks and
test—takers.

[Evidence 3—2c] According to the fit statistics of the task facet in the

MFRM analysis, the high task reliability index (0.98) indicates the degree
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to which tasks are replicable in terms of difficulty is sufficiently high to
assign the same task to another sample population with comparable ability
levels.

[Evidence 3—2d] According to the fit statistics of the test—taker facet in
the MFRM analysis, the separation and reliability indices for the
difference in test—taker ability is high (4.32 and 0.95 respectively),
which means the MARST separates 194 test—takers into at least four
statistically distinct levels or strata in terms of the ability being measured.
The high reliability suggests that if test—takers took another speaking
test, the ordering of test—takers by ability would likely be the same. Such
a result means we can have great confidence in the consistency of score—
based inferences (Bond and Fox, 2007).

[Potential rebuttal 3—2] There are several potential sources of test—
taker ability misfits and bias detected from statistically significant rater
and task interaction (Rater 3 in Task 1 and 3). It was suspected from
interviews and the inspection of response data that these unusual
responses were due to construct—irrelevant factors, such as inattention,
misunderstanding the test instruction, or the failure to maintain test—
taker’s motivation. The rater and task interaction was highly likely to
result from the rating behavior of Rater 3, affected by the rating order
from Task 1 to Task 3 as his rating severity went weaker over time.
[Backing] However statistically significant, the bias values are not

generally considered substantial.
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5.4 Test interpretations: Explanation and extrapolation

The meaningfulness, impartiality, relevance and sufficiency warrants all
pertain to the construct that the test is intended to assess. The
meaningfulness and generalizability warrants refer to the authenticity of
task and performance. An “explanation” inference is included in the

validity argument to link the score and the language ability construct.

5.4.1 Meaningfulness

Test result is an indicator of the construct, that is, some aspects of
language ability to be measured. Thus, when someone gives a language
assessment, (s)he intends to interpret the performance on this
assessment as an indicator of some aspect of the individual’s language
ability. Interpretations about the ability to be assessed are meaningful
with respect to a learning syllabus, an analysis of the abilities to perform
tasks in TLU domains, and the general theory of language ability.
Moreover, the concept of meaningfulness also implies test developers
have a responsibility to ensure that the labels used to describe the ability

to be assessed are understandable.

P Claim 4: Test scores are meaningful indicators of student” achievement
in the course.
[Warrant 4—1] The procedures for administrating the test enable test—

takers to perform at their highest level and to demonstrate their English
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proficiency for communicating in secondary school—level EFL academic
settings.

[Evidence 4—1a] The topic, language forms and functions, and
expressions to be assessed in the test are exclusively elicited from what
1s covered in test—takers’ English classes.

[Evidence 4—1b] Test—takers’ feedback collected from the
questionnaire and interviews suggests that the authentic and engaging
features of the MARST test, test administration at test—takers’ own
discretion, and recording their responses more than once enables them
to perform at their best with low test anxiety. Further, a sufficient amount
of input and clear guidance give them ideas on how to perform the tasks.
On top of this, they find test tasks relevant and necessary for high school
students to learn. Lastly, many of them agree the test tasks are
appropriate to be presented in the MAR mode.

[Evidence 4—1c] The qualitative analysis shows that test—takers'
speaking responses highlight the use of targeted language features
across all proficiency groups although the degree of their mastery varies
at different proficiency levels.

[Warrant 4—2] The separate analytic rating scales of the MARST
contribute to a common construct of “speaking ability” to be assessed.
[Evidence 4—2] According to the fit statistics of the rating criteria facet
in the MFRM analysis, the three rating criteria fits are within the
acceptable range of 0.5 to 1.5. None of the rating criteria were misfitting

or overfitting. With misfits, a criterion would not form part of the same
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dimension as other criteria of the rating scale. Meeting the assumption of
unidimensionality, the ratings on one criterion correspond well to ratings
on other criteria, that is to say, the ratings on each criterion converge
into a single pattern of proficiency across all criteria. With overfit, on the
other hand, a criterion is considered redundant or measuring the same
ability as other criteria or significantly affected by the scores assigned to
other criteria, which means there is a halo effect (Eckes, 2005;
McNamara, 1996).

[Potential rebuttal 4—2] According to the fit statistics of test—taker’s
ability facet in the MFRM analysis, of the 194 test—takers analyzed,
12(6.1%) were identified as misfitting, which does not satisfy
McNamara’s(1996) guideline of below 2%.

[Backing] One source of test—taker misfit, however, lies in the few
observations per test—taker. Particularly, Rasch model, which treats
rating criteria as “different items”, treats different scores assigned on
each rating criteria as departures from expected patterns. Therefore,
according to what Bonk and Ockey argue, test—taker misfit is, in fact, not
as serious of a problem as one might expect.

[Warrant 4—3] There is no task that is redundant or in need of revision
and deletion.

[Evidence 4—3] According to the fit statistics of the task facet in the
MFRM analysis, Table 34 in 4.3.1.2 reports both infit and outfit MnSq
values are within the productive range of 0.5 to 1.5 for measurement,

producing no overfit or misfit. No misfitting or overfitting task indicates
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little chance of tasks being either poorly or perfectly good. Each task
forms part of a set of tasks that together define a single measurement
trait (McNamara, 1996), thus providing information that the other tasks
do not since there are no overfitting tasks.

[Warrant 4—4] Test—takers perform significantly differently in the
various aspects of speaking.

[Evidence 4—4a] According to the fit statistics of the rating criteria facet
in the MFRM analysis, the three rating criteria exhibit significantly
different degrees of difficulty (x*(2)=169.4, p =.00). The analysis
shows that the rating criteria are distinguished into 7 to 9 distinct levels
of difficulty with a high reliability index of 0.98.

[Evidence 4—4b] In Figures 22 to 24 in 4.3.1.4. of the Results, the
average ability measures across the rating categories increase as the
score level progresses. The same is true of the expected measure for
each score level which refers to the ability measure that the Rasch model
would predict if the data were to fit the model. Thus, as expected, it can
be concluded that the scale is positively linked to progression of test—
taker speaking ability and the rating scale functions.

[Evidence 4—4c] In Figure 22 to 24 in 4.3.1.4. of the Results, the outfit
MnSq range determines whether the scale levels are reliable based on
the expected model value of 1.0, indicating the equal observed and
expected test—taker ability measures. The outfit MnSq range of this data
sample is 0.7 to 1.2, which is not far from 1.0. If it is greater than 2.0, the

rating criterion may not be a meaningful measurement (Linacre, 1999).
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Overall, the distance between the scores is discernable, even though the
Content criterion has thresholds between adjacent score levels that are
a bit narrower than expected.

[Evidence 4—4d] The probability curves for the rating scales in Figures
25 to 27 in 4.3.1.4. of the Results, indicate that each rating scale has
separate peaks on each score level; these refer to the most probable
score choice for test—takers across the aspects of the ability being
measured.

[Warrant 4—5] Score reports are user—{friendly in terms of accessibility
and language.

[Evidence 4—5] Test—takers and test users can see the score reports
on the app screen once human raters assign ratings to individual test—
takers after listening to audio files on the app, which records spoken
responses. The score report is designed in a simple format where rating
categories are listed with essential words signifying four different
competency levels. Therefore, test—takers can easily ascertain which

areas they are successful.

5.4.2 Impartiality

In test validation, interpretations about the ability to be assessed are

impartial to groups of test—takers.

» Claim 5 : All aspects of the administration of the assessment are free
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from bias that would favor or disfavor some test—taker groups.
[Warrant 5—1] Test tasks are based on the course content and test—
takers are notified about the test and what it will cover in advance.
[Evidence 5—1] Comparing the course syllabus with the test specs and
with the actual test itself shows which test tasks are based on which parts
of the course content, and with the actual test itself. Moreover, prior to
test administration, a workshop was held for students. Teacher notes and
handouts provided to students during the workshop informed them as to
what the test would cover and how the learning goals and contents were
represented as test tasks by using the mobile application.

[Warrants 5—2] Test—takers have equal access to the test, in terms of
location, and familiarity with conditions and equipment.

[Evidence 5—2] The mobile—based test makes it easy for students with
disabilities to access the input of an assessment task or perform the task.
Unequal test access that may result from travel expenses and lack of
unfamiliarity with the test equipment i1s addressed by the MARST
because test—takers are allowed to use their own mobile phones and
choose the test location at their convenience.

[Potential rebuttal 5—2] Any technical malfunction that occurs on test—
takers’ mobile devices might affect their performance during test
administration.

[Backing] Malfunctioning devices can be replaced with alternative ones
available in school; in fact, there were a couple of cases that the app did

not work on some of students’ mobile phones. At that time, their mobile
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phones could be replaced with tablets provided at school which had
upgraded models or a different operating system. Also, internet
disconnection could be easily addressed because the MARST did not
have to be administered at the same location and time.

[Warrant 5—3] Interpretations of the test construct are consistently
meaningful across different groups of test—takers.

[Evidence 5—3] The bias analysis in Section 4.2.3. of the Results
suggests that test—takers’ gender and location did not affect rater
behaviors. That is to say, raters’ rating behaviors did not vary across

different gender and regions of residence.

5.4.3 Generalizability

Generalizability refers to the degree of correspondence between a
given language assessment task and a TLU task in their task
characteristics, which is linked to authenticity. When interactions
between test—taker and test task is of interest, however, generalizability
pertains to interactiveness.

The wvalidity argument is associated with the “extrapolation”
inference of the score a test—taker would obtain in the domain of interest.
In other words, an extrapolation inference is about constructs defined as
performance on particular task (Chapelle and Lee, 2021). The
extrapolation inference requires empirical evidence that test scores are

highly correlated with scores on criterion measures, which can be either
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test measures or non—test measures (Xi and Sawaki, 2008).

» Claim 6: Interpretations of the ability to be assessed are generalizable
to the TLU domain.

[Warrant 6—1] The task characteristics of the MARST correspond to
those in diverse real—life English—medium settings for both academic
and daily communication purposes.

[Evidence 6—1a] The section 3.1.2. of the Methodology indicates that

the task characteristics are supposed to reflect those of the TLU domains.

To promote authenticity, which is comparable to generalizability, the four
tasks commonly deal with the most concerning global issue of
environmental crisis which people across the world are bound to
experience in both casual and school class settings. A simulated
addressee to whom a test—taker speaks in each task — a friend, a polar
bear and a rainforest ranger further motivates test—takers to speak.

[Potential rebuttal 6—1a] No evidence was found in the results
concerning the correspondence of the MARST scores and any speaking
non—test performance across English and disciplinary courses at school.
[Backing 6—1a] The corpus analysis of test—takers’ response data to
Task 3 was conducted in reference to American English corpus present
in AntConc 4.2.0(Anthony, 2022) by dividing it into three proficiency
groups. The linguistic features of the target corpus were goal—oriented
and spoken in a formal speaking style, which was considered appropriate

for an IT company staff to explain the sequence of how an invented
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device works for protecting rainforests from illegal logging to potential
users of rainforest rangers. These might include the appropriate use of
grammatical knowledge (i.e., lexical diversity and syntactic complexity)
to language functions and pragmatic knowledge to effectively
communicate the sequence of events and serve its communicative
purposes such as direction and persuasion. And the evidences were able
to discriminate test—takers according to proficiency. It can be mentioned
that the MARST did not underrepresent the English speaking constructs
that were integral to measure the communicative competence in the EFL
contexts.

[Evidence 6—1b] The features of the MAR in this test include mixed— or
multi—modal presentation of information (integrating both virtual and
real—life or both visual and verbal), socialization via simulated human—
like embodiment, and animation processing functions supporting the
increase of test authenticity by conveying the test input which offers
various simulated situations that feel as close to real—life as possible
during test performance. According to Section 4.3, which explores
perceptions of the MAR mode, a majority of respondents, including test—
takers and teachers, consider the test mode of the MARST has positive
potential in terms of task authenticity and interactiveness. Relative to
other conventional speaking test, a high degree of correspondence of the
features of the MARST tasks to those of a TLU task help score
interpretations generalize beyond the test to language use in the TLU

domain.
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[Potential rebuttal 6—1b] Even though the researcher has put great effort
into creating an authentic environment, there remains room for
improvement in developing test tasks close to the simulated TLU
situations due to the technological limitations associated with the
affordances of the device software that creates and delivers the lifelike
simulations. Some comments from test—takers and teachers point to the
unnatural and monotonous voice tone of the virtual interlocutors on the
app. They even cannot respond to test—takers in an impromptu manner.
[Backing 6—1b] There is a theoretical argument that one of the unique
features of the AR mode — semantic congruity or proximity — enhances
transfer as it takes place when the learning and application environment
are similar. To put it another way, the MAR mode makes it easier for
students to put the knowledge and skills that they have learned in the
classroom setting into actual practice or real life.

Empirical evidence from the survey and interview also found the
use of the AR mode effective for test—takers to better perceive
similarities between the test context created by AR and real-life
situations. Therefore, it can be said that transfer will be more likely to
occur with the use of AR, which strengthens the assumption of
extrapolation inference to some extent.

Moreover, the fact that the MAR app allows test—takers to revise
their responses as they want within a specific period of time makes sure
that students are given ‘control over the assessment’ or ‘autonomy’ with

their learning being further reinforced during the assessment. Thus, it

180



can be said that the new mode helps the speaking test fulfill its purpose
as achievement assessment or what i1s called ‘learning—oriented
assessment’ that evaluates the mastery of skills and knowledge that are
necessary for students to learn in the curriculum.

[Warrant 6—2] The test tasks engage not only test—taker’ s areas of
language knowledge but also affective schemata and topical knowledge.
[Evidence 6—2a] The theme of “global environment in crisis” is a test
topic highly close to test—takers’ real—life experiences it is one of the
most frequently covered news topics globally and many closely feel the
devastating consequences of the climate change in everyday life. Thus,
it can cause emotional responses that facilitate language use, stimulating
the so—called “affective schemata” of test—takers. Through the test
tasks can they express how strongly they feel and what they know and
think about the issue.

[Evidence 6—2b] The socialization feature of the MAR mode helps to
lower test anxiety that test—takers may feel from face—to—face
interaction with examiners in an oral interview format. This alternative
mode can serve as a measure to prevent limiting their language ability
due to negative affective responses that may inhibit test—takers’
speaking performance.

[Evidence 6—2c] MARST task development is based on a topic—
centered design, which means test—takers are required to employ some
topical knowledge as well as language knowledge in their test

performance. According to the test specifications, the AR—medicated
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warm—up activity before Task 1 activates test—takers’ real—world
knowledge about recycling in daily life, on which their responses are
based on. Task 2 expects test—takers to employ their topical knowledge
about the causes and effects of global warming with the AR—mediated
animation activating test—takers’ prior knowledge. Task 3 requires test—
takers to retrieve the meanings of some technical terms or subject—
specific vocabulary from what they have learned in class and use them.
Although the topic of environment is not a scoring criterion in the
MARST and the degree of individual interest in the topic may vary,
efforts were made in the English class to minimize the difference in
familiarity with the topic; for example sufficient time was spent in
discussing the topic with reading relevant materials and communicative
activities such as a role—play.
[Warrant 6—3] The test results are comparable to those of other direct
speaking test scores to some degree.
[Evidence 6—3] In the MTMM analysis in Section 4.1.1. of the Results,
the correlation matrix indicates that the MARST scores have positively
moderate correlations with other speaking measures such as oral

interviews (.605) and oral translations (.573).

5.4.4 Relevance and sufficiency

Relevance refers to the degree to which the interpretation provides the

sufficient information for the decision—maker to decide. Sufficiency
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refers to the degree to which the interpretation provides enough

information for the decision—maker to decide (Yang, 2021).

» Claim 7 : Interpretations about the ability to be assessed are relevant
to the decisions made at educational institutions.

[Warrant 7] The characteristics of the MARST tasks highly reflect
instructional tasks in EFL speaking courses.

[Evidence 7] The MARST is designed as an achievement test and part
of the end—of—semester grades. Thus, it is natural that the test tasks are
similar to tasks already dealt with in the classroom. The contents in the
textbook provide teachers and students important language functions,
skills and knowledge that reflect the achievement standards of the

national curriculum of high school English subjects.

P Claim 8 : Score interpretations about the ability to be assessed are
sufficient for the decision to be made.

[Warrant 8] The MARST can provide sufficient testing contexts to
collect the evidence need to infer test—takers’ speaking ability.
[Evidence 8] The multimodal feature of the AR mode makes it possible
to integrate virtual and real—world materials. Such semantic proximity of
the AR mode allows for more sensitive and accurate assessment of
learner knowledge by increasing authenticity in multi—modal materials
used for various test contexts and by motivating test—takers to engage

in deeper processing. In short, the adoption of the AR mode in the
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MARST assesses a test—taker’s language ability in more various
simulated contexts, generated by integrating the virtual and real—world
environments. Therefore, the number of tasks that the MARST covers in
a single administration and the time it takes is considered to be not less
than other conventional speaking tests that measure different aspects of

speaking proficiency in different task types.

5.5 Decisions and test use: Utilization

P Claim 9 : The test scores are useful for meeting the test purpose and
making decisions about test—takers’ English speaking competence.
[Warrant 9—1] The test scores are useful for determining the extent to
which test—takers have mastered English speaking skills and knowledge
as part of the school academic achievement.

[Evidence 9—1] The test scores, which are based on test—takers’
performance on the given tasks, inform test—takers on achieving English

spoken language standards required for high school students in the

Korean EFL setting, based on test taker's performance on the given tasks.

Good performance on the MARST implies that the test—takers are ready
to accomplish the authentic tasks that require them to make suggestions
to friends, describe visual information, express personal opinions about
environment issues and explain the working procedure of a device.

[Warrant 9—2] The MARST is sensitive to and takes into consideration

local educational and societal values.
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[Evidence 9—2] Developing the MARST was an ambitious attempt to
overcome some constraints of the EFL language learning and teaching,
namely — decontextualized test settings, rating bias, reluctance to assess
speaking skills in EFL language assessment, and low practicality.

[Potential rebuttal 9—2] Existing educational and societal values may still
view the MARST’s administration method as inappropriate in Korean
society. First of all, assessment via the MARST is student—centered,
allowing them to determine the test location and time. Moreover, unlike
most typical assessments, which are practiced in a single trial by one or
joint examiners in one designated place with testing equipment supplied,
the MARST gives a second chance to take the test within the specified
time limit of 20 minutes. Thus, it would be hard to reach a consensus
among community members to administer the MARST for high—stakes

test purposes.

» Claim 10 : Decisions on the basis of the score interpretations are
equitable for stakeholders.

[Warrant 10—1 ] The decisions are not affected by the personal
attributes of the assessor (raters) such as ethnicity, gender, age or
socioeconomic status.

[Evidence 10—1] Given that the testing conditions do not include direct
interactions between test—takers and a human examiner or interlocuter,
there would be no bias derived from raters’ personal characteristics.

[Warrant 10—2] Test takers have equal opportunities to learn or acquire
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the ability to speak in their EFL speaking courses.
[Evidence 10—2] Before the test, test—takers received instruction and
information on what the test covered and sufficient preparation for their

test performance.

5.6 Consequences

Significantly less evidence has been presented for the claims
regarding decisions and consequences. One reason may be that arguing
and supporting the claims about assessment records and score
interpretations is viewed as the most typical responsibility of test
developers.

The purpose of the MARST is to decide the extent to which high
school students have achieved English speaking knowledge, skills, and
abilities at the high school level in the Korean EFL setting where English

1s not a direct means of communication in everyday life.

» Claim 11 : The consequences of using the MARST and decisions
based on MARST scores are beneficial to test—takers and the
stakeholders (i.e., teachers and parents).

[Warrant 11—1] The impact on test takers (i.e., the amount or type of test
preparation, experience of taking the test, or perceptions of feedback),
instruction, educational systems and soclety 1S promising.

[Evidence 11—1a] In the MARST test survey and interviews, there were
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comments from both test—takers and teachers about the alternative
format to indicate a positive test experience. It was reported that the
MARST tasks were useful for creating communicative contexts close to
real—life and encouraging test—takers to use their speaking language
skills.

[Evidence 11—1b] Raters’ perceptions toward and their use of the rating
scale during the rating process were explored. Overall, they perceived
the scale to be clear and comfortable to use.

[Potential rebuttal 11—1b] The raters are not homogenous in their levels
of experience. The result of the rater facet analysis in the MFRM also
found that the difference between the most severe and least severe rates
in the fair averages was 0.19. The fixed Chi—square statistic (¥ ? = 29.4,
df =3, p =.00) and the separation index of 2.46 with a reliability of .86
suggest that the four raters exercised approximately two and a half
statistically distinct levels of severity. Further, significant interactions in
several cases were detected between two raters and two tasks. Thus,
the rating severity across raters is neither equivalent, nor 1s within—rater
rating consistency guaranteed. All in all, the assumption of rating
consistency is not sufficiently supported.

[Warrant 11—2] The MARST is practical as designed, developed and
used within the limits of existing resources.

[Evidence 11—2] The MARST developed for this study is expected to save
material resources such as space for test development and administration,

equipment, and time for development and tasks. That said, the AR app is
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expensive to develop. Moreover, online—based language assessment as
discrete occasions entails a lot of stakes, given that it involves a system
where the database of test tasks and test—takers are accumulated and
analyzed and fed back to test—takers. However, it is effective in helping
make a valid inference about test—takers’ ability and growth.

[Warrant 11—3] The MARST may hold the potential for positive
washback by allowing English language learners to regularly access to
technology.

[Evidence 11—3a] In the post—test interview, test—takers reported
greater satisfaction with the option available in the mobile app that they
could improve their answers by being allowed to review and revise their
answers within the specific period of time.

[Evidence 11—3b] Not only can test—takers revisit previous tasks, but

teachers can also access to test—takers’ records at their convenience,

which may offer insights about second language learners’ learning growth.

[Evidence 11—3c] Easy accessibility to online materials presented in
hand—held devices such as a mobile application will develop digital
literacy in the target language, which relates to one of the general

objectives of the 2022 revised national curriculum.

5.7 Summary of the validity argument

Drawing on the validity framework, the current study collects and

integrates evidence to evaluate the usefulness of a newly—developed
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speaking test and explores the possibility of integrating a new technology
of MAR into L2 assessment. The validity argument for the MARST is
summarized in Table 46 with 11 claims, 24 warrants, and 33 pieces of
evidence in total, although 9 potential rebuttals and 4 counterclaims to
rebuttals (backing) are not included.

In this framework, one finding of high interest is that the MAR
technology intersects with various inferences, possibly affecting
interpretation and test use. In particular, functions of the MAR mode
serve to enhance a range of inferences in various test usefulness criteria,
including assessment records, test interpretation, decision/use, and
consequences.

With respect to assessment records, Warrant 2—2a is supported by
the evidence collected from the qualitative analysis that shows that owing
to the easy access to the rating rubrics from the mobile application, test
users are well aware of the rating criteria and their descriptors in the
rubric. Thus, a technology (mobile)—related feature can contribute to
making administration conditions of the MARST appropriate for providing
evidence of targeted speaking abilities.

Another example can be taken from the test interpretation. One
inference states that interpretations about the ability to be assessed are
generalizable to the TLU domain. For this, it should be warranted that the
task characteristics correspond to those in diverse real—life settings for
both academic and daily communication and the tasks engage not only

test—taker’s areas of language knowledge but also affective schemata
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and topical knowledge. Here the features of the MAR, including mixed—
or multi—modal presentation of information, socialization via simulated
human—Ilike embodiment, and animation processing functions increase
test authenticity by offering various simulated situations close to real—
life during test performance.

Moreover, the theme of “global environment in crisis”, one of the
most frequently covered news in the world, draws emotional responses
that stimulate test—takers’ language use and affective schemata. A
simulated addressee to whom a speaker talks to in each task — a friend, a
polar bear and a rainforest ranger further motivates test—takers to speak,
although they may affect test—takers’ performance to a different degree.
Indirect interactions with examiners, which is a feature of the MAR mode,
not only help to lower the anxiety that test—takers may feel from face—
to—face interactions in oral interviews, but also ensure that the
administration of the assessment is free from bias that may favor or
disfavor certain test—taker groups.

The positive test experiences reported by test users according to the
surveys and interviews suggest that using the MARST and decisions
based on MARST scores can benefit both test—takers and stakeholders.
Potential test use for improving EFL teaching and learning practices was
also reported among test users.

On the other hand, although the strengths of the MAR mode
outweigh its weaknesses there are some concerns as to the test validity

of the MAR mode. Some technical issues are involved in assessment
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records, test interpretation and test use ; for example, a failure to run the
applications due to incompatible devices, unnatural test materials
presented via the MAR channel, and the absence of preventive measures
against cheating, which may be resolved by further progress in the field
of mobile—based AR technology.

All in all, the integration of MAR technology in L2 speaking
assessment may not substantially affect test scores and the internal
structure of the test score variance. However, with the use of technology
the wvalidity argument of speaking assessment can be further
strengthened by evidence that would have been less sustainable
otherwise. The MARST had a positive impact on test—takers’ cognitive

and affective aspects and created sufficient and meaningful opportunities

or testing contexts to judge the extent of the test—takers’ mastery of the

target speaking construct.

Table 46. Summary of articulating the validity argument of the MARST test use

Judgement
Claim Warrant Evidence of degree
of support
1. Observed 1. In the test design step, the test
1. Observation of  performance tasks were developed based on an
performance on reveals relevant analysis of relevant achievement
the MARST language functions standards and instructional goals in the ~ Supported
reflects the TLU and knowledge in national curriculum and textbooks,
domain of general  the Korean EFL which are published in compliance with
English. high school the specifications of the national
classroom. curriculum.
2—1. MARST rating 2-—1. In multiple training sessions,
procedures are raters spent most of their time
2. Test—takers’ appropriate for discussing the features that
performance on raters to assess the differentiated adjacent levels. To avoid
the MARST is targeted speaking rater bias, raters compared each
evaluated abilities. other’s or the researcher’s rating
adequately to outcome to analyze what caused score
yield observed gaps between raters.
scores reflective Easy access to the rating rubric in the
of speaking ability  2—2. The MARST mobile application during the rating Partially

191

2]



levels.

test administration
conditions are
appropriate for
providing evidence
of targeted speaking
abilities.

process helps human raters to rate supported
without bias.

2—2. The characteristics of each

individual task are reported in the test

design section of the Methodology.

3. Observed
scores of the
MARST are
reliable estimates
of expected
scores.

3—1. Test, task and
rating specifications
are well—defined.

3—2. Scoring of
test—takers’
proficiency is
consistent within
and across raters,
as is rater severity.

3—1. Detailed tasks specifications are
explicitly described including the
characteristics of the setting, test
rubrics, the input, expected responses
and the relationship between input and
responses. The rating rubrics with
detailed descriptors are available in
Appendix 1.

3—2. In the MFRM analysis, the fit
statistics of the rater facet indicates
that raters used the rating scale
consistently and maintained severity
across test—takers, tasks and criteria.
The infit and outfit MnSq range of 0.80
to 1.06 and 0.80 to 1.05 respectively,
are both within the productive range of
0.5 to 1.5 for measurement, producing
no overfit or misfit. According to the fit
statistics of the task facet in the MFRM
analysis, the high task reliability index
(0.98) indicates the degree to which
tasks are replicable in terms of
difficulty is high. In the MFRM
analysis on the test—taker facet, the
separation and reliability indices for the
difference in test—taker ability are high
at 4.32 and 0.95 respectively. In the
analysis of unusual responses in
MFRM, it was evidenced that potential
sources bias might have included the
lack of attention and misunderstanding
of the task instruction. Also, the
follow—up interview after bias analysis
indicated the effect of rating order
upon Rater 3 who rated Task 1 and
Task 3.

Partially
supported

4. Test scores
are meaningful
indicators of
students’
achievement in
the course.

4—1. The
administration
procedure enables
test—takers to
perform to the best
of their ability to
demonstrate English
proficiency in EFL
settings.

4—2. The separate
analytic rating

4—1. The topic, language forms and
functions, and expressions in the test
are exclusively elicited from test—
takers’ English classes.

Test—takers’ feedback from the
questionnaires and interviews suggests
that the authentic and engaging
features of the MARST test, the test
administration at test—takers’ own
discretion, and recording their
responses more than once allow them
to perform at their best with low test
anxiety. Additionally, the sufficient
input and clear guidance give them
ideas on how to perform the tasks.
They find test tasks relevant and
necessary for high school students to
learn. Many find the test tasks
appropriate to be presented in the

Supported
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4, Test scores
are meaningful
indicators of
students’
achievement in
the course.

scales contribute to
a common target
construct without
redundant criteria.

4—3. There is no
task redundancy or
need for revision or
deletion.

4—4, Test—takers
perform
significantly
differently in the
various aspects of
speaking.

4—5. Score reports
are user—friendly in
terms of
accessibility and
language.

MAR mode. The qualitative analysis of
test—takers’ responses reveals the
presence of specific language forms
and functions across all proficiency
levels, despite varying degrees of
mastery.

4—2. In the MFRM analysis, the three
rating criteria fits are within the
acceptable range of 0.5 to 1.5. None of
the rating criteria were misfitting or
overfitting.

4—3. In the MFRM analysis, both infit
and outfit MnSq values in the task facet
were all within the productive range of
0.5 to 1.5, producing no overfit or
misfit. No misfitting or overfitting task
indicates little chance of tasks being
poorly made or perfectly good.

4—4, In the MFRM analysis, each
rating scale has separate peaks on
each score level. The average ability
measures across the rating categories
increase as the score level progresses.
As expected, the scale is positively
linked to progression of test—taker
speaking ability and the rating scale
functions as expected.

4—5. Test—takers and users can see
the score reports on the app screen
once human raters score individual
test—takers’ audio files on the app,
which records spoken responses.

5. All aspects of
the administration
of the assessment
are free from bias
that may favor or
disfavor certain
test—taker
groups.

5—1. Tasks are
based on the course
content and test—
takers are notified
about the test in
advance.

5—2. Test—takers
have equal access
to the test.

5-3.
Interpretations of
the test construct
are consistent
across different
groups of test—
takers.

5—1. Prior to test administration, a
workshop was held that guided users
on how to use the mobile app.
Teacher’s notes and handouts
explained what the test would cover
and how the learning goals and
contents were represented in the test
tasks.

5—2. The mobile—based test makes it
easy for students with disabilities to
access the test input and addresses the
issue of unequal test access, which
may result from travel expenses. Lack
of familiarity with the test equipment
can be addressed because test—takers
in the MARST use their own mobile
phones and decide test time and
location at their convenience within a
specified period.

5—3. The bias (interaction) analysis of
the MFRM analysis indicates that
raters’ rating behaviors did not vary
across different gender and location of
residence.

Supported

6—1. The four tasks commonly deal
with the most concerning issue of
global warming, which people across
the world experience. However, due to
technological limitations, some
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6—1. The task
characteristics
correspond to those
in diverse real—life

comments from test—takers and
teachers point to the unnatural and
monotonous voice tone of the virtual
interlocutors on the app. The features
of the MAR including mixed— or

settings for both multi—modal presentation of Supported
academic and daily information, socialization via simulated
communication. human—like embodiment, and
6. Interpretations animation processing functions support
of the ability to be test authenticity by offering various
assessed are simulated situations close to real—life
generalizable to during test performance.
the TLU domain. The corpus analysis of speaking
response data of Task 3 supported that
linguistic features of the task were fit
for what the task intended to measure.
It can be generalizable that the MAR—
mediated task did not underrepresent
the speaking constructs intended in
Task 3. The responses were also able
to discriminate test—takers according
6—2. The tasks to proficiency.
engage not only 6—2. The theme of “global
test—taker’s areas environment in crisis”, one of the most
of language frequently covered news topics in the
knowledge but also world, can generate emotional
affective schemata responses that stimulate test—takers’
and topical language use and affective schemata of
knowledge. test—takers. The socialization feature
of the MAR mode also helps to lower
the anxiety that test—takers may feel
from face—to—face interaction in oral
interviews. A simulated addressee to
6—3. The test whom a speaker speaks in each task —
results are a friend, a polar bear and a rainforest
comparable to those  ranger further motivates test—takers
of other direct to speak.
speaking test 6—3. The MTMM analysis indicates
scores to some that the test scores have positively
degree. moderate correlations with other
speaking measures such as oral
interviews (.605) and oral translations
(573).
. 7. The MARST was designed as an
7. Interpretations . .
.. achievement test, which is part of the
about the ability 7. The
.. end—of—semester grades. The test
to be assessed characteristics of o
. tasks are similar to tasks already dealt
are relevant to the tasks highly .
L. . . with in the classroom. The contents of Supported
the decisions reflect instructional .
. the textbook provide language
made at tasks in the EFL . .
. . functions, skills and knowledge
educational speaking course. . .
.. reflecting the achievement standards
nstitutions. . .
of the national curriculum.
8. Score 8. The test provides
. re.tatlons sufficient testing 8. The multimodal features of AR in
concerning the contexts to collect R
s . the MARST assesses a test—taker’s
ability to be evidence for Supported

assessed are
sufficient for the
decision to be
made.

inferring test—
takers’ speaking
ability.

language ability in various simulated
contexts, generated by integrating
virtual and real—world environments.

9—1, The test

9—1. Good performance on the
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9. The test scores
are useful for
meeting the test
purpose and

scores are useful to
determine the
extent of the
mastery of English
speaking skills and
knowledge as part

MARST implies that test—takers are
ready to accomplish authentic tasks
associated with making suggestions,
describing visual information,
expressing personal opinions and
explaining the sequence of the working

making decisions of school academic process of a device. Partially
about test— achievement. 9—2. Developing the MARST was an supported
takers’ English ambitious attempt to overcome some
speaking constraints of the EFL language
competence. 9—2. The MARST learning and teaching, namely —
is sensitive to and decontextualized test settings and
considers local reluctance of assessing speaking skills
educational and in EFL language assessment.
societal values. However, it is doubtful whether it will
earn larger recognition due to low
credibility for self—assessment in our
society.
10—1. The
decisions are not , 10—1. The unique feature of the MAR
affected by raters . . .
.. X R mode provides a simulated interlocuter
10. Decisions on or interlocutors A . .
. . and indirect interaction between test—
the basis of the personal attributes. takers and raters
score 10—2. Test—takers ’
1nterprgtat10ns have equ:zd. 10=2. Tesi—takers received Supported
are equitable for opportunities to . . . X
. instruction and information on what the
stakeholders. learn or acquire the
. e test covered as well as the test
speaking abilities in B
the EFL speaking :
course.
11—1. The impacts 11—1. Test users’ interview and
on test—takers, survey responses on positive test
instruction, experiences and potential test use for
educational systems improving EFL teaching and learning
and society are practices were reported.
promising.
11. The 11—2. The unique features of the MAR
consequences of 11—2. The MARST  mode —mobility, autonomy and
using the MARST  is practical, as it is immediacy— made the test practical.
and decisions designed, developed
based on the and used within 11—-3. The post—test interview
MARST scores existing resources. reported test—takers’ satisfaction with ~ Supported

are beneficial to
test—takers and
stakeholders.

11-3. The MARST
may hold the
potential for positive
washback by getting
English language
learners to regularly
access to
technology.

the option available in the mobile app
that they could improve their answers
by being allowed to review and revise
their answers within the specific period
of time. Raters could also access to
test—takers’ records at their
convenience, which might offer
insights about their learning growth.
Easy accessibility to online materials
would contribute to fostering digital
literacy in the target language, which
relates to one of the general objectives
of the 2022 revised national
curriculum.
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Chapter 6. Discussion

This study presented an empirical attempt to investigate the effects
of new technology integrated into existing testing procedures by
developing an MAR —mediated speaking assessment for Korean EFL high
school learners. And it went on to articulate a validation argument by
examining whether the newly developed test could serve as a suitable
test platform for assessing oral proficiency in an EFL setting.

The subsequent section begins by providing a summary of the
results pertaining to each research question introduced in Chapter 1,
followed by a presentation of the findings derived from the validity
argument. Next, the section proceeds to advocate for the
contextualization of MAR technology within L2 assessment. This is
accomplished by addressing various validation issues associated with the

integration of MAR technology in language assessment.

6.1 Summary of results for research questions

RQ1. To what extent are the test scores and the test’s underlying factor
structure comparable to those of other measures of the same speaking
trait (i.e., oral translation and oral interview) and those of other traits

(i.e., listening, reading, and writing)?

According to the hypothesis of the MTMM matrix, correlations
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among measures of the same ability (monotrait correlations) would be
higher than correlations among measures of different traits using
different methods (heterotrait—heteromethod correlations). The MTMM
analysis conducted in this study revealed that, on the whole, the scores
obtained from the MARST exhibited slightly higher correlations with
measures found in monotrait—heteromethod matrices. These measures
include oral translations and oral interviews. In comparison, the
correlations with measures in heterotrait—heteromethod matrices, such
as multiple—choice listening, reading and writing, and writing translation,
were slightly lower.

The following factor analysis among these speaking measures
extracted two factors: one that corresponds to the speaking trait with
higher factor loadings among all the measures, and the other factor that
corresponds to different methods of the measures (i.e., MAR, multiple—
choice, and face—to—face). Multiple—choice speaking test scores had the
highest method factor loading, which means such test scores were more
explained by the test method than the target construct to be assessed.
On the other hand, among all the measures, the MAR test scores had the
highest factor loading on the trait factor but the lowest factor loading on
the method factor.

The four MARST task scores converged into one factor. Based on
these findings, it can be concluded that the test method effect on the
MARST was found to be negligible. The variance in MARST scores was

predominantly accounted for by the trait factor, which represents the
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target construct being assessed within the MARST.

The positive correlations observed between the MARST scores
and other speaking measures, along with the unidimensional internal
factor structure of the MARST, provide empirical evidence that supports
the wvalidation argument for meaningfulness, generalizability, and
extrapolation inference. These findings indicate that the MARST test
scores contribute to a common construct of speaking ability that is being
assessed. Furthermore, the interpretations made about this assessed
ability can be generalized to the broader domain of Target Language Use
(TLU). In other words, the results suggest that the MARST effectively
measures and captures the speaking ability in a way that can be
meaningfully interpreted and applied to real—world language use
situations.

Weak correlations among the four MAR test tasks indicate that each
task played an independent role in measuring the target ability. The
subsequent factor analysis extracted four factors that correspond to each
task variables. Therefore, it can be inferred that the structure of the
underlying dimension of the MARST has four separate sub—dimensions,
each of which constitutes different aspects of the intended speaking

proficiency in different tasks.

RQ2. To what extent do the assessment settings (e.g., test—taker, rater,

task, and rating category) affect test scores?
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The MFRM analysis sees each rating as a function of the interaction
of test—taker ability, task difficulty, rating category (and scale step)
difficulty, and rater severity. The current study sets up four facets —
test—taker, task, rating category and rater.

To be more specific, the MFRM analysis could provide reliable
estimation of expected scores based on observed scores of the MARST
as the scoring of test—takers’ proficiency was proven to be consistent
within and across raters. The fit statistics of the rater facet were all within
the productive range of 0.5 to 1.5, producing no overfit or misfit.

According to the fit statistics of the task facet, the high task
reliability index (0.98) indicates that the degree to which tasks are
replicable in terms of difficulty is high. The task fit statistics are all within
the productive range of 0.5 to 1.5, producing no overfit or misfit. No
misfitting or overfitting task indicates there is little chance of tasks being
poorly made or perfectly good.

The average ability measures across the rating categories
increased as the score level progressed, and each rating scale showed
separate peaks for different score levels. The scale was positively linked
to the progression of test—taker speaking ability and the rating scale
functioned as expected.

On the test—taker facet, the separation and reliability indices for the

difference in test—taker ability were high with 4.32 and 0.95 respectively.

The MARST demonstrated high reliability and the ability to differentiate

between test—takers of different ability levels. The test effectively
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measured a wide range of abilities and showed statistically significant
differences among test—takers. The presence of misfitting cases and
unexpected responses, however, formed the need for subsequent
qualitative analysis.

The bias (interaction) analysis indicates that raters’ rating
behaviors did not vary across different genders, test—takers region of
residence, and rating criteria. More importantly, regarding the mode
effect, there was no significant differences across gender, test—takers’
general English proficiency level, region of residence, rating criteria and
task type. The statistically significant interaction between rater and task,
however, underscores the importance of careful rater training, the
involvement in monitoring rater behaviors in the rating process after
training, and maintaining examinee's motivation to participate in the test.

Overall, the analysis results evidence the validation arguments for
meaningfulness and impartiality or, in other words, evaluation and
generalizability inferences. The observed MARST scores are reliable
estimates of expected scores, and the separate analytic rating scales
contribute to the target construct. There is no task redundancy or need
for revision and deletion. Test—takers perform significantly differently in

the various aspects of speaking.

RQ3. What are the perceptions of test takers toward the use of the
MARST and whether they will differ in individual characteristics such as

gender and general English proficiency?
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Regarding the mode effect, the interaction analysis in Section 4.3.2.1
revealed that test—takers’ perception of the MAR mode did not differ
across the six levels of test—takers’ general English proficiency, nor did
differ across gender, either. Thus, it can be concluded that the mode
effect on the MARST test scores proves to be nonsignificant. The
findings from this study evidence the wvalidation claims regarding
impartiality and the absence of biased elements in the assessment
administration that could unfairly advantage or disadvantage certain
groups of test—takers. Thus, interpretations of the test construct are
consistent across different groups of test—takers.

The result of test—takers’ questionnaires showed that compared with
face—to—face speaking tests, the majority felt testing via the MAR device
was more comfortable and interesting. Overall, they also thought that the
test input presented by the MAR mode was highly authentic and provided
sufficient guidance on what to do and how to construct their responses.
They also gave high scores to the items asking whether the test tasks
were appropriate enough to be presented in the MAR mode and relevant
to what they had learned in classroom. The results of the teachers’
questionnaires turned out to be more positive than those of the test—
takers. All in all, test users believe the MARST to be useful as an

alternative mode of L2 speaking assessment in EFL contexts.

RQ4. What are the linguistic features of MAR—mediated communication
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and how do they inform the MAR—mediated test validation?

The qualitative analysis revealed that the use of MAR in language
assessment enhanced test—takers' sensitivity to the presence of a
simulated social being and promoted communication of both informative
and interpersonal messages. It suggests that the MAR mode can allow
for establishing interactions in speaking tasks where responses are
limited to monologue or "talk alone". Thus, the construct being elicited in
MAR—mediated monologic tasks may be operationalized accordingly. As
a result, the type of monologic Task 3, which asks test—takers to explain
sequential information to an non—appearing but significant interlocutor, is
unlikely to underrepresent the speaking construct to be measured, but
rather improves its quality or expands it.

The analyses of test—takers’ speaking response corpora and the
organizational structure of their spoken discourses revealed that some
interpersonal and interactional elements required in the given task
situation across all of the three proficiency groups — the use of sequential
adverbs, modal expressions and imperative syntactic structures.
Regarding this, the subsequent analysis found out that their responses
reflected what they had learned in class to a large degree, which also
leads to supporting the intended purpose of the MARST test as
achievement assessment. In particular, using such language features, the
high proficiency group produced consistently higher results. It may be

suggested here that not only their pure language proficiency but also their
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highly achieving attitudes towards academics should be taken into
consideration as potential contributing factors on this output.

Tasks 1 and 3, which involved simulated interlocutors, were
designed to assess the viability and soundness of using semi—direct (or
simulated) speaking tasks delivered via the MAR mode as an alternative

to direct speaking tests delivered via face—to—face interviews.

6.2 Validation issues

6.2.1 Integrating MAR technology in L2 assessment

Technology has made significant contributions to language testing.
Computer—based language testing (CBT) has been widely used as an
alternative to traditional paper—and—pencil tests. In recent years, MAR
has emerged as a potential alternative to computer—based testing. Based
on what have been found in this dissertation, Table 47 summarizes the
potential benefits of MAR—mediated language testing are specified in
comparison with computer —based testing in terms of devices, language
test purpose, test constructs, test tasks, and testing conditions. This
would be considered a useful way to contextualize MAR technology
integrated in L2 assessment.

MAR has a unique advantage in its ability to provide an immersive
and interactive testing environment. The interactive nature of MAR can
be particularly useful for testing language skills specific to oral

communication revealing interactive and dynamic interactions, as MAR
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can simulate real—life communication scenarios more effectively than

CBT.

Table 47. Integrating MAR technology into developing language assessment

Mode

Test category

Computer

MAR

Device desktop, laptop smartphones, tablets
e standardized large—scale, e small scale classroom—
high—stakes based in local context,
Purpose
e assessment for general low—stakes
language proficiency e assessment for ESP
. listening and speaking abilities
overall language proficiency . e
Construct . . . in specific target language
including four skills .
domains
.. * simulating real—life
® requiring low level of R
. . . . communication,
interactivity (reading/
writing) , multiple—choice performance —based
Task ’ ’ * topics of specific fields,

fill—in—the—blank, etc.
®* more general topic,
input/output

input/output tied to specific
use and sociocultural
contexts

Testing condition

controlled

less controlled

* standardized
* efficient and cost—

* immersive and engaging

Advantage . . . authentic, contextualized
effective particularly with . B
. . * immediate feedback
automatic scoring system
® limited interactivity and e . .
. . Y * difficulty in standardization
Disadvantage authenticity

limited feedback

® costly

It has been a proven fact over a couple of decades that the

powerful use of CBT

1s manifest for

large—scale standardized

assessment of general language proficiency, centering on evaluating the

entire four skills at once. Meanwhile, MAR seems to be fit for local

contexts such as classroom assessment which intends to promote or

reinforce language learning and practice.
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As one of the most significant advantages of MAR-—mediated
language testing is its flexible and accessible device. MAR can be easily
used on smartphones and tablets with one hand, while CBT is limited to
desktop or laptop computers. Owing to this flexibility, can MAR—
mediated language testing reach a wider range of learners and provide a
more convenient and accessible testing environment.

When it comes to test constructs, MAR—mediated language testing
can be effective in assessing constructs related to communication and
social interaction, such as sociolinguistic competence, discourse
competence, and pragmatic competence. This is because MAR allows for
more realistic simulations of social situations. On the other hand,
computer—based testing may be more suitable for assessing written
communication or linguistic knowledge, including grammar and
vocabulary.

The types of tasks used in language testing can also vary between
MAR—-mediated and CBT. MAR allows for more interactive and
immersive task types, such as role—plays and simulations. Computer—
based testing, however, is more suited for tasks that require a significant
amount of text or visual input, such as reading comprehension and writing
tasks.

Unlike CBT, which offers efficient and cost—effective testing
conditions for large—scale assessments, MAR testing allows test—takers
to have discretion or autonomy in deciding when and where to take the

test. However, this autonomy can potentially pose threats to test
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reliability and validity. Suggestions on how to minimize these potential
threats will be addressed in 6.2.5.

Overall, both MAR—mediated and computer—based language testing
have their advantages and disadvantages, and the choice of test mode
depends on the specific context and purpose of the test. Ultimately,
language educators and testers must carefully consider the advantages
and limitations of each test mode to select the most appropriate testing
approach for their needs. A summary of contextualizing MAR technology
in developing language assessment in reference to CBT is outlined in
Table 43.

Revisiting the modeling of MAR-—mediated speaking test
performance in Figure 5, the accessibility and interactivity of MAR test
mode are now known to influence test—taker, task (and construct), and
performance. Therefore, test mode must be included as a major
component in modeling MAR—mediated speaking test performance, as

argued in 2.3.4 where MAR test mode is called construct—relevant.

6.2.2 Mode effect on test construct

The second issue concerns whether the use of MAR may
underrepresent the oral communication construct by not requiring
examinees to Invoke some of the pragmatic competences. In the
literature about the test mode effect on language production of test—

takers, O’ Loughlin (2001) which examined the linguistic features in
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responses to a tape—based speaking test in comparison with the live
version, characterized the response data to be of monologic ability with
more lexical density, while the responses of the live version were
associated with monologic ability. Likewise, the more recent qualitative
study conducted by Nakatsuhara and colleagues (2017) on the video—
conferenced speaking test revealed that VC communication tended to
involve more explicit language for negotiating meaning. This indicated
that VC communication might not always allow for subtle ways of
establishing understanding and taking turns. Consequently, when
assessing the speaking construct in VC tests, it was crucial to
operationalize it in a manner that encompasses explicit negotiation of
meaning and effective turn management, capturing these aspects as part
of the construct.

In the current dissertation, meanwhile, the qualitative analysis of
150 sampled speaking responses to Task 3 indicated that the MAR—
based monologic task requiring test—takers to explain the sequence of
events to a simulated interlocutor in a specific field of occupation elicited
not only monologic (i.e., describing a procedure) but also interactive (i.e.,
negotiating or engaging in conversation with a simulated interlocutor)
features of communicative utterance. It seems that they were attributed
to the immersive and interactive nature of the MAR environment, which
possibly facilitated the cognitive process of transferring information
during the speaking task according to the animation principle, one of the

cognitive principles of MAR technology, as explicated in 2.2.3. There
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needs to be more follow—up research on investigating what occurs in the
cognitive aspects of test—takers in performing MAR—based tasks.

Both monologic and interactive abilities are important aspects of
speaking proficiency in a second language, and they require different
language skills and strategies. Assessing both monologic and interactive
abilities can provide a more comprehensive and accurate picture of a
learner's overall speaking proficiency. At this point, it can be proposed
that this immersive and interactive MAR capabilities may hold a promising
potential to bridging gaps between the two conflicting perspectives on L2
ability : Communicative Competence (Canale & Swain, 1986 ; Bachman
& Palmer, 1996) and Interactive Competence (Kramsch, 1986; Hall,
1993, 1995; Young, 2013). The two positions are different in that
communicative competence captures innate traits that reside within
individual language learners in a given social and interactive testing
context. Thus, factors that might affect the target abilities have been
labelled as ‘construct—irrelevant’, while the interactive competence
focuses on social interactions co—constructed and shared among
participants.

The two camps deserve criticism ; for the former, on one hand, is
said to take a limited perspective on language learning, disregarding the
complexity of communication, and on the other hand, the latter does not
fully serve assessment purposes in reality particularly in the EFL context,
where L2 learners are highly restricted to interactive and social contexts

to use the target language.
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In Table 48, competence measured by MAR—mediated speaking
assessment is assumed to reside in a kind of a neutral zone where the
two extremes can be flexibly adjusted, with the two positions keeping in
balance and canceling out negative effects. Although it cannot perfectly
replicate real-life communicative situations, when aligned with
advancements of MAR technology, the featured MAR strengths of
authenticity and interactivity that contribute to generating immersive

environment for language use will probably uphold the dynamic features

Table 48. MAR—mediated competence in connection to communicative
competence and interactive competence for L2 speaking assessment

L2 ability ~ Communicative gg;?;gggfe
competence MAR—mediated )
. . (Hall, 1993, 1995;
(Canale & Swain, 1980, 1981; competence i
Kramsch, 1996;
Test Category Bachman & Palmer, 1996)

Young, 2013)

individual’s

o R communication jointly
individual’s . . R
.. . in online participation by
Focus communication in a . . . o
. interaction with all individual
social context . ..
simulated participants
participants®
. individual’s interactional
a trait or bundle of
. competence competence co—
traits of an .
o depending on constructed
Construct individual . L.
. simulated by all participants
independent of . . L. .
. . . Interactive 1n interactive
interactive practice . .
practice practice
Practice general local local
Mode F2F, P&B, CBT* MAR F2F*!
Condition controlled less controlled less controlled

3 for example, 3D animated avatars resembling physical and affective features of human beings

O R2F, P&B, and CBT refer to face—to—face (interview), pencil and paper, and computer—based test

modes respectively.

‘1 R2F here refers to not only face—to—face pair interview but also group discussion tests as well.
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of mutual communication in interactive test practices, as what the camp

supporting interactive communication has argued.

6.2.3 Mode effect on test task

Regarding the mode effect on task, the n—gram analysis of test—
takers’ responses to Task 3, mentioned in 4.4.2.3, can offer insights into
a strand of research that explores the types of tasks that MARST can
best serve: tasks that involve greater complexity. And it echoes what
York (2019) argued: the virtual environment might be particularly
beneficial for learners when dealing with complex tasks.

N—grams, which indicate collocations, are multiword expressions
composed of a defined number (represented as ‘n’) of words within a
reference corpus (Saito and Liu, 2022). Researchers have examined
meaningful correlations between n—gram frequency and L2 speaking
proficiency assessment (Kyle and Crossley, 2015; Eguchi and Kyle,
2020); for example, according to Kyle and Crossley (2015), trigram
frequency explained the largest amount of variance related to holistic
proficiency scorings on TOEFL iBT Speaking tasks (= .59).

In addition, collocation effects are considered to be clear when tasks
are well—structured with known content ; particularly in rating linguistic
accuracy and fluency of the picture description task rather than the
interview task. It may be due to the fact that raters already know the

story, paying more attention to the linguistic characteristics than
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semantic content/details of their speech (Saito and Liu, 2022).

From pedagogical point of view, mastery of collocations helps
learners improve communication fluency and produce a more authentic
and fluent language by gaining access to ready—made phrases and
expressions (i.e., some prepositional phrases and passive structures
required to perform Task 3) that convey meaning more accurately and
effectively. Due to their familiarity with the test content, which presented
the procedure of how the device works in an animated MAR mode,
learners were able to concentrate on using learned collocations
accurately and fluently. The findings support the assumption that the
more proficient group would display higher n—gram frequencies
compared to the less proficient groups. This suggests that the MAR mode
has the potential to alleviate the cognitive burden that test—takers may
experience when addressing Task 3.

Learning collocations offers another advantage in terms of
contextual appropriateness, which relates to the specific contexts or
situations where language is used. By acquiring collocations, learners
gain an understanding of how to appropriately use language in various
contexts — a crucial aspect that is often seriously lacking in EFL
classroom settings.

For this, MAR technology will likely be of great use for learners to
practice using collocations in tasks that present different simulated
situations. Applied to the current study, for instance, test—takers had

learned some prepositional phrases and adverbs tightly associated with
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addressing movement, locations and directions, as well as the appropriate
use of passive syntactic structure that focuses on what is discussed over
the agent that discusses it.

It can be via the MAR app that learners practice collocations, used
in the given situation where rainforest rangers keep alert to stop illegal
logging deep in the rainforest areas, such as ‘sends a signal’ , ‘go to the
site immediately’ , ‘is picked up by’ or ‘on the ground nearby’. Through
interactive tasks and challenges presented in the MAR environment,
learners can apply collocations in contextually appropriate ways. This
situational practice strengthens their ability to use collocations
effectively and accurately.

MAR creates opportunities for learners to engage in authentic
language use contexts. They can participate in virtual conversations or
simulations where they must use collocations in a realistic and
contextually appropriate manner. This helps learners develop their
proficiency in using collocations in authentic communication settings.

To summarize, Task 3 may offer an example of the positive
technical features of MAR test mode, characterized as authenticity and
interactivity, stimulating test—takers’ individual cognitive aspects. This
would, in turn, lead to improving test—takers’ performance including
automaticity, associated with communication fluency. Consequently, the
quality of the construct or language ability to be measured in the test is

enhanced.
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6.2.4 Mode effect on test—takers

Technology can create a learning and assessment platform where
learner’ s affective and cognitive processes intersect(Lajoie, 2014).
Thus, some cognitive principles and concepts of AR are adopted to
prepare test—takers for dealing with task complexity and assessment
difficulties. In 2.2, some principles and concepts related to AR technology
were presented, which can be utilized to aid test—takers in handling the
cognitive intricacies associated with complex tasks and challenging
assessments.

The extent to which individual characteristics contribute to the
differences in test—takers' emotional reactions to the immersive virtual
environment needs to be more researched. The earlier studies of Wang
et al. (2009), Liou (2011) and Chen and Kent (2020) reported that
learners experienced less anxiety in virtual environment, building
confidence, boosting motivation, and empowering them via avatar
anonymity. On the other hand, Ockey et al.(2017) found out contrary
results because the learner’ s role was controlled by the machine and
they could not get support when they ran into difficulties.

In this dissertation, the post—test questionnaire surveys to test—
takers and teachers, who are potential users, and interviews indicated
that a majority of participants seemed to be positively aware of the
features of AR technology integrated in the mobile app, which served as

a test mode. Some notable responses about the new mode included that
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it was authentic, interesting, reduced the burden and pressure to speak,
and was helpful for practicing speaking. It was also found to be convenient,
as it allowed multiple users — both test—takers and raters — to access it
at once. Moreover, users appreciated the flexibility to choose their own
test time and place. This design could potentially lessen test—takers'
feelings of pressure and burden.

Attention should be drawn to the questionnaire survey results
concerning the effect of the MAR on test—takers' motivation. This scored
an average of 2.77 on a scale of 1 to 4, which was lower than that of
teachers, who scored an average of 3.47 on the same scale. Follow—up
interviews with some test—takers revealed concerns about how their
speaking performances would impact their official school grades, even if
it was only a small portion.

In relation to this, previous research (Putwain & Daly, 2013) found
out that students demonstrating either low test anxiety with high
academic resilience or medium test anxiety with high academic resilience
achieved the highest academic performance while, in contrast, students
who experienced high test anxiety coupled with low academic resilience
displayed the lowest performance. This could imply that anxiety isn't
always detrimental to a test—taker's performance, indicating that further
investigation is needed on how test anxiety influences individuals in the
MAR assessment environment.

Another consideration derived from the post interviews may be that

if a test incorporates a new mode, it should ideally be designed for
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formative or diagnostic purposes. All in all, more empirical evidence
needs to be gathered on the physical testing environments and conditions
that determine whether pressure and burden will have opposing

psychological effects, whether positive or negative.

6.2.5 Control of variabilities of test conditions

Keeping variabilities of test conditions under control when the
MARST is administered can be challenging, requiring careful attention to
the technology used, task design, test—taker instructions, and rater
training. The qualitative analysis in this dissertation highlights the
importance of several careful considerations when applying MAR
technology to language assessment. One such consideration is the
standardization of technology, which involves ensuring that all test—
takers use the same type of mobile device and have the same version of
the app.

The analysis also underscores the importance of thorough
preparation in terms of providing clear and detailed instructions to test—
takers prior to the assessment. This includes communicating the purpose
of the assessment, outlining the task requirements, and specifying the
expectations for performance. To ensure consistency and address
potential variabilities in the task or technology, several alternatives can
be considered. One effective approach is to conduct a pilot test of the

assessment, which allows for the identification of any issues or
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challenges that may arise. The pilot test provides an opportunity to refine
the assessment and make any necessary adjustments before
administering it to the actual test—takers.

As reported in 4.3.3.2, where the sources of interaction between
Rater 3 and Task 1 and 3 were discussed, the potential rating order effect
should not be overlooked. To minimize this effect, it is crucial not only to
provide the training session prior to rating but also to actively monitor
the rating process. For instance, it is recommended to provide
appropriate oral or written feedback tailored to the rating in specific
contexts. This approach ensures consistent scoring of speaking
responses across all test—takers and tasks.

In conclusion, it is crucial to continue efforts in controlling
variabilities of test conditions when administering the MARST. By doing
so, the MARST can become a reliable and valid assessment of language
proficiency. Therefore, further research including new and follow—up
studies should explore and address any remaining challenges in need of
improvement in order to enhance the reliability and validity of the

MARST as an assessment tool.
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Chapter 7. Conclusion

7.1 Technological implications of MARST

In the attempt to make technological innovations in language testing,
new technologies are assumed to serve a range of functions in many
contexts (Chapelle and Lee, 2021). Research on the MARST adds to the
growing number of studies shedding light on the importance of situating
technology issues within a validity framework.

In the same vein, the current study may introduce the potential use
of the MARST, which will serve to narrow the gap between assessment
and learning in the classroom context by changing perceptions about
assessment. The MARST, which 1s not considered a high—stakes test,
can offer test—takers a second opportunity to demonstrate their
academic or instructional knowledge including linguistic and topical one.
The MARST pays attention to test—takers’ affective schemata, and they
do not need any testing equipment other than their own mobile and AR
markers. Moreover, they are free to determine the test location and time.

The study's findings suggest potential applications of MAR in
English language testing for specific purposes. These applications include
providing diverse, concrete, and sensitive contexts closely related to the
TLU domain. These factors are primary concerns in test development
and administration, and they inevitably impact the test validation process.

The MAR mode enables the development of a speaking test which
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includes tasks requiring test—takers to incorporate input materials
derived from sources that are both cognitively and affectively engaging.
As a result, test—takers construct their responses based on these
sources, rather than relying solely on their personal experiences and
opinions.

To enhance the quality of MARST, several factors need to be
considered. Primarily, the quality of MARST relies on the technological
sophistication of the device. It is crucial to ensure that the hardware used
for delivering the assessment is current and capable of supporting high—
quality AR experiences. The introduction of more advanced face
recognition technology could also bolster test security. If implemented, it
could monitor potential cheating in real—time on behalf of proctors. This
would not only strengthen test security but also increase practicality,
thereby contributing to the reliability of the test.

Integrating voice recognition technology could also prove beneficial,
providing immediate feedback on pronunciation and intonation. The
combination of games and MAR could make the MARST more effective
in facilitating learning—oriented assessments. Indeed, the inclusion of
user—friendly interfaces from interactive language games, improved
visual effects, and 3D avatars in MARST can support multiple test—
takers' participation in the same real—life simulated scenarios.

Last but not least, use of the MARST raises ethical considerations.
These include data privacy and security, fairness, and accessibility. It is

cruclal to ensure that these factors must be diligently addressed during
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the development and implementation of the assessment.

7.2 Pedagogical implications of MARST

Regarding pedagogical implications, the MARST can contribute
significantly to achieving the standards of high school English subjects
outlined in the 2022 revised national curriculum, from various
perspectives. Firstly, the MARST can offer a more interactive and
engaging language use experience. It achieves this by providing
opportunities to interact with virtual characters, test inputs, or other

learners in a more natural and immersive way.

It can provide a personalized language learning experience by
catering to individual needs and preferences of learners. It enables
practice of language skills at any time and place, and provides immediate
feedback on areas requiring improvement. Consequently, the MARST can
foster a sense of responsibility for their language learning in learners,
aligning with the curriculum's emphasis on self—directed learning.

As an innovative and cutting—edge technology, the MAR can inspire
learners to approach language learning with greater enthusiasm and
motivation. By leveraging the benefits of MAR, educators can design
Innovative, engaging tasks for language learning and assessment. These
tasks support the development of language proficiency and
communicative competence, in line with the curriculum's emphasis on

fostering a positive attitude towards second language learning.
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7.3 Limitations and suggestions for future research

The validation process is portrayed as an ongoing activity without a
clear endpoint, as noted by Chapelle, Jamieson, and Hegelheimer (2003).
Indeed, the validation discussed here was not merely meant to confirm
and defend an initial design and its operationalization. Instead, it was open
to change and refinement, reflecting the iterative nature of test
development and validation. Thus, the validity argument for the MARST
1s not considered complete but rather an ongoing process. Other
researchers or language testers may employ MARST, and evaluate
necessary steps for test interpretation and use.

This study offers several practical suggestions for future research.
First, although rater and test—taker opinions were collected via
questionnaires and interviews, future studies on rating behaviors and task
performances could employ screen—capturing software like Camtasia, or
more advanced technology such as eye—tracking (Yang, 2021). For
instance, efforts could be made to gather more evidence that enhances
rater consistency, thereby further supporting evaluation and
generalization inferences. One potential source of evidence could be to
examine probable causes of variations in rater severity and within—rater
differences across tasks, from a cognitive perspective, using think—aloud
protocols or eye—tracking (Choi, 2021), regardless of how minor the

interaction. Moreover, it would be beneficial to explore methods for
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achieving and maintaining homogeneity in rating different MARST tasks.

Second, the extrapolation inference could be further reinforced with
non—test evidence from English and other disciplinary courses that align
with the test—takers' MARST scores. This approach would ensure that
the speaking construct assessed by the MARST reflects the speaking
skills required in real—life settings. The inference from the MARST
scores 1s only partially supported by its similarities with other speaking
measures based on shared evaluation criteria, such as grammatical
accuracy, fluency, and topic development. This 1s because the
correlations between scores on these measures were not high enough.

Third, there might be high demand for more preparation or warm—
up activities before the main tasks, which encompass various topics (such
as recycling, environmental posters, and invented devices for saving
rainforests) and rhetorical functions (e.g., exchanging information,
making suggestions, describing, expressing personal opinions, and
explaining the working steps of a device). Extra measures should have
been introduced to reduce the cognitive load on test—takers during the
tasks within the given time limit.

Moreover, qualitative analyses examining the strategies involved in
the speaking process for successful task completion, and investigations
into the discourse features of test—takers’ responses, could support the
explanation inference in the validity argument. This implies that the
expected scores are attributed to the target construct of speaking ability.

As a continuation of the current research, the security function in the

221



MARST could be upgraded with advanced technologies, and the system
could be customized. This would allow teachers to design and develop
speaking assessments that align with their instructional interests.
Recently, there has been an increasing number of attempts to
research virtual environments for assessing language for specific
purposes. As a result, L2 researchers, language testers, and
professionals in technology—mediated language assessment should
collaborate to design and develop more authentic learning and testing

contexts for language learners.
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Appendices

Appendix 1. Test design

[Situation] + Z77F AIAIEE o] & 71dshr] 913 5o AL]F W7 S Adetar
TAX AL S o] 83to] wie ¢ Sl Ad-Ews AUlshs dEE SR EERD. 7HE
Sawol e e 2dstE A% ALY A¥s A HaL, AT vde QIR AdEe
9E%as BT SH XA S AT ER2). olF AT 2d3E U w9 Se4s
A8k =W MES A 524 0% HfoEs A8l whe A1 “RECxS] A5
°o}s] Ai--3 e AASlA o] = AT EEI)

(Folshda#1)
Let’s celebrate the World Environment Day on June 5!

Please open the AR app on your mobile phone and bring
the camera to the marker to find out what we can do to
celebrate it.

World #®

A Environment
¥4 Day

an old jean styrofoam wastes plastic bottle wastes

(ARSI #1) ol|zHlo] 573, Yol A

Hi, I am Ecobear. Do you know what day is celebrated on June 57 It's World environment
day. I would like to discuss recycling as a way to celebrate the day this year with your
friend. What can we make from recycling old and waste materials? Let's find it out by
bringing your camera to each item.

(AR 3 #2) Fo|3}49] old jeans9} &4

Fa=u ]

a tote bag a wall—hanging organizer
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(AR 3 #3) Fol3tA Styrofoam waste 2} A2

a picture frame a flowerpot

(AR 3} #4) %°]3b4d plastic bottle waste 2} 912

a pencil case a chair

(AR3}E#5) Rj ol Zu| o] T3, Yol A : In the following conversation, you are going to

suggest to your friend making a recycled item on the world environment day, using the

examples you have seen.

(Folsta #2)
TASK 1. Open the app on your smartphone and bring the camera on the marker to

complete the conversation on the AR screen.
[Preparation : 3mins / Recording : 1mins]

kgl Inventions for rainforests

TYHE 1

AT %9 PR
=71, 2317],8171,227] A 4013, g, A, T

HdH 7+ Fleoh Ak A4 (3H7) of] gt oA 3 s7]

7t A eral7] ¢} 7HsA] 3 817] (making a suggestion and expressing
one’s ability),

A2 A7 4mins

(ARSFH#6) TAA] H3lE T2 ove F4o] 74
- AL WEl= 71 AL i3 A AR E A Y, FEAFA S A Zstets dele 28

A: Do you have any idea what we can do to celebrate the World
Environment Day?

B: Hmm. Why don’t vou(we) trv making a recvcled item? / How about
recycling old ones to make new ones./ How about making new items

recvcling old ones?

il > 2
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A: Sounds like fun. I wonder what to make.
B : Lots of things. I can make a tote bag from my old jean / I can make a
chair out of plastic bottles/ I can make a wall hanger recycling old jeans.

A: Maybe I’ll try that.

«d] 4 2074

Language use Delivery Content / Topic
® ®) development (6)
ARt 5o dol 5o wglo] AL glo] | thste] &l 5tAl A
e | AR R e | & FEnlsiA wek =7 HiZtel= 71 d el &
*k | A o) E A sA | BT ooke] Fold o], FHA] Fholl =
*k | ARgsto] 2E3 (8) 31218 -ste] 717k TS Zlo] &g
Az (6) Soi7ka AA) gk
Rl AAAHA AFH. (6)
A Atst 58 A ALE | dAH o ug glo] | Fo9) gk #o)
WE | e 2HIE A3 E A | 23 rkaEel BEl | ZH7) oo A= w
e *ok | ot gl W A kot g 7 A4do] Huh dis}k A9
* | HA E LR U (6) | el gl I 9 FE= o AFe] s
A EAoR BAA AL | ()
A PR & (4)
7] Ak} 58 EH MRAY, Brlol Wol | FA it B4 %
- B | ARREE S o1F FaolA B2 3ol o] = a7t o] A=
*ok | ARgelA EE ol iAol a7 | T AAHA |k
Yok | Aol WElEE o 2 o] o] tiz}k A<
Ae @) A& & (2
AH 07 gl 7 27)0] B who] 29 | were] ulgo] A
WE | FEAA AaBel | MeEa AwuEA 95 | T 0 B w5
x| ool (@) ol X 7k 2AZ Sk | olofA] i W3} Aol
ot © %) 971 w]eko] glo]
HstdAe] 555 3]
& (0
ol 4, %, 8t
311 Fo] WA YBME YA 499 78—-79%;, sHd % 9] #], 2018
https://www.sheknows.com/living/articles/1062108/crafts—for—your—old—jeans,
http://www.newdaily.co.kr/site/data/html/2010/05/12/2010051200046.html
https://m.cafe.daum.net/2846ajv/Lb3L/227
= http://www.greenmax—recycling.com/bulky —waste—styrofoam—would—be—a—big—
A| roblem—for—city —eps—recycling—industr
= https://slowalk.com/1474
A https://cen.acs.org/policy/trade/Existing—treaty —help—manage—global/96/i26
https://voutu.be/RtOTiOQf Wtk
https://images.app.go0.gl/5fMr52KUwNVvWucP8
<a href='https://pngtree.com/so/&E 0 B — T HA - B F - >E0 7 -2zl —
=% -7 png from pngtree.com</a>
<a href="https://pngtree.com/so/Z1 3}'> 3} png from pngtree.com</a>
e Ae 71A& 2.2 B tig ¥ 44 e 14 & o] ANHESE st
Arg
g Inventions for rainforests
ki 2
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eE
=71, 8317],8171,27]

s

2 2,0l 8,4 &, 1,5
# g BAF R Aty (B EAE AR Er), Jsd ARbE

= TAEA) ol tig =84 2 9 A7 1dsh]

=3 th def tist 4w &l7] (explaining a familiar topic), #2411 A Z+o|v}
7 %3 317] (expressing one’s feeling)

8mins

(30]314 #3) With the app on, bring your smartphone camera to our planet Earth below
and you will see an environment poster.

.

#*AR ofyulo] A &y 4] 1 ¢, oFeflell £ =7 ‘Choose one for our future. Start from now.’
S, W &2 Ao Bo] dojuhA] Coxt WEEHE By, B4 £2 dul$HAA U
2819} YFA O HEEHE B

(3°]314 #4) Please, bring your phone camera to the marker to learn more about the
poster and what Escobar asks you to do.

(ARSI #8) ol FH|o] 53, vhelo) A

Hi, I'm Ecobear living in the north pole, the coolest place in the world. But, I feel sad about my home
disappearing due to the global warming. Look at the environmental poster. There are two choices you
can make for our planet. Describe EACH choice including its color, sound, and appearance. Then, tell
me which choice will help living creatures on earth like me to survive and what message the poster
tries to tell humans including you.

(Folshd #5)
TASK?2. Please reply to Ecobear by creating your own AR on the marker.
[Preparation : bmins / Recording : 3mins]
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(ARZH#9) AR S| WIS HS

e 540 74

o A] Left side has a blue color with green nature. Also it has a smile face and trees with zero
ek carbon dioxide. It looks like a eco—friendly face with fresh air and no environmental
pollution. On the other hand, the right side looks so hot because of its red color. And its
blood—shot eyes show that it is in a terrible situation. It is also surrounded by strong
flames and the ground is melting so it seems that a disaster is about to break out. Thus,
we, human beings, have to choose the left side.
This poster shows the future is in our hands, informing us of the current situation we
are facing, which is that we are now at crossroad to choose between the left and right
sides of the earth. It is up to us to decide whether to live in clean nature or suffer from
terrible disasters. At this crossroads, we have to choose the left side and start from
now. We must try to realize it right now.
=) A 5074
Language use (10) Delivery (20) Content/Topic
development (20)
theFel £, AW 5ol walo] AL glal | EAleA ek BE
Bg | 8oE x33 o3 FEd AFoZ F AR (A TA BAY,
ok | AEFAbgo] Fstar | FHlEA we =79 T2 <) o o =h
Kok | OFRFS] ARAE A W53t ofeke] 54 & 2] zA
LRFE A9t =711 HE (20) Y, AEd ee
uj A gstA A 10) 3] AN (20)
A 1B el B, A5 o] wajel A B8 | EACA 27k
WE | gojE X3 o3 o] =AR. Jrtael NP HAL} 74
E Kk | eI ARgo] o= AR | WhauA] gkont kg o9 & E%Oﬂ*i
*¥% | SHUAN, A 748 FAR A gm0l | BFHA YL A
A Ba HA e o R | oG] g A (15)
E e 9 8) (15)
7] Sed o) He s50] A5 B2 FAlA Qe
= B | U919 o3 Ak o @:Lou FFoz vz | AR Ao FHF
*ok | FHAee EATS 22 Ak ¥ A o4 1 74 o=
W | EEvbs. =t o] Zdste] E= o7t | g A elA Hg Al
3ol A Agell a7t | E7]¢l EHste] vhE y-g-o] dojxlo] Ful7}
He oF/7tEll 8 B) | 232 5 & (10) v ER T TS =
(10
Bt obd Rele | olsel WaR Ad] | TP AL mrelA
HE | 2 gl dw S50] LAAA Fobal | HFHQl Ygo] Ao
x| Akl AZEH B7} 2717k 3 (5) ’101 A8 FHlHA ok
ey | eHE () S F(5)
whol= % Z, o
https://blog.naver.com/PostView.nhn?blogld=mckko&logNo=221496425411&parentC
= ategoryNo=7&categoryNo=22&viewDate=&isShowPopularPosts=false&from=post
A View
= https://www.facebook.com/106224341135349/posts/saturdaythoughts—our—future—
%l depends—upon—usso—start—from—now—save—nature—save—yo/125053629252420
hise Inventions for rainforests
bk e
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T EEs RIR=
=71,%38171,8171,247] 2] 2 018, A &2 F 5 Ao

#4

A7+

o AAE Qrrol &8 F2 gatol 1 By el tist AR E ol3liste] AZH,
“AFdy], 2 AHENS DA E GE]

H7ra s =84 &A1, AFEA el (2R3 At Tsh))

S EAEN 8mins

Al ZE

(Folstd #6)
#* A A| &= With the app on, bring your smartphone camera to the marker below and find out
how useful Ecobear thinks a recycled device is to save rainforests.

(AR 319 #10) ol a0} &7, vello]ido] ARxlz} A A1 A]

;@ Topher White, a software engineer, invented a small
(_) Hﬂl"ﬂ] REST - device to save the rainforests, recycling old smartphones.

BUHHEET"]H B8 It is called RainForest Connection or RFCx. The device
has a sensitive microphone to catch illegal logging. Solar
pannels attached to the device allows it to get electricity
from the sun. And, wireless internet service makes it
easy for rainforest rangers to use the device.

(Fo]38 #7) With the app on, bring your smartphone
camera on the marker to figure out how the device works.
Next, you are supposed to explain it to rainforest rangers who work with the device every day to

protect the rainforest.

(ARSH #11) : ol zzdlo] 57, vrelol o] efuro]d A5 e} 974l AlA1E <.
(LA E oA Al wabA] TR oA 23

(Folshd #8)
TASK 3. Please reply to Ecobear by creating your own AR on the marker.
[Preparation : 5mins / Recording : 3mins]

[Memol]
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(AR 34 #12) 34 Sd diolg : A Ao )A19] e S Agd ete Aasgd
o A] First, when a guy tries to cut down a tree with a chainsaw, the sound of the chainsaw is
ek picked up by microphones attached to the solar—powered RFCx, located high up on a tree.
Second, the detected noise is transmitted into the cloud. Third, you, a ranger nearby, will
receive the signal from the cloud. Finally, you, a ranger nearby, go to the spot immediately
to catch illegal logging. Don’t worry. The RFCx will also work under the shade of trees as
it is solar—powered. Trust our company.
1) v 4 507
£ Content/
wl Language use (10) Delivery (20) Topic development (20)
=~
) ket ol b i o] wl | ) —‘E_—Tﬂ A Q= 4%;74]9]
A Gops sad | ZEAAEIAS | AR 3w mE o
T gy |naggasn ge | BEENAA B | a9 0z gad ns
N1 ax | o caaoa | S8 EEF AL | ABel w4 3u
= *% | 013 21;71 :}%:] - AAxel g =71l B Seld. ABE
ol 4 ey (o) | T EE @0 £ 012 4 Bahe
S #. (20)
Aeaq i, el 2 | DEEEERI | g ave s
AE gol 2 xR AE | L0 D, jL} ohall W glo] A o %
g || [emE el e | B, | Aot e
2 *k | AP =R 2F ol éii% oqook; AR ofsh e B
k| ASA G e Rt | Lot oy | o8 A4Ee ke
) e S5 (8) e (15) s+ (15)
2 AR = _
A e o
A Geah AL}, B o) sh=o]o] Jgow —‘E_—ZJMV\? L3k 4%HA
|| me | wxe ranqges | oo A% ZHEG] e s el el
2 | wk | A9 g o o en | L OTEEE R BRI rE A
st | w7 Was eus 6?01 % o7} E71 go] F=53 yig-o] A+
N T i 1o
or 9o () S35 sHA 3 A0)
AR P P P
o —3*1@3%7} EEWer‘ Q13 B=o] LA T A o] el dist Aol
we | BEARRER AR | DD O resol g
S|} Zgo] A ZshAl _ RS olslst7] 4. (6)
Yok AeE 3) =A7} 3t (5)
o= 2 =, 3t
A 1 Yol WA YBMER 2= 40, 3435 9] A
A #2992+, https://voutu.be/JtCk10bg02s (Rainforest Connection A3 &34}
& GA2. https://voutu.be/qEHHIVSWYTI (Rainforest Connection A& &%)
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Appendix 2. Questionnaires

%] highly disagree, 5: highly agree

No. Statement 0 1
1 I find the MAR test experience interesting and
innovative.
9 The MAR test experience encourages me to

speak English.

The MAR test experience is less stressful and
3 burdensome in comparison with face—to—face
speaking test.

Materials presented in the MAR test look
realistic and authentic.

Materials presented in the MAR test offers
sufficient clues for me to construct responses.

I spoke, being aware of the presence of
6 simulated interlocutors such as a friend,
Ecobear, and rangers.

I had no difficulty in understanding task

7 instructions and performing tasks through the
MAR device.

8 I understood the English speaking ability that
the MAR—based tasks test.

9 I understood the English speaking ability that
the MAR—based tasks test.

10 I am willing to take the MAR—based speaking

test again.

Appendix 3. Mean scores of four dimensions (item easiness)

Task 1 Task 2—1 Task 2—2 Task 3

Accuracy 2.98 2.78 2.70 2.90
Fluency 3.40 3.08 3.09 2.94
Content 3.15 2.74 2.99 2.74

Sum 9.52 8.61 9.05 8.58

Appendix 4. Item—total correlation (item discrimination)

Task 1 Task 2—1 Task 2—2 Task 3

Accuracy 0.53 0.73 0.74 0.70
Fluency 0.61 0.81 0.79 0.74
Content 0.58 0.68 0.74 0.64

Sum 0.75 0.87 0.88 0.85
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Appendix 5. Measure of agreement (Cohen’s Kappa, p = .000)

ACC FLU CONT SUM

TASK1 0.70 0.59 0.41 0.42
TASKZ2-1 0.47 0.64 0.39 0.53
TASK2-2 0.62 0.63 0.57 0.54
TASK3 0.41 0.64 0.61 0.50

Appendix 6. Predicted reliability for different test lengths (Spearman—
Brown Prophecy formula)

N 1 2 3 4 5 6 7 8 9 10
ACC 0562 0720 0.794 0837 0.865 0.885 0.900 0911 0920 0.928
FLU 0641 0.781 0.842 0.877 0.899 0914 0.926 0934 0941 0.947

CONT 0429 0631 0.749 0826 0.880 0.921 0952 0977 0.997 1.014
SUM 0560 0718 0.793 0.836 0.864 0.884 0.899 0.911 0.920 0.927

Appendix 7. Unexpected responses (32 residuals) in MFRM analysis

B et e
A ONOAUD VL WNNWWWANNY LW ND0NEDOO®NS

AL . . . '
I i LI =

D . o e
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OO OO N NS W NN N NW NN NY B NG00 m 0O ® e e e

o
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-

A 40081 Jung
D 158 158 4 Byu

—
-

-

SS5|101Fs

48 |2d1F1

4.4 | 1) 2M4A120 129 2 Nan
4.4 | 1302144135135 4 By
4.2 1201F38 2602 48y
41| 121F4A 320248
-4,0 | 1332144129 129 4 Byu
4.0 | 204 1F 10158 158 3 Mat
+3.9 1 120 1F 44110110 2 Nae
3.8 | 12 1F4A 320321 Jung
«3.8 | 127 1F &4 A 130130 2 Nee
3.8 | 10)2M4A 7007 1 Jung
+3.8 | 241 F 10 200 200 4 Byu
*3.7112)1F2¢12212248p
37110 1F4A 320248
«3.5 | 1231 F 44130 130 4 Byu
3.5 | 1232038117 117 2 Nee
-3.4 1222038 19019 4 By
3.4 | 2CM1F 4 A149 149 4 Byu
3.4 2CN1F 44199 199 4 By
«3.3/121F38 5305 1 Jung
3.3/ 1331 F4A 80080 1 Jung
<33 1202038 69 069 1 dung
3.2/ 12044 7007 1 Jung
+3.2 | 2081 F 10157157 3 Met
3.0 1332M10 14014 1 Jung
<31 | 1232M2C 58958 1 Jung
53,1 | 122N 4A 18018 1 Jung
-3.0[13)1F2C 300348y
3.0 | 101 F4A 460461 dung
+3.0 | 1) 2110 115 115 2 Mam
<3.0 | 1372138 140 140 2 Nan

-

Jootnl(wltl
4 sequ 2 FLU | 3719
4 sequ 3 CONT | 3084
3 opin 1 AC | 3238

4 sequ2 FLU | 575

1 conv 3 CONT | 759

4 sequ 3 CONT | 3096
4 sequ 2 FLU |
2 desc 3 CONT | 2622
xcwxxclus

4 sequ 2 FLU | 317
4 sequ 1 MC | 1666
1 conv 2 FLU | 4646
2desc 1 KC | 90
1 conv 1 XC | 757

4 sequ 2 FLU | 3119
2 desc 3 CONT | 2799
Jopin 1 ACC | 451

1 conv 2 FLU | 35482
1 conv 2 FLU | 4622
2 desc 3 ConT | 1254
2 desc 3 CONT | 1992
1 conmv 1 MC | 1633
3 opin 1 KC | 1663
3 cpin 2 FLU | 3680
4 sequ 3 CONT | 324

1 conv 3 CONT | 1371
2 desc 3 CONT | 434
dsequi C |

4 sequ 3 CONT | 1892
Jopin 2 FLU | 274
4 sequ 2 FLU | 3347

|
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Appendix 8. Misfit cases of test—takers’ ability measures in MERM analysis

Case No.  Test—taker No. Measure Infit MS Outfit MS
1 5 —4.32 1.54 1.00
2 12 .50 1.83 1.85
3 17 —.05 1.58 1.59
4 26 -.12 1.61 1.57
5 27 .85 1.56 1.74
6 32 1.55 2.12 2.47
7 33 =.27 1.78 1.67
8 69 .25 1.83 1.85
9 70 —-3.55 1.66 1.78
10 111 .61 1.64 1.72
11 112 —-.41 1.55 1.57
12 127 .04 1.56 1.65
13 129 2.27 1.94 1.64
14 130 1.82 1.54 1.46
15 145 -1.01 1.71 1.67
16 149 —4.75 1.74 .98
17 150 b2 1.67 1.75
18 157 .92 1.58 1.77
19 158 —4.75 2.13 1.80
20 173 —.64 1.80 1.82
21 199 —4.75 1.74 .98

Appendix 9. Sample transcripts of spoken responses to Task 3
Speaker A

This device has a sensitive microphone, so it detects illegal logging. When logging
is detected, information about it is sent to the cloud. So the cloud sends some
sign to the rainforest rangers and you can locate them. Then you can go to the
illegal logging spot immediately.

Sample B

First, sound of chainsaws is picked up by microphones and solar powered
cellphones. Second, software sends signal to cloud. Third, real time alert is
received by a ranger on the ground nearby. Fourth, that enables the rangers to
go to the site immediately.

Speaker C

Installing forest connection on the tree, then when rainforest connection does
illegal logging, the microphone sensitively catches the sound of the electric saw,
find the location and receives the location from the forest guard through the cloud
to help the forest guard move quickly.
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Speaker D

First, if the illegal logging is happening, and I can detect the noise of the logging
with the sensitive microphone. Then it will send the signal with this wireless
internet service to rainforest ranger.

Speaker E

Put this device on the tree and wait. If someone cuts a tree with an electric saw,
the device will recognize the sound and send a message to protect forest future.

Speaker F

If noise occurs from the machines of those who illegally damaged the mountain,
the machine, first, detects noise through sensor and passed into the forest
security through the cloud and the forest ranger and follow the signal to protect
the rainforest.

Speaker G

The deforestation method is a method in the which a microphone attached to a
tree detects the noise of a chainsaw that is illegally logging and store the noise
in the cloud and then send a signal to the rainforest ranger so that the security
guard locates the seat and dispatches it.

Speaker H

The RFCX is made by recycling old smartphones. First, it will change a sound
while charging solar battery. The device has sensitive microphone to catch illegal
logging sound. If it get the sound, sends a signal to cloud to call rainforest ranger.

Speaker I

If illegal logger cut the tree using the electric saw, RFCX detect a noise using
their sensitive microphone. Software sends a signal to cloud. Real time alert is
received by a ranger on the ground nearby. That enables the rangers to go to the
site immediately.

Speaker J

The rainforest connection detected the noise of chainsaw and send a message to
rainforest rangers through the cloud. So, rainforest rangers catch the bad guy.

Speaker K

Device detects illegal logging. It sends information to the cloud. Cloud then sends
information to the rainforest ranger, and the rainforest ranger is dispatched to
the place where illegal logging take place.

Speaker L
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When sound of chainsaws is picked up by microphones in solar powered
cellphone, software send a signal to cloud and real time alert is received by a
ranger on the ground nearby. Last, that enables the ranger to go to the site
immediately.

Speaker M

The first is illegal logging with chainsaws. Second, it detects the noise with a
microphone attached to the tree. Third, it sends a signal to the cloud. A forest
guard receives the signal.

Speaker N

The device is called RFCX. Let me explain how it works. First, the device detects
logging of electric saws with a sensitive microphone. Then they send a signal to
the cloud, then the rainforest ranger receives the logging detection signal from
the cloud. After that, rainforest rangers can go to block the logging.

Speaker O

First, as a man is doing illegal logging with his chainsaw, a solar powered
microphone attached the tree detects a noise from the chainsaw. Second, It sends
a signal to clouds and then forest rangers receive a signal. They can know the
location of illegal logging, and they go to the illegal logging spot immediately.
Speaker P

When the sound of an electric saw is heard on a solar cellphone, the system
sends a signal to the cloud. A real time alarm is sent to a nearby security guard,
and the guard can be dispatched immediately.

Speaker Q

People randomly lumber trees. The rainforest system detects them and send a
signal to the security guard through the cloud and quickly dispatches them to
the site.

Speaker R

The first, illegal logging is hear. And the second, RFCX detect the sound. Third,
we're sending a signal to the forest ranger. Fourth, forest ranger are aware of
the location of illegal logging.

Speaker S

Install rainforest connection on the trees. Then when rainforest connection does
illegal logging, the microphone sensitively catches the sound of the electric saw,
finds the location and receive the location from the forest guard through the cloud
to have the forest guard move quickly.

Speaker T
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RFCX hears the sound wave and send a signal to the administrator through the
cloud. And the administrator received the signal and dispatches it.

Speaker U

First, RFCX catches the noise from the chainsaw. Second, it sends a signal
including the location of the illegal loggers to your phone via the cloud. Finally,
you can go the place and arrest the illegal loggers.

Speaker V

If someone is logging, the microphone attached to the tree will detect a noise and
send a signal to cloud with solar power and send a signal to forest rangers.

Speaker W

If you try to do illegal logging, first the invention attached around here informs
the forest ranger and come to the site.

Speaker X

First, when you hear a saw cutting wood, the machine detects it and sends it to
the cloud and the cloud knows the guard, the guard goes to the place where he
cuts trees and stop them.

Speaker Y

When loggers cut a tree with a chainsaw, the machine recognize the sound and
sends our radio wave. Radio wave transmits to the forest guard of cloud app. The
location of the logger can be determined.

Speaker Z

First, the sounds of illegal logging is caught on the cellphone microphone.
Additionally, cellphone receive electricity from solar energy. Second, software
send a signals to cloud. Third, a nearby forest rangers get a warning calls.

Appendix 10. Main text (p.83~87, High School English, YBM, Han et al.,
YBM Holdings, 2018)

Lesson 4. Invention for the rainforests
RFCx: the Rainforest Savior

Imagine you are standing in a rainforest. You are surrounded by tall trees, many

of which are more than 40 meters tall. You are a hundred kilometers away from

the nearest city. What do you hear? Do you think it is a quiet, peaceful place? If
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so, you are wrong. The rainforest is actually a very noisy place. Insects, birds,
and monkeys are responsible for much of this noise. And sometimes there is
another sound, one that does not belong in the forest at all. It is the buzz of a
chainsaw. Every year some 13 million hectares of rainforest, an area about the
size of England, disappears.

This loss destroys the habitats for millions of species and has a major effect on
the jungle's biodiversity. Also, it increases the amount of COZ in the air.
Destruction of the rainforest is caused by logging, farming, mining, and other
human activities. Among these, logging is the main reason for nature's loss. Some
70 to 80 percent of the logging in the rainforests is thought to be illegal. To
address this problem, a young American engineer has invented a simple device
that detects illegal logging the moment it occurs.

It all started in 2011, when Topher White visited Indonesia as a volunteer. One
day, he and some of the other volunteers set out from the ranger station on a
walk into a protected rainforest. After walking only five minutes, his group came
upon people who were cutting down trees illegally. The surprised loggers fled,
but White was shocked. Despite the fact that they were still fairly close to the
ranger station, it had been impossible to hear anything from back there. It is
because the forest was so full of other sounds.

White started thinking about ways to help. He knew that even in the jungle, far
from the city, there was good cell phone service. He thought that perhaps cell
phone technology could solve the problem. After he returned home to the U.S,,

in his father's garage he developed a small listening device using an old cell phone.

He attached a sensitive microphone to the cell phone so that it could detect
chainsaw noise from up to three kilometers away. This device would be placed
high up in a tree. When it picked up the buzz of a saw, it would send a message
to a ranger's cell phone.

White knew that he had to protect the cell phone so that it could survive in the
hot and wet rainforest environment. His solution was to put the phone in a plastic
box. Since there was no electricity where the phone needed to be placed, the

device had to be able to power itself. White attached solar panels to the cell phone.

He was sure that the panels would work, even under the shade of the thick tree
leaves.

How the Device Works

1. It all starts here! Sound of chainsaws is picked up by microphones in solar—
powered cell phones.

2. Software sends a signal to cloud.

3. Real—time alert is received by a ranger on the ground nearby.

4. That enables the rangers to go to the site immediately.

White returned to Indonesia to test the device. Surprisingly, on only the second
day after he installed the device, it picked up chainsaw noises. An alert message
was immediately sent to White and the forest rangers. When they approached
the logging spot, the illegal loggers ran away.
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White published his story on the Internet and word quickly spread. People living
in other countries contacted White and asked if they could use the device. Others,
from around the world, started sending him their old cell phones so he could build
more devices. These devices, called Rainforest Connection (RFCx), are now
being used in the rainforests in Africa and South America.

One RFCx can protect 300 hectares of forest. If a forest of this size is cut, 15,000
tons of CO2 are released into the air. Preventing this amount of COZ2 from being
released has the same effect as taking 3,000 cars off the road for a year. These
devices are saving rainforests and providing new life for thousands of discarded
cell phones. Thanks to Topher White and his RFCx devices, the earth is now a
better place to live.

Appendix 11. One way ANOVA test result

Descriptive statistics

Levene
Statistic dfl df2 Sig.
4_grams Based on Mean 13.752 2 21 .000
Based on Median 10.583 2 21 .001
Based on Median and 10.583 2 14.563 .001
with adjusted df
Based on trimmed 13.187 2 21 .000
mean
Robust Tests of Equality of Means
4—grams Statistic® df1 a2 Sig.
Welch 34.990 2 10.563 .000
Brown—Forsythe 49.636 2 10.636 .000
a. Asymptotically F distributed.
Multiple Comparisons
Dependent Variable: 4—grams
Games—Howell
Mean 95% Confidence Interval
D Difference
level (J) level (I-1) Std. Error Sig. Lower Bound  Upper Bound
low med —.040 .016 .080 —.085 .005
high —.262" .031 .000 —.353 -.172
med low .040 .016 .080 —.005 .085
high —.222" .034 .000 -.317 -.129
high low 262" .031 .000 171 .354
med 222" .034 .000 129 317

*, The mean difference is significant at the 0.05 level.
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