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Abstract

Mounting Visual Metadata on
Transformer—-based [Language

Model for Open—ended Video
Question Answering

Donggeon Lee
Interdisciplinary Program in Cognitive Science

The Graduate School

Seoul National University

Video question answering has recently received a lot of attention
from multimodal video researchers. Most video question answering
datasets are usually in the form of multiple-choice. But, the model
for the multiple—choice task does not infer the answer. Rather it
compares the answer candidates for picking the correct answer. This
method is limited in options, making it difficult to grasp detailed
interactions between videos and questions. On the other hand, in the
case of open—ended answer, it is easy for the model to understand
the complex relationship between the video and the question through
free answer generation. In addition, from a practical point of view,
for interaction with humans, subjective interaction is easier than the
method of providing answer candidates. In this paper, we challenge

the existing multiple—choice video question answering by changing it

% = |
1 ":l‘“_! ."i" o 'I_ H



to open—ended video question answering. To tackle open—ended
guestion answering, we use the pretrained GPTZ2 model. In order to
understand the contents of the video, information about the
characters and events is needed. To utilize the aforementioned
information, fine—tuning is performed using information such as video
input, subtitles, metadata, and description. This study is performed
by changing the existing DramaQA dataset to an open—ended
guestion answering, and it shows that performance can be improved

using video metadata.

Keywords : Video, VQA, open—-ended, transformer, visual metadata,
Language Model
Student Number : 2021-27378
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Chapter 1

Introduction

Transformers are now the de facto standard for language modeling
and recently extending their applications in vision and multimodal
domain [19, 4]. Transformers in the vision and language domain are
usually pretrained with large scale datasets and applied to various
downstream tasks. Among downstream tasks, video question
answering evaluates whether the model understands various
dimensions of video contents and is usually done in multiple—choice.
However, when learning a model for multiple-choice video question
answering, the model selects the correct answer by comparing the
similarity between the question and the answer candidates rather
than inferring the correct answer to the question. But, selecting the
correct answer through comparison with the answer candidates does
not perform the reasoning required in the question and answering,

making it difficult to generalize for other tasks.

In this paper, we tackle the current multiple—choice video question
answering dataset by changing it into an open—ended format. We
focus on a more challenging open—ended setting where there is no
prior knowledge of answer choices. As well as, in the case of open-—
ended VQA, additional data like multiple choices is not required to

generate answers to new questions.



The answer candidates are not given in open—ended multimodal
video question answering, so the model infers the correct answer
through reasoning. In other words, in the case of multiple choice,
among the candidates for the correct answer, one that is close to
what the model understands is found. On the other hand, in the open—
ended model, the model directly finds the answer to the question. In
the case of open—ended model, through free answer generation, the
model can more deeply understand the complex relationship between
images and questions. In the case of multiple—choice VQA, it can be
difficult to capture the detailed interactions between images and

guestions due to the limited number of choices.

In addition, open—ended expression is easy when interacting with
humans in a practical aspect. In the real world, you can't always give
5 options. For example, even when used as an assistive technology
for the visually impaired, it is difficult to give multiple choice options

for sights that the disabled cannot see.

Challenging open—ended multimodal video question answering, we
propose an extended model that learns various modalities together
based on the recently proposed Transformer language model. The
proposed model receives various metadata and language input of
video. The results show that performance can be improved by

combining multiple metadata rather than features from raw videos.

This paper is organized as follows. Chapter 2 examines related

works to video question answering and open—ended question
% b
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answering. Chapter 3 describes the proposed model and learning
strategy. Chapter 4 examines the dataset and experimental settings,
as well as the quantitative results. Finally, in Chapter 5, the

conclusion and future research directions are described.



Chapter 2

Related Works

2.1 Video Question Answering

A variety of video question—answering datasets have been
proposed, including MovieQA[17], PororoQA[10], TGIF-QA[9],
TVQAI[11], DramaQA[5], and are mostly in the multiple-choice
format. AVSD Dataset[1] is characterized by the fact that question-
answering for video is in the form of dialogue, which is out of the

existing multiple—choice form.

Recently, various approaches have been proposed for video story
guestion answering, which can be divided into three categories.
There are techniques using Memory Network[17, 10], Attention[10,
11], and Transformer[21]. Memory networks stores and utilizes key
information about a question—answering in a memory network to find
it among many information in a long video. Attention effectively
represents only the representation of visual/verbal core information
by progressing attention across layers. Techniques utilizing context
matching by applying attention achieved high performance in
question—and—-answer by comparing the context of a question—and-
answer with the context of a given video in detail. Recently,

researchers propose transformer-based models for video question
1 2 1 &1
10 A =—T1H <!



answering. [18] proposed transformer and the proposed architecture
brought a huge performance improvement in language modeling, and
there is a move to expand it to a video domain. Recent state—of-art

models show that these techniques can perform well in modeling the

video as well as the language.

11 . H 2T



2.2 Open—-Ended Question Answering

In the H. Xue et al.[20], Z. Zhao et al.[23], pointed out that the
existing video question answering task used only one static image
and text and also dealt with it as a short word oriented multiple—
choice problem. It is emphasized that this approach cannot utilize the
sequential and temporal information of the video. Therefore, its
usability is limited in that the answer is chosen within given answers.
In the above papers, the sequential/time information of the video was
utilized to finally generate answers through decoders, resulting in
better results than traditional methods (Mean-VQA, SS-VQA, etc.).
However, the issues addressed by the above papers are limited in
that they are short lived, although open-ended, and the format of

questions and answers is also simple.

In the [12], the author conducted a study on AVSD task[1](Given
video and ten turns of question answering a text, task generates
natural language answers to the last question) based on
Transformer(GPT2[15]). This paper extracts features from video
and text with I3D[3] and VGGish[7], applies positional encoding,
Beam Search, receives good results from several metrics (BLEU,
METEOR, CIDEr, etc.). However, the model is not much different
from above papers, and the position and video feature information

was not used properly.
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Chapter 3

Method

{ =97MF M } [ < MLM } ( =‘97I?LM J
( VA | | |
!
[ Vieature Transformer Encoder Transformer Decoder
)
( Vi ) i
{ Vpo:[[ion J Input Embedding } { Output Embedding (shifted right) ]

Figure 3.1 Overview of the proposed multimodal transformer model
architecture. V_feature : feature vector, V_segment @ segment tokens,
V_position : position encoding, MFM: Masked Frame Modeling, MLM :
Masked Language Modeling, RLM : Response Language Modeling

3.1 Formulation

The purpose of our model is to integrate multimodal information
(e.g., subtitle, video, audio, question, etc.) to generate the open-

ended answer.

Our model consists of inputs of video, question and outputs of
answer. The video is represented as V =
({v1,...,vN},im1,...,mN},{s1,...,sM}). vn is representing the n-th
frame in V, mn means a image features, and a visual meta data, the
information such as person, person’s emotion and behavior, in
bounding box corresponding to n—th frame, sm is m—th subtitle in the
b

entire video V. The question is represented as Q = {Wal, ..., Wq

’

and the answer is represented as A = {wal,...,waK}.
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Each frame can be expressed as vvp by extracting 3 frames per

second from video and then feeding in the pre-trained I3D[3] model

to extract feature vectors. There is information about the character
in the form of {cl ,...,(:Imn } in each mn. and information about each

character is represented as ¢! = (f', p!, b!, el).

fmi is a feature representation of the character’s image of
bounding box using a pre—trained ResNet152[6] model. pimn is a
word embedding representation using a pre-trainned GPTZ2 model.
bimn is the character’s behavior. eimn 1s a word embedding

representation of the character’s emotion.

Each s an be expressed as (p Awl ,...,WJSm }) which which can be
divided into sentence, (wl ,...,WJSm}, which can be divided into a

word w! and a speaker p Both speakers and words can be expressed
in a previous way. Sentences can also be broken down into words

using the GPT?2 tokenizer.

14 -":r'-\.! 'kl-.' 1-. |



3.2 GPT2

We reference and use GPT2, a transformer model, which uses
attention in place of the previous recurrence and convolution based
architectures. Attention mechanisms allow the model to selectively

focus on segments of input text it predicts to be the most relevant.

GPT?2 models receive the feature, segment, and position as inputs.
Feature refers to data that embeds text input through GPT2
tokenizer, segment refers to data that means a token type of each
word, such as [eos] and [sos], and position refers to the location of

each word in the sentence.

f i t i f

Decoder

r t+ + t t t ft t t t 1t f

t t t t 1
Pretrained Transformer

f
r t+ t+ t t t+ t+ f+ t t+ r t t t t ft f f
f

Haeyoung] [ is ] [ drinking ] [ in ] [ the ] [ shot ] [ - ]
)

f
f

(
[ )
(

( Text Embedder )

-ttt ft t + t 1+ 1t f

Video Embedder

t r t t 1t 1

Video features Text features
123456789 10]11 14 ] .. ]n-3[n-2]n-1] n ]| Position
™ [\ [Bbf] | [Bbfl | [Bbfl | [Per] | [Beh] | [Emo] [Per] | [Beh] | [Emo] | [spkl | ([Scr] tspkl_| (s | fauel | | Segment

Co o i e Lom [omor |~ e [oms [ Lo [ e |~ Lomin [ oo [ am ) | Feature

Word Embed
[ Word Embed

Haeyoung : "Hey, | don't  Que : “Who is drinking
care if | die” in the shot?”

Feature Feature

Word Embed
Encode Encode

Figure 3.2 Multimodal transformer model architecture. The video
embedder is a linear layer which embeds feature of video size to feature
of embedding size, and the text embedder is a linear which embeds
feature of vocab size to feature of embedding size. Denot We used the
following segment tokens [V] : Video, [Bbf] : feature of bounding box,
[Per] : person’s name, [Beh] : person’s behavior, [Emo] : person’s

emotion, [Spk] : speaker, [Scr] : script, [Que] : question.
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3.2.1 Feature Embedding

Feature embedding input is all of the preceding (v , {cl s

cImn }) to a two-dimensional sequence over time. Subsequent (p ,
1

{wt, ..., WJSm }) similarly leads to a two—dimensional sequence

over time. Finally, we attach {qu S, qu }. Therefore, the

sequence length is N + ZNmnzllmn + M+ ZMszl.ISm + L. On the

other hand, if features are extracted using 13D or ResNet, the
features are different from those extracted with GPT2 models, so the

dimensions are adjusted through a layer of learnable linear layers.

erature = [{(vvn’ {Cllmn, cee C{;lnnn })}’

Jsim
{(psma{wslm>"'awsm )}a

{qwy,...,qur}]

: 5 Q)



3.2.2 Segment Embedding

Notation | Description

[V] I3D feature for each frame

[BBF] 2D ResNet feature for each bounding box
[PER] Name of each character

[BEH] Behavior of each character

[EMO] Emotion of each character

[SPK] Speaker of each subtitle

[SCR] Each subtitle

[QUE] Question

Table 3.1 Notation and description for segments

Segment embedding distinguishes the various inputs that enter the

video. The distinguishing features can be divided into eight as Table

3.1.

For each of these eight Feature categories, Segment embedding

was performed using special token in GPT2.
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3.3 Decoding Method

3.3.1 Beam Search
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Figure 3.3 Beam search

Beam search is a heuristic search algorithm that explores a graph by
expanding the most promising node in a limited set. Beam search is an
optimization of best-first search that reduces its memory requirements.
Best—first search is a graph search which orders all partial solutions
according to some heuristic. But in beam search, only a predetermined
number of best partial solutions are kept as candidates. It is thus a

greedy algorithm.
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3.3.2 Nucleus

Sampling

1.0
ZwEVmp.p P(w|“The”) = 0.94 Zwthop_p P(w|“The”, “car”) = 0.97
~— — —

OMUDDDDDDDDD O _

nice dog car woman guy man people big house cat drives is turns stops down a not the small told

P(w|“The”) P(w|“The”, “car”
Figure 3.4 Nucleus Sampling

Deterministic sentence generation methods such as Beam Search,
Greedy Search have the disadvantage of generating repeated words
consecutively or resulting in too general sentences when used in an
open-ended text generation task, which is a sentence generation

task in which the end of a sentence is not determined.

Human generated sentences don’t look like this. Therefore, in open-—
ended generation, a stochastic sampling—based sentence generation
method, rather than a deterministic method, is often used to mimic the

human sentence generation method.

Nucleus sampling is a method that compensates for the disadvantages
of “Sampling with SoftMax temperature” and “Top-k sampling”, which
are representative sampling methods. Nucleus sampling sorts the words
in descending order of probability when the model calculates the

probability of the next word to appear, and selects words in order until

19 J’—'! ‘~,| 1_'_“ [
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the point when the probability value of each word is accumulated
exceeds the hyperparameter p. We then renormalize the probabilities of

the selected words and sample words from that distribution.

Method Bleu Meteor Bertscore Bleurt Time

Beam 0.69 0.2 0.34 0.62 130 min

Nucleus 0.68 0.18 0.32 0.6 8 min

Table 3.2 It is a description of the performance and time required for

each Decoding Method for 3453 data in a subtitle-only environment.

/ N\
_ nice, are they
(?O) doing that for a
— i ;
\ particular reason?
Person A _
yes and there are )
h. did
typically on tv and be yea id you know
that 70s show was
happy to look at us, remade in uk?
that's a good question ’
Beam Search Top-K Sampling Nucleus Sampling
beam_width=10 K=300, Temp=0.7 p=0.95

Figure 3.5 Decoding Strategy Comparison

To find an effective decoding method for multimodal answer
generation, we try the decoding methods, including beam search and
Nucleus Sampling[8] which samples text from the dynamic nucleus

of the probability distribution. Although beam search showed slightly

20 2 2-1



high performance, it took about 16 times more time to use it in real—

time, so Neclues Sampling was used.

3.4 Implementation Details

All experiments are run on NVIDIA [TITAN Xp]. Because of the
lack of memory, we use a batch size of 1 input unit. We use AdamW
optimizer[13] with a learning rate of le—4 and weight decay of le-5.

Cross—entropy loss is used to train the model.

21 A “._, ‘_]l



Chapter 4

Result

4.1 Settings

4.1.1 Dataset

. Jeongsuk || g Deogl © X
Neutral, Sit down | Neutral, Talk
V' o Haeyoung1 fll
d Sadness, Lok at [li§ Surprise, Cook |

Deogi: Mother, have some pancakes Haeyoung?: I(Haeyoung1)'m not getting married. Deogi: You(Haeyoung1) must be out of your mind, saying such things out of the blue.
Other: Why did you(Deogi) make so much?  Deogi: What did you(Haeyoung1) say? Haeyoung1: We(Haeyoung, Taejin) fought planning the wedding.
Difficulty 1 Difficulty 2 Difficulty 3 Difficulty 4
Q : How is Haeyoung1's hair style? Q : What did Jeongsuk hand over to the Q : How did Deogi react when Q : Why did Deogi make food a lot?
A : Haeyoung1 has a long curly hair. man? Haeyoung1 said Haeyoung1 won't get A : Because Deogi wanted to share the
A : Jeongsuk handed over a plate to the married? food with her neighborhoods.
man. A : Deogi yelled at Haeyoung1 and hit

Haeyoung1’s head.

Figure 4.1 An example of DramaQA dataset which contains video clips,
scripts, and QA pairs with levels of difficulty. A pair of QA corresponds
to either a shot or a scene, and each QA is assigned one out of possible
four stages of difficulty. A video clip consists of a sequence of images

with visual annotations centering the main characters.

To show the effectiveness of the proposed method, we evaluate it
on video question answering datasets, i.e., DramaQA [5]. This
dataset is for multiple—choice tasks. So, the sentence corresponding
to the correct answer among the multiple—choice options was

converted into a label and used.
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Kyungsu : Yes. Yes, that's right. Something came up. I(Kyungsu)'m
sorry. I(Kyungsu)'m really sorry.

Deogi : Are you(Heayoung1) a human? Are you(Heayoungl) even
a human being? Still smiling after you(Heayoung1)
called off the wedding?

Haeyoung] : It's a hundred times better to not marry instead of marrying
then splitting up later! We (Heayoungl, Tacjin) wouldn't

have been able to live together for a long time anyway! Haeyoung1

Jinsang
Neutral, Look at/ Back on Neutral, Stand up

(@)

Figure 4.2 Examples of character—-centered video annotations: (a)
coreference resolved scripts and (b) visual metadata which contains the
main characters’ bounding box, name, behavior, and emotion. All
annotations for characters in script and visual metadata can be co-

referred by unique character’s name.

Difficulty 1 Difficulty 2 Difficulty 3 Difficulty 4
— — _
Shot Single Shot Multiple Scene Time factor Scene Causality
Supporting Fact Supporting Facts
@
i @ check T R
N [} | Dokyung o | Taein " Chaman
- g el 3 ‘/P“(,‘ .3\. @ vibrate | A
. Dokyung  ph
kyung  phone = Deogi plate table oo o 1 pa
L% ¥ Dokyung ~ phone pocket Chairman  money
Q: What's Dokyung doing? Q: What did Deogi put on the table? Q: How did Dokyung know the message from cellphone had come? Q : Why did Taejin bow politely to Chairman?
A : Dokyung is holding a phone. A : Deogi put a plate on the table.

A : Dokyung heard the vibrating sound coming from his cell phone. A : Taejin had to talk about money with Chairman.

Figure 4.3 Four examples of different QA level. Difficulty 1 and 2 target
shot-length videos. Difficulty 1 requires single supporting fact to answer,
and Difficulty 2 requires multiple supporting facts to answer. Difficulty 3
and 4 require a time factor to answer and target scene—length videos.

Especially, Difficulty 4 requires causality between supporting facts from

different time.
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#QAs  #Clips A‘S/‘;’yl'o:/}dsecoer];:n # Annotated Images # Qz;s by leéiculty
Train 11,118 8,976 3.5/93.0 130,924 5799 2,826 1,249 1,244
Val 3,412 2,691 3.5/87.0 41,049 1,732 851 416 413
Test 3,453 2,767 3.8/93.0 45,033 1,782 853 409 409
Total 17,983 14,434 3.6/91.8 217,006 9,313 4530 2,074 2,066

Table 4.1 Statistics about train, validation, and test split of DramaQA
dataset. # QAs: The number of QA pairs. # Clips: The number of video
clips including shot and scene. Avg. Video Len: Average video length
per each video clip. # Annotated Images: The number of annotated
images in total target video. # QAs by Difficulty: The number of QA

pairs for each difficulty level.
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(a) The Number of Questions per Episode
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Figure 4.4 (a) The number of QA pairs per episode and difficulty level.

Given that the length of scene is tens of times longer than the size of

shot, the variation between levels is small compared to the number of

videos. (b) The number of 5W1H question types per difficulty level.
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Character Frequency Behavior Frequency Emotion Frequency
others

2
Kyungsu Q %,
Jiya >
Taeii >
aejin g
i
1%}

Deogi

——
others Ffear
dance Disgust
hug

eat .
call Surprise
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0171'11 ess

Sadness
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(a) (b) (©)

Figure 4.5 (a) The percentage of each character’s frequency in visual
metadata. Haeyoungl and Dokyung are two main characters of drama
AnotherMissOh. Haeyoung?2 is the person who has same name with
Haeyoungl, but we divided their name with numbers to get rid of
confusion. (b) The percentage of each behavior frequency in the visual
metadata. none behavior occupies a lot because there are many frames
with only character’s face. (¢) The percentage of each emotion

frequency in the visual metadata.
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Top3 person who the speaker talk to

Speaker | 1st 2nd 3rd
Haeyoungl | Dokyung Deogi Haeyoungl
Dokyung Haeyoungl Haeyoung2 Hun
Jinsang Dokyung Sukyung Hun

Deogi Haeyoungl Dokyung Jeongsuk
Sukyung Jinsang Haeyoungl Jiya

Hun Dokyung Jinsang Anna

Top3 person who the speaker talk about

Speaker | 1Ist 2nd 3rd
Haeyoungl | Dokyung Haeyoung2 Taejin
Jinsang Haeyoungl Taejin Sukyung
Deogi Haeyoungl Dokyung Taejin
Hun Dokyung Haeyoung2 Anna
Dokyung Haeyoungl Haeyoung2 Taejin
Haeyoung2 | Haeyoungl Dokyung Chairman

(@)

Speaker Frequency in Script

\
0‘\9 others
o
>
o
Anna
Heeran
%& Jiya
‘?9 Haeyoung?2

Hun

(®)

Figure 4.6 (a) Top: Top—3 the person who the speaker frequently talks

to, for each top 6 most spoken person. Bottom: Top-3 the person who

the speaker frequently talks about, for each top 6 most spoken person.

(b) The percentage of each person’s utterance in the script.
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4.2 Metrics
4.2.1 BLEU

BLEU(Bilingual Evaluation Understudy) is a method of measuring
translation performance by comparing how similar machine
translation results are to human translation results. The metric is
based on n—grams. BLEU is not a perfect method, but it has several
advantages. It can be used regardless of language, and the

calculation speed is fast.

4.2.2 METEOR

METEOR(Metric for Evaluation of Translation with Explicit
Ordering) is a metric for the evaluation of machine translation output.
The metric is based on the harmonic mean of unigram precision and
recall, with recall weighted higher than precision. It also has several
features that are not found in other metrics, such as stemming and

synonymy matching, along with the standard exact word matching

The metric was designed to fix some of the problems found in the
more popular BLEU metric, also produce good correlation with
human judgement at the sentence or segment level. This differs from

the BLEU metric in that BLEU seeks correlation at the corpus level.

28 2 2-1



4.2.3 BERTScore

today {0.347 0.361 0.307 GJERE] (8.

Contextual Pairwise Cosine Maximum Similarity Importance Weighting
Embedding Similarity (Optional)
Reference x ‘ the {22££10.597 0.428 0.408|
the weather is —_ | [T — weather {0462 0.393
(@) g
cold today = g cf > Rupep — O7I8X12D 40515790+ ..
) € cold {79 05480343 BERT 1.27+7.94+1.82+7.90+8.88
Candidate I — =
<

it is freezing today

e oS
S
& weights

Candidate

Figure 4.7 Illustration of the computation of the recall metric R_BERT.
Given the reference x and candidate x7, it compute BERT embeddings
and pairwise cosine similarity. The highlighted the greedy matching in

red, and include the optional idf importance weighting

BERTScore is an automatic evaluation metric for text generation
Analogously to common metrics, BERTSCORE computes a similarity
score for each token in the candidate sentence with each token in the
reference sentence. However, instead of exact matches, it computes
token similarity using contextual embeddings. It evaluates using the
outputs of 363 machine translation and image captioning systems.
BERTSCORE correlates better with human judgments and provides
stronger model selection performance than existing metrics. Finally,
it uses an adversarial paraphrase detection task to show that
BERTSCORE is more robust to challenging examples when compared

to existing metrics.

29 ; iﬂ 2T



4.3.4 BLEURT

Task Type Pre-training Signals Loss Type
BLEU TBLEU Regression
ROUGE TROUGE = (TROUGE-P, TROUGE-R; TROUGEF) Regression
BERTSCOI'C TBERTscore — (TBERTSCOI‘C—Py TBERTscore-R TBERTscore—F) Regl'eSSiOIl
Backtrans. likelihood Ten-fr,z| %> Ten-fr,Z|z> Ten-de,z| 2> Ten-de, 3|z Regression
Entailment Tenail = (TEntail, TContradict, TNeutral ) Multiclass
Backtrans. flag Thacktran_flag Multiclass

Table 4.3 BLEURT's pre—training signals

model cs-en de-en fi-en Iv-en ru-en tr-en zh-en avg
T/T T/r T/7T T/T T/T T/T T/7T T/T
sentBLEU 29.6/432 289/422 386/560 23.9/382 343/477 343/540 374/51.3 324/475
MoverScore 47.6/670 51.2/70.8 NA NA 53.4/73.8 56.1/762  53.1/74.4 523/724
BERTscore w/ BERT 48.0/66.6 503/70.1 61.4/81.4 51.6/723 537/73.0 556/76.0 522/73.1 533/732
BERTscore w/roBERTa  54.2/72.6  569/76.0 64.8/832 562/757 572/752 57.9/76.1 58.8/78.9 58.0/76.8
chrF++ 350/523 365/534 475/67.8 333/520 415/588 432/614 405/593 39.6/579
BEER 340/51.1 36.1/53.0 483/68.1 32.8/515 402/577 42.8/60.0 39.5/58.2 39.1/57.1
BLEURTDbase -pre 51.5/682 520/70.7 66.6/851 60.8/80.5 57.5/777 56.9/760 52.1/72.1 56.8/758
BLEURTDbase 557/734 563/757 68.0/86.8 64.7/833 60.1/80.1 624/81.7 59.5/80.5 61.0/80.2
BLEURT -pre 56.0/747 57.1/757 672/86.1 623/817 584/783 61.6/814 559/76.5 59.8/79.2
BLEURT 59.3/773 59.9/792 69.5/878 644/835 61.3/81.1 62.9/824 60.2/814 625/818

Table 4.4 Agreement with human ratings on the WMT17 Metrics Shared

Task

The most popular choices for evaluating language generation
model(e.g., BLEU and ROUGE) may correlate poorly with human
judgments. BLEURT is a learned evaluation metric based on BERT
that can model human judgments with a few thousand possibly biased
training examples. A key aspect of this approach is a novel pre-
training scheme that uses millions of synthetic examples to help the

model generalize.
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The evaluation is carried out using BLEU[14 ] based on n—-gram,
METEORI[2] considering recall as a traditional metric to evaluate the
generated text. In addition, we evaluate the answers generated with
a total of four metrics, including BERTScore[22] which is measured
based on a similarity between each token embedding and

BLEURTI[16] which uses the pre—learned model as metric.
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4.3 Quantitative Results

Model Bleu Meteor Bertscore Bleurt
S 0.68 0.18 0.32 0.6
S+V 0.65 0.1 0.3 0.59
S+B 0.697 0.202 0.35 0.6
S+M 0.733 0.281 0.378 0.62
S+M,V 0.726 0.263 0.38 0.61
S+M,B 0.733 0.276 0.38 0.62

S+M,V,B 0.724 0.258 0.37 0.61
S, D+M,V,B 0.796 0.309 0.514 0.7

Table 4.4 Quantitative experimental results for the DramaQA validation
set. S stand for subtitle, V stands for video features extracted from 13D,
B stands for bounding box features extracted from ResNet, and M
stands for visual metadata composed of person, emotion, and behavior,

D stands for description for scene.

Table 3 shows metadata plays a major role in improving
performance. Our model is based on GPT2, so there is language bias.

It helps improve performance with language metadata.

The information in bounding box features also helps answer
questions by looking at S/ B + S. However, comparing M + S/ B, M

+ S did not improve performance.

Video information lowers performance. For reasons, a
transformer-based model is a model with large language bias, and
the entire video that is irrelevant to the question works even worse

than bounding box features.
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Finally, it can be seen that the descriptive information on Scene
greatly affects the performance of the model. Since it is a language-—
based model, meaningful text data can greatly improve the
performance of the model. Video capping can be used to replace the

limited situation in which the description is directly applied.

4.4 Qualitative Results

t does Haeyoungl notice about Sukyung?",
eyoungl notices Sukyung is rude."

is Jinsang starring at?",
insang is starring at Sukyung."

"Question": wears ring on her finger?"
"Prediction ungjin wears ring on her finger."

"Question": t is CCTV used for?"
"Prediction okyung is used for walking alone."

""Questiol hat is Anna doing in the shot
"Prediction": "Anna is sleeping in the shot

""Questiol is talking n to Dokyur
"Prediction eyoungl is talking next to Dokyung

"Questiol t is Haeyou doin
"Prediction eyoungl is talking

"Questio t did Dokyung do?",
"Prediction okyung walked to Haeyo

How
"Deogi feels angry

H does Heeran act afte eading somethin
"Heeran asks a question."

What did Haeyoungl do in her room?",
""Haeyoungl closed the book in her room."

What did Dokyung do?",
"Dokyung looked at the phone

"Why does Haeyoungl reject Dokyung's offer?",

"Prediction": ecause Haeyoungl doesn't want to wait for him."

"Questio "Why does Hun hurry to get off the car?
"Prediction": "Hun wants to make a call to Dokyu

"Questio "Why is Haeyoungl's cell phone ringing?",
"Prediction": "Because Haeyoungl is crying."

""Questiol "Wwhy is Sukyung angry with Hun?",
"Prediction": "Because Hun tried to get rid of the smell."

Figure 4.8 Qualitative results. question prediction pairs for levels 1, 2, 3,
and 4 are shown.
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Chapter 5

Conclusion

In this paper, we challenge the existing multiple—choice video
guestion answer by converting it into an open—ended form. We
construct the model in the form of a multimodal transformer by
adding video and metadata from video to the existing pre—trained
language model. Ablation studies using the DramaQA dataset showed

that video metadata helped performance.

For future work, we plan to use the dense caption features in the
video space transferred into the language space to circumvent the
language bias problem. As a result of using description data in
DramaQA Dataset for verification, it showed remarkable performance

improvement.

In addition, performance can be improved by using language
models such as chatgpt, Galactica, and GPT3 that have recently been

released.
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