
 

 

저작자표시-비영리-변경금지 2.0 대한민국 

이용자는 아래의 조건을 따르는 경우에 한하여 자유롭게 

l 이 저작물을 복제, 배포, 전송, 전시, 공연 및 방송할 수 있습니다.  

다음과 같은 조건을 따라야 합니다: 

l 귀하는, 이 저작물의 재이용이나 배포의 경우, 이 저작물에 적용된 이용허락조건
을 명확하게 나타내어야 합니다.  

l 저작권자로부터 별도의 허가를 받으면 이러한 조건들은 적용되지 않습니다.  

저작권법에 따른 이용자의 권리는 위의 내용에 의하여 영향을 받지 않습니다. 

이것은 이용허락규약(Legal Code)을 이해하기 쉽게 요약한 것입니다.  

Disclaimer  

  

  

저작자표시. 귀하는 원저작자를 표시하여야 합니다. 

비영리. 귀하는 이 저작물을 영리 목적으로 이용할 수 없습니다. 

변경금지. 귀하는 이 저작물을 개작, 변형 또는 가공할 수 없습니다. 

http://creativecommons.org/licenses/by-nc-nd/2.0/kr/legalcode
http://creativecommons.org/licenses/by-nc-nd/2.0/kr/


Ph.D. DISSERTATION

Search for Bosonic Decay Modes of a Charged

Higgs Boson in Rare Top Quark Decays

탑 쿼크 희귀 붕괴에서 생성되는 하전 힉스 보존의 보존형

붕괴모드 탐색

BY

변지환

August 2023

DEPARTMENT OF PHYSICS AND ASTRONOMY

COLLEGE OF NATURAL SCIENCE

SEOUL NATIONAL UNIVERSITY



Search for Bosonic Decay Modes of a Charged Higgs

Boson in Rare Top Quark Decays

탑 쿼크 희귀 붕괴에서 생성되는 하전 힉스 보존의

보존형 붕괴모드 탐색

지도교수 양 운 기

이 논문을 이학박사 학위논문으로 제출함

2023 년 8 월

서울대학교 대학원

물리천문학부

변 지 환

변지환의 이학박사 학위논문을 인준함

2023 년 8 월

위 원 장 김선기

부위원장 양운기

위 원 정성훈

위 원 최선호

위 원 원은일



Abstract

The thesis consists of a search for bosonic decay modes of charged Higgs

bosons (H+) in rare top quark decays. The analysis is based on the data of

proton-proton collisions at a center-of-mass energy of 13TeV, collected using the

Compact Muon Solenoid (CMS) detector at the Large Hadron Collider (LHC) in

Conseil Européen pour la Recherche Nucléaire (CERN) in 2016. The integrated

luminosity of the used data corresponds to 35.9 fb−1. The analysis looks for the

production of H+ bosons in top quark pair events, the main production channel

of top quarks at the LHC, to test the presence of extended Higgs sectors to the

standard model of the particle physics. The H+ boson can decay to a W and

CP-odd Higgs (A) boson pair with a large branching fraction, and this decay

mode is investigated using a subsequent A decay mode, A → µ+µ−. Final states

with electron-dimuon or trimuon, and at least two jets, including a b-tagged jet,

are analyzed to search for the hypothetical process with the mass of A bosons

between 15 and 75GeV, and that of H+ bosons between 100 and 160GeV.

No statistically significant evidence of the additional Higgs bosons was found,

and the first upper limits at 95% confidence level were set on the combined

branching fraction for the decay chain, t → bH+ → bW+A → bW+µ+µ−,

between 1.9× 10−6 to 8.6× 10−6.

Keywords: charged Higgs boson, CP-odd Higgs boson, top quark, CMS

Student Number: 2015-20329
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“What is a prospector?

Seriously, what is a prospector?

It’s someone who believes it’s out there.

Who wakes up every morning, again and again, believing it’s out there.

And then it’s not? He’s standing on the edge of the desert,

staring a new day’s sunrise right in the eye.

He hears that little voice, a little voice that says,

‘Go ahead. Keep walking.’

The sun gets higher and higher, shining down on him.

He’s really hot, and he doesn’t have any water to drink.

Everybody that came with him wants to turn back.

Eventually they do turn back, and there he is. And he’s all alone...

with the belief that it is out there, man. It’s out there.

That’s a prospector.”

- S. Gaghan (director), Gold (film) (2016).
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Chapter 1

Introduction

1.1 The Standard Model and Necessity for a New

Theory

The standard model (SM) of particle physics has been working as the default

framework for understanding phenomena of elementary particles. It classifies

the elementary particles and explains three kinds of their mutual interactions,

the strong, electromagnetic, and weak interactions. The model consists of six

quarks, three charged and three neutral leptons, four gauge bosons, and a Higgs

boson. Having observed the Higgs boson, consistent with the SM prediction, at

the LHC in 2012 [1–3], all particle constituents of the SM were experimentally

confirmed. There are still a few predictions of the SM, such as trilinear Higgs

couplings, that has not been examined with sufficient precision. Nonetheless, the

model has been tremendously successful in description of existing experimental

results, and it is often conceived as the ‘laws of Newton and Maxwell’ of the

modern era.
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Despite its triumphs in most experiments, there are also numerous obser-

vations that the SM cannot explain. Most notable examples include astronom-

ical observations related to the matter-antimatter imbalance and dark mat-

ter, and experimental measurements on the muon magnetic dipole moment.

As Sakharov pointed out, the formation of matter-antimatter imbalance re-

quires the CP-violation [4]. The only interaction that can accommodate the

CP-violation in SM is the weak interaction between the W boson and fermions,

yet this contribution to the observed matter dominance of the universe is known

to be negligible [5, 6]. Dark matter is another example of failures of the SM.

The dark matter, originally proposed to explain velocity distributions in galaxy

clusters [7], is now also supported by various different measurements as grav-

itational lensing [8] and cosmic microwave background (CMB) data [9]. The

ever-increasing astronomical evidences reveal that only approximately 15% of

matter in the universe can be explained by particles in the SM. Challenges of

the SM also arose in the experiments in the precision frontiers. The anomalous

magnetic dipole moment of a muon is measured in a precision of 10−10 at Fer-

milab, and have shown to differ from the expected value from the SM by 4.2

standard deviations (s.d.) [10]. These current experimental evidences strongly

support the necessity for a new theory of particle physics with extended particle

constituents.

Apart from the disagreement with experimental results, the SM includes

structures and parameters that are either asymmetric or requiring extreme

quantum corrections. These are not necessarily a problem in the sense of pre-

dictability of a model, yet it still intrigued many physicists on its origins and

led them to propose alternative models resolving such features. The (gauge)

hierarchy problem is an example criticizing the smallness of the Higgs mass

despite its instability to quantum corrections. In supersymmetric models, the
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Higgs mass is protected from large quantum corrections by the cancellation

required by symmetry of the models [11, 12]. Smallness of neutrino mass is

also a frequently noticed issue motivating studies on hypothetical underlying

principles for the feature. Current upper limits on the neutrino mass indicate

that these values are smaller than that of the rest of SM fermions by a factor

less than 10−6 [9]. Various models extending the SM in the Higgs and lepton

sectors have been proposed to provide suitable explanations for this distinctive

feature of neutrino mass [13–19]. In addition to the smallness of neutrino mass,

some models with larger extensions, such as the left-right symmetric models,

even restores the chiral symmetry broken in the SM weak interaction [13, 20].

These hypotheses for more profound understanding of the SM structure also

motivates searches for beyond-standard-model (BSM) phenomena.

1.2 Charged Higgs Bosons - Quests for the Nature of

Mass

The Higgs sector of the SM consists of a single Higgs doublet, yielding a

single Higgs physical state after the spontaneous symmetry breaking (SSB).

The Higgs boson is responsible for the mass of all other particles, given by in-

teraction with the Higgs boson at vacuum expected value (vev). Hitherto, the

measured properties of the Higgs boson have been consistent with the SM [21].

Nevertheless, the Higgs sector larger than the SM is still a viable scenario with

the current precision of experimental results [22], and it is possible that mul-

tiple Higgs bosons participate in the formation of particle mass. In addition

to the precise measurement of the discovered Higgs boson, it is equally impor-

tant to examine alternative Higgs models to strengthen the foundation of our

understanding of mass generation.
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Theories with extended Higgs sectors have been proposed for various mo-

tivations. Singlet extension can be found in models with a scalar dark matter

candidate [23, 24]. Doublet extension is one of the most extensively studied sce-

narios. The minimal supersymmetric extension of the SM (MSSM) belongs to

this category, which is motivated for the hierarchy problem and dark matter [11,

12]. Models in this category can also explain the matter-antimatter imbalance

by CP-violation in Higgs sector [25, 26], small neutrino mass by either Yukawa

interaction from the additional Higgs boson [27] or loop-induced generation [28],

and anomalous muon magnetic moments [29]. Triplet extension arises in models

of which a small Majorana mass of a left-handed (LH) neutrinos is formed by

Yukawa interaction with the triplet Higgs field [15–17]. More complex scenarios

are also possible [30, 31].

In this thesis, experimental investigation on charged Higgs bosons (H+)

in the context of two-Higgs-doublet models (2HDM) is discussed. The 2HDM

postulates five physical Higgs states, two charged (H±), CP-odd neutral (A),

and two CP-even neutral (h, H) Higgs bosons. One of the CP-even Higgs bosons

can take a role of the observed Higgs boson, and the H boson is assigned for

this throughout the thesis. Charged Higgs bosons are unique scalar particles

carrying electric charge, which renders its phenomenology distinguished from

that of neutral Higgs bosons. The Yukawa interaction mediated by these bosons

can couple quarks of different flavors, and charged and neutral leptons in the

same weak doublet. This can have impacts on decay patterns of fermions, most

notably a top quark. The top quarks are abundantly produced in pairs at the

LHC experiment, and at the same time, it is the heaviest elementary particle

observed as of now, providing powerful means of testing the Higgs sector by the

large Yukawa coupling proportional to the fermion mass. In the 2HDM, a top

quark can decay to a bottom quark and a H+ boson via the Yukawa interaction,
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t → bH+, and searching for the decays in top quark pair events forms one of

the crucial tests for the model with a H+ boson lighter than the top quark.

The H+ bosons are expected to decay via either the Yukawa or weak gauge

interaction within a short decay length, experimentally not discernible from the

production vertex. The Yukawa interaction mediates fermionic decay modes of

the boson, among which the largest partial width originates from the final state

of either cs, τν, cb, or tb depending on the Higgs mass and structure of Yukawa

couplings [32]. These decay modes have been investigated, using the produc-

tion channels from top quark Yukawa couplings, at the LHC with the data of

pp collisions at 8 and 13TeV, and no evidence of the extended Higgs sector

was found [33–42]. On the contrary, the bosonic decay modes, mediated by the

weak interaction, have not yet been studied in the test of top quark decays at

the LHC. The H+ boson can decay to a W and neutral Higgs boson pair, if

kinematically allowed. In the alignment limit of the 2HDM, where couplings

of the H boson approach those in the SM, strongly supported by the experi-

ment, only the unobserved neutral Higgs bosons can participate in this process

as the H+WH coupling vanishes. In particular, the H+WA coupling is always

unsuppressed and the H+ boson can dominantly decay to a WA boson pair if

the A boson lighter than the H+ boson exists [43–46]. In order to discard the

possibility of missing H+ bosons in the previous searches because of suppressed

fermionic decays, this bosonic decay mode must be studied at the LHC.

The A bosons produced in the decay chain, t → bH+ → bW+A, can decay

to fermion pair through the Yukawa interaction, mainly either bb or τ+τ− [32].

Historically, these two decay modes are considered for the study of bosonic decay

modes of H+ bosons at the LEP and Tevatron for its large rate [47–51]. Never-

theless, these soft final states are highly challenging to analyze in experiments,

particularly at the LHC because of huge activity from the pile-up, additional pp
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interactions in a bunch crossing. In this analysis, these difficulties are circum-

vented by analyzing a minor decay mode, A → µ+µ−, for the first time in the

bosonic decay mode of H+ bosons. Prompt trilepton final states produced by W

and A bosons evade almost entire tt backgrounds except small experimentally

mis-identified cases, and they yield a clean signature in the dimuon invariant

mass distribution. Despite the small branching fraction, B(A → µ+µ−), the

large production rate of top quarks at the LHC and the small background of

the final states still makes this decay mode a valuable tool for studying the

bosonic decay mode of H+ boson.

1.3 Overview of the Thesis

The thesis discusses the first experimental investigation of the H+ boson

decaying to the WA boson pair using A → µµ decays. The top quark decays,

t → bH+, is considered for the H+ production. The search is based on the data

of pp collisions at
√
s = 13TeV, recorded using the CMS detector at the LHC,

corresponding to an integrated luminosity of 35.9 fb−1.

The thesis begins with theoretical backgrounds of the search and constraints

from existing experimental results in Chapter 2. The Chapter 3 describes exper-

imental details on the operation of pp collision experiments, detection systems

for the final states from collisions, triggers for data-acquisition, and the luminos-

ity measurement. Entire procedures of data-analysis is explained in the Chapter

4, including the reconstruction and identification of particles from detector sig-

nals, calibration procedures, estimation of background and signal rates, signal

extraction method and related uncertainty, and final results.
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Chapter 2

Phenomenological Background

2.1 Overview of the Standard Model

The SM is a relativistic quantum field theory of elementary particles based

on gauge symmetries and the Higgs mechanism. The SM explains the strong,

weak, and electromagnetic interactions between the particles from the gauge

structure of SU(3) × SU(2)L × U(1) and provides the unified picture of elec-

troweak interaction in the SU(2)L×U(1) group [52, 53]. Another pivot of the SM

is the Higgs mechanism, also known as the Brout-Englert-Higgs mechanism [54,

55], which explains the mass of gauge bosons from the broken symmetry of the

scalar field. The broken symmetry is also responsible for the fermion mass in

the model. This section briefly reviews the SM of particle physics.

2.1.1 Particle Spectra in the SM

The particle spectra in the SM consists of twelve kinds of fermions and five

kinds of bosons that have been confirmed by experiments. Among the fermions,
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only six of them can participate in the strong interaction, and these and remain-

ing fermions are respectively categorized as ‘quarks’ and ‘leptons’. Three of the

leptons have the same electric charge and are named as electron (e), muon (µ),

and tau (τ) in the ascending order of mass values. The other three leptons called

neutrinos are electrically neutral and named as electron- (νe), muon- (νµ), and

tau-neutrino (ντ ) depending on their main partner in the charged-current weak

interaction. Three of the quarks and the others have two thirds and one third of

an electron charge, respectively. The former, called up-type quarks, include top

(t), charm (c), and up (u) quarks, and the latter, called down-type quarks, in-

clude bottom (b), strange (s), and down (d) quarks. The fermions with electric

charge are affected by the electromagnetic interaction, and all fermions partici-

pate in the weak interaction. The fermions are grouped in pairs with their main

partner in the charged-current weak interaction, and these pairs form the three

generations of quarks and leptons.

The SM bosons are comprised of four kinds of spin-1 and one kind of spin-0

bosons. The spin-1 bosons arise from the gauge symmetries of the interaction

which they are responsible for. The photon and gluon are massless particles

which mediate electromagnetic and strong interactions, respectively. The W±

and Z bosons are massive particles, of which the mass values are 80.38 and

91.188 GeV, and they mediate the weak interaction. The Higgs boson is the

only spin-0 particle in the SM and yield non-zero vev field responsible for mass

of gauge bosons and fermions. The scalar boson also mediates the Yukawa

interaction. The particles of the SM are summarized in the Table 2.1

2.1.2 Gauge Symmetries in the SM

In the SM, the strong, weak, and electromagnetic interactions occurs in a

way preserving the symmetry they represent. More specifically, the Lagrangian
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Table 2.1: Summary of SM particles and their properties

Fermions (spin-1/2)

Category Generation Particle Charge (qe) Mass (GeV) strong EM weak

Lepton

First
e -1 0.000511 - ✓ ✓

νe 0 ≃ 0 - - ✓

Second
µ -1 0.106 - ✓ ✓

νµ 0 ≃ 0 - - ✓

Third
τ -1 1.78 - ✓ ✓

ντ 0 ≃ 0 - - ✓

Quark

First
u 2/3 0.00216 ✓ ✓ ✓

d -1/3 0.00467 ✓ ✓ ✓

Second
c 2/3 1.27 ✓ ✓ ✓

s -1/3 0.093 ✓ ✓ ✓

Third
t 2/3 173 ✓ ✓ ✓

b -1/3 4.18 ✓ ✓ ✓

Bosons

Category Spin Particle Charge (qe) Mass (GeV) Mediating interaction

Gauge
boson 1

γ 0 0 electromagnetic

g 0 0 strong

W 1 80.4 weak

Z 0 91.2 weak

Higgs boson 0 H 0 125 Yukawa
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of the model should be invariant under the local gauge transformation,

ψ(x) → ψ′(x) = exp[icαa(x)Ta]ψ(x), (2.1)

where ψ and αa(x) are fields of a particle and phases, and Ta are the generators

of the symmetry. This can be achieved by replacing space-time derivatives in

free particle Lagrangians to covariant derivatives, casting the kinetic term of

spin-1 bosons in terms of covariant derivative, and requiring the transformation

rule for gauge boson field to cancel the phase shifts,

∂µ → Dµ = ∂µ + igV µ
a Ta

V µ
a → V

′µ
a = V µ

a − ∂µαa − gfaijαjV
µ
j , (2.2)

−1

4
FµνFµν → − 1

4ig
[Dµ, Dν ] = −1

4
V µν
a Va,µν ,

where V µν
a ≡ ∂µV ν

a − ∂νV µ
a − gfabcV

µ
b V

ν
c .

Here, the V µ
a is the vector field conserving the local gauge symmetry, and fabc

is the structure constant for the symmetry group. The terms with fabc is absent

for the U(1) group.

The symmetry group of the strong interaction is SU(3). The symmetry

group has eight generators, representable with the eight Gell-Mann matrices,

hence eight gluon fields mediate the strong interaction. Each quark exists in

three orthogonal states of the group, referred to as the r, g, and b color-charges

of the strong interaction. The coupling constant of the strong interaction is

close to unity at low energy but decreases to approximately g2s/4π = 0.118 at

q2∼m2
Z , permitting perturbative calculations in high energy experiments.

The electromagnetic and weak interactions originate from the same sym-

metry group, SUL(2)×U(1). The subscript L in the SU(2) group is written to
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imply that this symmetry applies only to left-handed chiral field of the fermions,

ψL = 1
2(1− γ5)ψ. The chiral components of fermion fields are basically mathe-

matical entities, yet it converges to helicity eigenstates in the relativistic limit

and allows comprehension in terms of kinematic quantities. The SU(2) group

has three generators, the Pauli matrices, hence three gauge fields associated

with those, Wa for σa (a=1–3), arise from this group. The U(1) group yields

one gauge boson, B, from a single generator. The physical states of gauge fields

of electroweak interaction emerge as a mixture of these fields,

W± =
1√
2
(W1 ∓ W2),

Z = cos(θW)W3 − sin(θW)B, (2.3)

γ = sin(θW)W3 + cos(θW)B.

The θW is a parameter named as the Weinberg angle, representing the magni-

tude of mixture of two original gauge fields in the physical states. Due to the

composition, the W fields affect only the LH chiral component, while Z and γ

fields act on both chiral components. The conserved quantities of this symmetry

group are weak isospin (IW), its third component (I3W), and hypercharge (Y).

The latter two quantum numbers are conventionally used to distinguish field

properties, and for simplicity, the third component will be referred to as the

weak isospin in this thesis unless otherwise mentioned.

Although the electromagnetism is a portion of electroweak interaction, the

interaction between fermions and a photon can be cast as an interaction in

Uem(1) gauge group. In this picture, the photon is the sole gauge field of the

symmetry group, and the conserved quantity of the group is the electric charge

(Q). As the electric charge is related to the weak isospin and hypercharge as

Q = I3W+Y/2, it is still the conserved quantity in the global symmetry group. In
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addition, the electromagnetic interaction is the predominant one in a sufficiently

long range, and it can be related to low-energy high-precision measurements and

common experiences. Therefore the electric charge remains as the important

quantum number distinguishing elementary particles after the unification of

weak and electromagnetic interactions.

The coupling strengths of the electroweak gauge bosons to the fermions are

related as gγ = gWsinθW = gZcosθZ = qe. The observed value of the Weinberg

angle is approximately 30◦, implying that the coupling strength is similar for all

electroweak gauge bosons and weakest for the electromagnetic interaction. The

suppression of weak interaction in low energy experiments originate purely from

the propagator (q2 −m2
V )

−1∼m−2
V in the calculation of transition probability.

The summary of charges of particles in each gauge group are summarized

in the Table 2.2.

2.1.3 Origin of Mass in the SM

Mass terms of gauge bosons and fermions in the SM originate from the

interaction with the vev of the Higgs field. This can be achieved only when the

shape of the Higgs field potential develops minima at non-zero field value. In

the SM, the potential of the Higgs field is assumed to be a quartic function.

V (ϕ) = µ2ϕ†ϕ+ λ(ϕ†ϕ)2 with ϕ =

ϕ+
ϕ0

 =
1√
2

ϕ1 + iϕ2

ϕ3 + iϕ4

 (2.4)

The coefficient µ2 is required to be negative to develop non-zero vev. In order

to respect the electric charge conservation, the vev should not exist for upper

component of the doublet. Thus the Higgs doublet can be expanded around the
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Table 2.2: Summary of charges of particles in each gauge symmetries of the SM.

The subscripts L and R represent LH and RH chiral components of fermions.

Fermions (spin-1/2)

Particle SU(3) EM (qe) I3W,L I3W,R YL YR

neutrinos (νe, νµ, ντ ) singlet 0 1/2 0 -1 0

charged leptons (e, µ, τ) singlet -1 -1/2 0 -1 -2

up-type quarks (u, c, t) triplet 2/3 1/2 0 1/3 4/3

down-type quarks(d, s, b) triplet -1/3 -1/2 0 1/3 -2/3

Bosons

Particle SU(3) EM (qe) I3W Y

γ singlet 0 0 0

g octet 0 0 0

W± singlet ±1 ±1 0

Z singlet 0 0 0

H singlet 0 -1/2 1
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vev (v) of the neutral component.

ϕ =
1√
2

 ϕ1 + iϕ2

v + h+ iϕ4

 (2.5)

Then the vev component of the gauge interaction terms for the Higgs field yields

the following quadratic terms of the gauge fields, resulting in the mass terms

of gauge bosons.

LH = (Dµϕ)†(Dµϕ)− V (ϕ)

= |( igW
2
σaW

µ
a +

ig′

2
Bµ)

 0

v/
√
2

 |2 + ...

=
g2Wv

2

8
[W2

1 +W2
2 + (

g′

gW
B −W3)

2] + ... (2.6)

=
g2Wv

2

8
(W+)2 +

g2Wv
2

8
(W−)2 +

g2W + g′2

8
Z2 + ...

=
1

2
m2

W+(W
+)2 +

1

2
m2

W−(W
−)2 +

1

2
m2

ZZ
2 + ...

Therefore the gauge boson mass in the SM is related to fundamental parameters

of weak couplings, vev, and Weinberg angle as,

mW =
1

2
gv and mZ =

gv

2cosθW
. (2.7)

On the other hand, the fermion mass in the SM arises from the Yukawa

interaction between the fermions and Higgs boson, given as,

LY ukawa = −Yu,ijQL,iϕ̃uR,j − Yd,ijQL,iϕdR,j + h.c.. (2.8)

Here, QT
L,i = ( uL,i dL,i ) is the weak doublet of LH chiral fermions in the i-th

generation, uR,j and dR,j are the RH chiral fields corresponding to LH fermions
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in j-th generation with the weak isospin value of 1/2 and -1/2. The Yu,ij and

Yd,ij are Yukawa couplings for the combination of fermions, and the conjugate

doublet ϕ̃ is defined as iσ2ϕ
∗. From the expansion around the vacuum, the

Yukawa interaction terms from Higgs vev field yields,

LY ukawa = − v√
2
Yu,ijuL,iuR,j −

v√
2
Yd,ijdL,idR,j + h.c.+ ... (2.9)

= − v√
2
(dLYddR + uLYuuR) + h.c.+ ....

The last line is formulated in matrices. As the Y Y † is Hermitian, the Y can be

diagonalized using unitary matrices U and K, which changes the basis for LH

and RH fermions. Then the Yukawa interactions can be reformulated to yield

the mass terms of fermion Lagrangian,

LY ukawa = − v√
2
(dLUdMdK

†
ddR + uLUuMuK

†
uuR) + h.c.+ ...

= − v√
2
(Md,iid′L,id

′
R,i +Mu,iiu′L,iu

′
R,i) + h.c.+ ... (2.10)

= − v√
2
(Md,iid′id

′
i +Mu,iiu′iu

′
i) + ...

= −md,id′id
′
i −mu,iu′iu

′
i + ....

The d′ and u′ are the mass eigenstates obtained from the unitary transformation

of d and u by the matrices U and K, and the md,i and mu,i corresponds to the

mass of i-th generation fermions with the weak isospin -1/2 and 1/2.

The difference between the mass and flavor eigenstates can be observed in

the charged-current weak interaction, which requires two different U matrices

from the down- and up-type fermions connected at the same vertex. Refor-

mulating the charged-current weak interaction in the SM Lagrangian with the

mass-basis yields,
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LWff =
gW√
2
(W+

µuL,iγ
µdL,i +W−

µdL,iγ
µuL,i)

=
gW√
2
(W+

µu′L,jγ
µU †

u,jiUd,ikd
′
L,k +W−

µd′L,jγ
µU †

d,jiUu,iku
′
L,k) (2.11)

=
gW√
2
(W+

µu′L,iγ
µVijd

′
L,j +W−

µd′L,iγ
µV †

iju
′
L,j).

The matrix V , defined as U †
uUd, is referred to as the Cabibbo-Kobayashi-

Maskawa (CKM) matrix for quarks. In case of leptons, the complex conjugate

U †
dUu, called as Pontecorvo–Maki–Nakagawa–Sakata (PMNS) matrix, is con-

ventionally used. These matrices can be parameterized as,

V =


1 0 0

0 c23 s23

0 −s23 c23




c13 0 s13e
−iδ

0 1 0

−s13eiδ 0 c13



c12 s12 0

−s12 c12 0

0 0 1

 , (2.12)

where cij and sij are abbreviation of cos(θij) and sin(θij). The measured value

of these parameters in the CKM [56] and PMNS matrices [57] are,

s12 = 0.22500± 0.00067, s13 = 0.00369± 0.00011, s23 = 0.04182+0.00085
−0.00074,

and δ(rad) = 1.144± 0.027 (CKM),

θ12(
◦) = 33.44+0.77

−0.74, θ13(
◦) = 8.57± 0.12, θ23(

◦) = 49.2+0.9
−1.2,

and δ(◦) = 197+27
−24 (PMNS, (mν1 < mν2 < mν3)),

θ12(
◦) = 33.45+0.78

−0.75, θ13(
◦) = 8.60± 0.12, θ23(

◦) = 49.3+0.9
−1.1,

and δ(◦) = 282+26
−30 (PMNS, (mν3 < mν1 < mν2)).

Note that, at the time of writing, the order of neutrino mass eigenstate is not

known, and extracted parameters can be different depending on the neutrino
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mass hierarchy. In addition, the range of complex phase δ in the PMNS matrix

in 3 s.d. include the null phase, hence the it has not yet been conclusively

determined if the PMNS matrix is complex.

The non-diagonal form of observed CKM and PMNS matrices confirms the

difference between the two basis choices for both leptons and quarks, and it

would manifest as the unconserved fermion generations in the charged-current

weak interaction. In addition, the observed complex phase of CKM matrix re-

veals that there is a phase difference between the Yukawa and weak interactions,

and this cause the violation of CP-symmetry in the charged-current weak in-

teraction, experimentally confirmed in K and B meson decays [56]. The phase

difference between the Yukawa and charged-current weak interaction is the sole

source of CP-violation in the SM.

The aforementioned couplings between Higgs boson and other SM particles

responsible for the mass generation can be tested using processes that involve

the first order terms of neutral Higgs component. Those terms in the SM La-

grangian are given as,

LH,h =
m2

W

2v
h(W+)2 +

m2
W

2v
h(W−)2 +

m2
Z

2v
hZ2 (2.13)

LY ukawa,h = −
md,i

v
hd′id

′
i −

mu,i

v
hu′iu

′
i.

These terms contribute to the production rate of Higgs boson from V V→H,

qq′→VH, gg → ttH, or gg → H at 1-loop level, and its decay rate in H→V V ,

H→ff ′, and H → γγ via 1-loop involving these couplings. Global analysis

of these production and decay modes at the LHC shows that these couplings

for gauge bosons, fermions of the third generation, and the muon are in good

agreement with the SM prediction as can be seen in Fig 2.1.
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Figure 2.1: The observed couplings of the Higgs boson with gauge bosons, muon,

and third-generation fermions from the CMS Collaboration [21]. The κ is de-

fined as the ratio of the observed coupling and the SM expectation.
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2.2 Phenomenology of 2HDM

As discussed in the previous section, the SM postulates the generation of

particle mass from vev component of Higgs field in the gauge and Yukawa

interactions, originating from a single Higgs doublet, and its prediction has been

consistent with the experiments. Nevertheless, an enlarged Higgs sector can also

be a perfectly viable scenario with measurements on properties of the observed

Higgs boson, and multiple Higgs bosons could have formed vev contributing to

particle mass. Instead, the extended Higgs models also anticipate phenomena

that cannot occur in the SM. The 2HDM is a good example of such scenarios.

In this section, a review of 2HDM relevant to the subject of thesis will be

discussed.

2.2.1 Scalar Potentials and the Higgs Spectrum

The Higgs sector of 2HDM consists of two SU(2)L doublets with the same

hypercharge, Y = 1, in the same gauge symmetry with the SM. The scalar

potential of general 2HDM is structured as [58],

V = m2
11Φ

†
1Φ1 +m2

22Φ
†
2Φ2 − (m2

12Φ
†
1Φ2 +m∗2

12Φ
†
2Φ1) +

λ1
2
(Φ†

1Φ1)
2 +

λ2
2
(Φ†

2Φ2)
2

+ λ3Φ
†
1Φ1Φ

†
2Φ2 + λ4Φ

†
1Φ2Φ

†
2Φ1 +

1

2
[λ5(Φ

†
1Φ2)

2 + λ∗5(Φ
†
2Φ1)

2]

+ Φ†
1Φ1(λ6Φ

†
1Φ2 + λ∗6Φ

†
2Φ1) + Φ†

2Φ2(λ7Φ
†
1Φ2 + λ∗7Φ

†
2Φ1), (2.14)

with Φi =

 ϕ+a

(va + ρa + iηa)/
√
2

 , a = 1, 2.

Here, the va is the vev of the a-th doublet, ρ, η are real fields, and parameters

mii, λ1−4 are real. As the Yukawa interaction of two doublets need not be simul-

taneously diagonalized, the general 2HDM can exhibit tree-level flavor-changing
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neutral currents (FCNC) mediated by neutral Higgs states of the model. In ad-

dition, the scalar potential of the 2HDM contains complex terms, those with

m2
12 and λ5−7, which can explicitly break the CP-symmetry. Even if the CP-

symmetry is respected in the Higgs potential, it is possible that phase difference

in vevs from two doublets after SSB cause complex Yukawa interaction violat-

ing CP-symmetry. These features of the 2HDM can affect the decay patterns

and mass splittings of neutral mesons, measured in high precision, hence retains

strong constraints from the experiments [59]. The latter feature also receives

constraints from the measured values of CKM matrix elements [60]. Despite

the interesting features of the 2HDM, the subject of the thesis does not require

such behaviors of the model, only the parameter regions of 2HDM where these

features are absent is considered.

The CP-conserving 2HDM with a Z2 symmetry is a frequently studied ex-

ample scenario. The Z2 transformation changes sign of the field depending on

the Z2 charge, and the symmetry allows only the specific types of Yukawa cou-

plings that will prevent FCNC. The Z2 charge of fermions and Higgs bosons are

summarized in the Table 2.3. Note that the mass and RH chiral fields of neu-

trinos are ignored in the analysis of 2HDM, as they barely have visible impacts

on the collider phenomenology.

Table 2.3: Summary of Z2 charges of particles in the model

Φ1 Φ2 uR dR ℓR QL, LL

Type-1 + - - - - +

Type-2 + - - + + +

Type-X + - - - + +

Type-Y + - - + - +
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The Z2 symmetry requires absence of quartic terms with λ6−7 and the

quadratic term with m2
12, hence λ6−7 is considered to be zero. However, with

keeping the Yukawa interactions determined from Z2 symmetry, the m2
12 term

is often included in the Lagrangian for the parameter region consistent with

experiments, as it significantly relaxes the theoretical bounds on scalar masses

from unitarity limits [58, 61]. Such a model is referred to as the 2HDM with a

softly broken Z2 symmetry, and this term will be considered in this section.

In the remaining terms of the scalar potential, the CP conservation requires

m2
12 and λ5 to be real. Hence the scalar potential considered in this thesis

includes only the real parameters and will be written as,

V = m2
11Φ

†
1Φ1 +m2

22Φ
†
2Φ2 −m2

12(Φ
†
1Φ2 +Φ†

2Φ1) +
λ1
2
(Φ†

1Φ1)
2 +

λ2
2
(Φ†

2Φ2)
2

+ λ3Φ
†
1Φ1Φ

†
2Φ2 + λ4Φ

†
1Φ2Φ

†
2Φ1 +

λ5
2
[(Φ†

1Φ2)
2 + (Φ†

2Φ1)
2]. (2.15)

The two doublets in Eq. 2.14 have eight degrees of freedom, three of which

will be reduced to give mass to W± and Z bosons after SSB, hence there will

be five Higgs physical states. The Higgs states consists of two charged H±, two

CP-even (h, H), and a CP-odd (A) scalars.

It is useful to identify the relationship between the physical states and the

two doublets in the current basis for Z2 symmetry. The two doublet can be

represented in the Higgs basis, where only one of the doublet has vev. In the

basis choice, the component of the doublet corresponds to Goldstone bosons

and physical Higgs states,

Φ1 =

 G+

(v +H+ iG0)/
√
2

 , Φ2 =

 H+

(h + iA)/
√
2

 . (2.16)

Here, the G+ and G0 are Goldstone bosons to be absorbed to gauge bosons.
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The component of the doublets in the two bases are related as,

G+

H+

 =

 cosβ sinβ

− sinβ cosβ

ϕ+1
ϕ+2

 ,

G0

A

 =

 cosβ sinβ

− sinβ cosβ

η1
η2

 ,

H

h

 =

 cosα sinα

− sinα cosα

ρ1
ρ2

 , with tanβ =
v2
v1

(2.17)

Hence, the relationship between the doublets in two bases are described by two

Higgs mixing angles, α and β.

The mass of physical Higgs states are determined from a curvature of the

scalar potential with local extremum conditions at vev,

∂V

∂v1
=0 → m2

11 = m2
12 tanβ − v2

2
(λ1 cos

2 β + λ345 sin
2 β)

∂V

∂v2
=0 → m2

22 = m2
12 cotβ − v2

2
(λ2 sin

2 β + λ345 cos
2 β)

[m2
H+ ]ij =

∂2V

∂ϕ+i ∂ϕ
−
j

= (m2
12 −

v2

2
(λ4 + λ5) cosβ sinβ)

tanβ −1

−1 cotβ


[m2

A]ij =
∂2V

∂ηi∂ηj
= (m2

12 − v2λ5 cosβ sinβ)

tanβ −1

−1 cotβ

 (2.18)

[m2
h,H]ij =

∂2V

∂ρi∂ρj
=

 m2
12 tanβ + v2λ1 cos

2 β −m2
12 + v2λ345 sinβ cosβ

−m2
12 + v2λ345 sinβ cosβ m2

12 cotβ + v2λ2 sin
2 β

 ,

with λ345 ≡λ3 + λ4 + λ5

The non-zero eigenvalues of the matrices correspond to the mass of the five

scalars. In case of the H+and A bosons, the mass values are expressed in rather

simpler function of the potential parameters,
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m2
A =

m2
12

cosβ sinβ
− λ5v

2 (2.19)

m2
H+ =

m2
12

cosβ sinβ
− v2

2
(λ4 + λ5) = m2

A +
v2

2
(λ5 − λ4)

It is worth to mention the important difference between the MSSM and gen-

eral 2HDM with a softly broken Z2 symmetry. The Higgs sector of MSSM con-

sists of two Higgs doublets, and the structure of Yukawa interaction of MSSM is

identical to that of the latter model with type-2 Z2 charges. However, the scalar

potential of MSSM is much more restricted compared to the general 2HDM, as

it requires conditions [62],

λ1 = λ2 =
g2W + g′2

4
, λ3 =

g2W − g′2

4
, λ4 = −

g2W
2
, λ5−7 = 0. (2.20)

Then the mH+ in Eq.2.19 becomes,

m2
H+ = m2

A +
1

4
g2Wv

2 = m2
A +m2

W. (2.21)

Therefore, the targeted bosonic decay mode of the H+ boson, H+ → W+A, can

never occur on-shell at tree-level, and the decay rate is always suppressed in the

MSSM. Besides, CP-even Higgs mass in the MSSM is expected to be similar to

the mA as can be seen from the trace of CP-even mass matrix in Eq. 2.18,

m2
h +m2

H = tr[m2
h,H] =

m2
12

cosβ sinβ
+ v2λ1 = m2

A +m2
Z. (2.22)

As the observed Higgs mass of 125GeV is similar to mZ, the mass of all unob-

served Higgs bosons in the MSSM is typically expected to be similar. Hence,

bosonic decay modes of the H+ boson in the MSSM is in general implausible.

Such a feature is only because of its unique shape of scalar potential, and the
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bosonic decay is unsuppressed in general 2HDM [45, 46] or supersymmetric

models with the Higgs sector larger than the 2HDM [43, 44].

2.2.2 Yukawa Interactions in the 2HDM

The Yukawa interaction of 2HDM with the Z2 symmetry can be written as,

L2HDM
yukawa = −Yu,ijQL,iΦ̃uuR,j − Yd,ijQL,iΦddR,j − Yℓ,ijLL,iΦℓℓR,j + h.c.. (2.23)

The QL and LL are weak doublets of quarks and leptons, Φu,d,ℓ are either Φ1

or Φ2, and the subscript i and j represents the generation of fermions. From

the functional form of the Lagrangian, it is obvious that the tree-level FCNC

Yukawa interaction is absent, as each fermion obtains its mass from a single

doublet. The Z2 symmetry and corresponding charges in Table 2.3 permit only

the assignments with same Z2 charges of a Higgs doublet and a RH fermion

field. Hence, the Φu,d,ℓ can be summarized as the Table 2.4.

Table 2.4: Higgs couplings to RH chiral fields in 2HDM

Type-1 Type-2 Type-X Type-Y

Φu Φ2 Φ2 Φ2 Φ2

Φd Φ2 Φ1 Φ2 Φ1

Φℓ Φ2 Φ1 Φ1 Φ2

Using the basis change in Eq. 2.17 and expanding the component Higgs

field in Eq. 2.23, the Lagrangian of Yukawa interaction excluding the mass

terms after SSB are written in terms of physical Higgs states as [32],
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L2HDM
yukawa =−

∑
f=u,d,ℓ

(
mf

v
ξh,f f̄fh +

mf

v
ξH,f f̄fH− i

mf

v
ξA,f f̄γ5fA) (2.24)

− [

√
2Vud
v

u(muξA,uPL +mdξA,dPR)dH
+ +

√
2mℓξA,ℓ

v
νLℓRH

+ + h.c.],

where the Higgs mixing factors, ξa,b, are summarized in the Table 2.5.

Table 2.5: Higgs mixing factors in the Yukawa interaction in 2HDM. The cθ,

sθ, and tθ are abbreviations of cos θ, sin θ, and tan θ.

ξH,u ξH,d ξH,ℓ ξh,u ξh,d ξhℓ ξA,u ξA,d ξA,ℓ

Type-1 cα/sβ cα/sβ cα/sβ sα/sβ sα/sβ sα/sβ t−1
β −t−1

β −t−1
β

Type-2 cα/sβ −sα/cβ −sα/cβ sα/sβ cα/cβ cα/cβ t−1
β tβ tβ

Type-X cα/sβ cα/sβ −sα/cβ sα/sβ sα/sβ cα/cβ t−1
β −t−1

β tβ

Type-Y cα/sβ −sα/cβ cα/sβ sα/sβ cα/cβ sα/sβ t−1
β tβ −t−1

β

It is worth to mention the couplings in the parameter region, β − α → π
2 ,

referred to as the alignment limit. The Higgs mixing factors in the Table 2.5

reduces to the following values in the Table 2.6. The couplings of the CP-even

Higgs boson H in this limit is identical to those of the SM Higgs boson. As

seen in the Fig. 2.1, coupling properties of the observed Higgs boson are very

close to the SM prediction. This significantly constrains permitted Higgs mixing

angles in the 2HDM, as can be seen in the Fig. 2.2. The constraints in the

figure were obtained using partial data set available until 2016, yet it already

excludes majority of the mixing angles distant from the alignment limit. Having

not observed non-SM behaviors of the observed Higgs couplings in subsequent

analyses with much larger data set, it is expected that the Higgs structure will

be close to the alignment limit, if it is comprised of two doublets.

25



Table 2.6: Higgs mixing factors in the Yukawa interaction of 2HDM in the

alignment limit. The tθ is an abbreviation of tan θ.

ξH,u ξH,d ξH,ℓ ξh,u ξh,d ξh,ℓ ξA,u ξA,d ξA,ℓ

Type-1 1 1 1 −t−1
β −t−1

β −t−1
β t−1

β −t−1
β −t−1

β

Type-2 1 1 1 −t−1
β tβ tβ t−1

β tβ tβ

Type-X 1 1 1 −t−1
β −t−1

β tβ t−1
β −t−1

β tβ

Type-Y 1 1 1 −t−1
β tβ −t−1

β t−1
β tβ −t−1

β

Figure 2.2: Constraints on the Higgs mixing angles, α and β, of 2HDM from the

observed H boson couplings by the CMS Collaboration [22] (L = 35.9 fb−1).
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2.2.3 Gauge interactions of Higgs bosons in the 2HDM

The Higgs doublets interact with electroweak gauge bosons, as they are

charged in both SUL(2) and UY(1) groups. The interaction terms can be ac-

quired by expanding the covariant kinetic terms of Higgs bosons in the La-

grangian, (DµΦi)
†(DµΦi). An important feature in the gauge interaction of the

2HDM is that the terms linear in CP-even Higgs field are dependent on either

cos(β−α) or sin(β−α), hence the three-point and four-point couplings from the

gauge interaction can be categorized using their dependence on Higgs mixing

angles, as summarized in Table 2.7. The full expansion of the gauge interaction

terms can be found in Ref. [58].

Table 2.7: Couplings from gauge interactions of Higgs bosons in 2HDM [63]

cos(β − α) sin(β − α) angle-independent

hW+W− HW+W− –

hZZ HZZ –

ZAH ZAh ZH+H−, γH+H−

W±H∓H W±H∓h W±H∓A

ZW±H∓H ZW±H∓h ZW±H∓A

γW±H∓H γW±H∓h γW±H∓A

– – W+W−HH, ZZHH, W+W−hh, ZZhh, W+W−AA, ZZAA

– – W+W−H+H−, ZZH+H−, γγH+H−, γZH+H−

There are important points to be addressed regarding the summarized cou-

plings in the table. In the alignment limit, β − α = π
2 , the HW+W− and HZZ

couplings converge to those of the SM Higgs boson. Hence, parameter regions in

this limit will be consistent with the LHC results on the V VH couplings. This
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fact, along with the discussed feature of Yukawa couplings of H boson, implies

that it can be very difficult to exclude 2HDM in this limit from the study of

observed Higgs boson, and escalates the necessity for direct searches. On the

other hand, there is no AZZ and AW+W− coupling regardless of Higgs mixings,

and hZZ and hW+W− couplings vanish in the alignment limit. Therefore these

unobserved neutral Higgs bosons cannot be produced in a vector boson fusion

or decay to a vector boson pair.

The CP-odd Higgs boson does not couple to the SM-like Higgs boson via

gauge interaction in the aligned limit, as the ZAH coupling vanishes. On the

contrary, the ZAh coupling is maximized in this case. To be consistent with the

null results from searches for e+e− → Z(∗) → Ah at LEP, at least one of the

unobserved neutral Higgs boson is likely to be heavy, mA +mh > 209GeV.

The ZH+H−/γH+H− couplings are always unsuppressed and independent

of Higgs mixings. Thus the pair production channel, ff̄ → γ(∗)/Z(∗) → H+H−,

forms one of the main H+ production channels in 2HDM. This channel was

used for H+ boson searches at LEP, where top quark production was kine-

matically forbidden. However, for a given H+ boson mass, this channel may

require higher collision energy compared to production channels using Yukawa

couplings, ūdH+, because of the two H+ bosons in the final state.

Finally, three-point gauge interactions of the H+ boson has the form of

W−H+ϕ, where ϕ are neutral Higgs bosons, and there is no H+W−Z couplings,

which can be found in Higgs Triplet Models. In the alignment limit, the W−H+H

coupling vanishes, hence the H+ boson cannot decay to a W+H boson pair. If

bosonic decay modes of the H+ boson is kinematically permitted, then it must

be a pair of W+ and unobserved neutral Higgs bosons. The Lagrangian terms

responsible for this decay has the form [58],
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LH+WA =− gW
2

[W+
µ (H

−∂µA−A∂µH−) +W−
µ (H

+∂µA−A∂µH+)] (2.25)

LH+Wh =i
gW
2

sin(β − α)[W+
µ (H

−∂µh− h∂µH−) +W−
µ (H

+∂µh− h∂µH+)],

implying that the coupling strength is at weak interaction scale without addi-

tional suppression factors.

2.2.4 Production and Decay Rates of Higgs Bosons

Each of Higgs bosons in the 2HDM has its own production and decay modes

determined by the couplings of the Yukawa, scalar, and weak interactions. Fea-

sibility of these processes can be highly dependent on details of experiments

and considered parameter regions. In this section, the production and decay of

charged and CP-odd Higgs bosons are discussed.

Production of H+ bosons

The H+ boson with an electroweak scale mass can be produced in pair-

production (H+H−) or Yukawa production channels (ūdH+). Pair-production

of e+e− → γ(∗)/Z(∗) → H+H− was considered the main production channel at

LEP experiments. The Yukawa production, e+e− → γ(∗)/Z(∗) → bcH+, was in

general expected to be suppressed, as top quark productions were kinematically

inaccessible and production rate from lighter quarks are suppressed by (mq/v)
2,

of which order is less than 10−4. On the contrary, as discussed in the previous

section, the pair-production from ZH+H−/γH+H− couplings are independent

of Higgs mixings and always unsuppressed.

The production conditions at high energy hadron collider experiments as

the Tevatron and LHC are drastically different from the lepton collision exper-

iments. Hadrons are bound states of quarks, hence various constituent quarks,
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called ‘valence quarks’, and virtual particles mediating the inter-quark inter-

action in the hadrons, referred to as ‘sea partons’, can be candidates for the

incoming elementary particle in the collision. As the quarks participate in all

known gauge and Yukawa interactions, entire SM particles can be included in

the incoming particles if the energy scale of collision is sufficiently high. This

feature often complicates and impose a model-dependency on searches for ex-

tended Higgs sectors.

The H+H− pair production is among the examples with such a feature.

Pair-production of H+ boson at LHC are mainly initiated from qq̄, yet it can be

mediated by exchange of a vector boson, qq̄ → γ(∗)/Z(∗) → H+H−, neutral Higgs

boson (bb → H/h → H+H−), and various vector boson fusion modes involv-

ing scalar-scalar, gauge, and Yukawa interactions, qq→qqH+H−. The gluon-

initiated processes, gg → H+H−, are also required to be considered for the

pair-production at LHC. These processes are mediated by rectangular quark

loops connecting effective vertex of ggH+H−, triangular quark loops forming

effective vertices of gH+H−, ggH, ggh, and scalar-scalar interactions, HH+H−

and hH+H−. The gluon-initiated processes contribute approximately less than

O(10%) of the quark-initiated production rates [64]. The total cross section of

H+H− pair-production is at the order of 100 fb for mH+ lower than mt and
√
s = 14TeV. However, if the gluon-initiated processes can be mediated by res-

onant neutral Higgs bosons, gg → ϕ→ H+H−, the production rate can reach a

few pb and exceed the quark-initiated contribution [65].

In contrast with the e+e− collision experiments at LEP, single production

of a H+ boson is possible in pp collisions at the LHC. For a H+ boson lighter

than a top quark, this can proceed via top quark decays in tt productions,

gg → tt → bbW−H+, direct productions, cs → H+, and weak decays of neutral

Higgs bosons, gg → ϕ → W−H+. In the mH+ scale and LHC conditions, the
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production from top quark decays dominate and the two latter channels are

ignorable. The production rate is approximately a few hundred pb and fb for

the top and other channels, respectively [32, 65].

The partial widths of top quarks decays, t → W+b/H+b, are given as [66],

Γ(t → W+b) =
GFm

3
t

8
√
2π

(1 + 2xWt)(1− xWt)
2 (2.26)

Γ(t → H+b) =
GFm

3
t

8
√
2π

(ξ2A,u + xbtξ
2
A,d)(1− xH+t)

2,

where xab is defined as m2
a/m

2
b , GF is the Fermi constant, and the CKM matrix

element |Vtb| is approximated to be one. As can be seen in the Table. 2.5, the

Higgs mixing factor for up-type quark, ξA,u, is cotβ for all 2HDM models with

Z2 symmetry, the H+ production from a top quark decay is the most prominent

at a low tanβ region. The Yukawa interaction of H+ bosons involve both up-

and down-type quarks, hence in couplings scenarios where the Higgs mixing

factor for down-type quarks, ξA,d increase with tanβ, the H+ production can

be large at high tanβ region as well. The type-2 and -Y Yukawa couplings

correspond to this scenario. On the contrary, the H+ production in top quark

decay is suppressed in the high tanβ region of type-1 and -X coupling scenarios.

These behavior of top quark decays can be seen in Fig. 2.3.

Decay of H+ bosons

The H+ bosons can decay via Yukawa and weak interactions. Bosonic de-

cays mediated by gauge interaction can result in transition to Wϕ final states.

As mentioned in the previous section, the LEP searches on the ZAh coupling

constrains the scenario of two unobserved neutral Higgs bosons with simultane-

ously light mass values, single neutral Higgs boson is considered for the bosonic

decay mode in this thesis. Light CP-odd Higgs boson scenario, mA < 100GeV,
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Figure 2.3: Branching fraction, B(t → bH+), in type-1 and -X (left), and type-2

and -Y (right) 2HDM [45, 65].

is favored in the context of the g-2 anomaly [29], and the CP-odd Higgs boson

has less dependence on Higgs mixing angles when compared to the CP-even

Higgs boson. For these reasons, WA decay mode is considered for the bosonic

decay mode. However, kinematics and model prediction of the Wh mode for

a given neutral Higgs mass is expected to be similar to WA, hence it is an-

ticipated that the result of this analysis can be easily re-interpretable in the

opposite scenario of light h and heavy A bosons.

The mass of H+ boson between (mA + 85) and 160GeV is considered in

the thesis. The mass range is determined from kinematically permitted region

of the considered decays, t → bH+ and H+ → W+A. The decay rate vanishes

at the mass thresholds, mt = mH+ +mb and mH+ = mW +mA. In order to

avoid vector meson backgrounds, the A boson mass is considered from 15GeV.

The maximal mA value is determined to be 75GeV from the H+ boson mass

boundaries.
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The partial decay width of the bosonic decay mode can be calculated as [44],

Γ(H+ → W+A) =
GFm

3
H+

8
√
2π

λ3/2(1, xAH+ , xWH+). (2.27)

Here, the definition of xab is the same as before, and λ(x, y, z) is the Källén

function, defined as λ(x, y, z) ≡ x2 + y2 + z2 − 2xy − 2yz − 2zx. As explained

previously, the partial width have dependence on neither Higgs mixing angles

nor Yukawa coupling structures, but only on the mass of the H+ and A bosons.

The calculated width values in the considered mass region are approximately

a few hundred MeV, and increases with mass splittings between the H+ and A

bosons, as shown in Fig. 2.4.
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Figure 2.4: Partial width values of the decay, H+ → W+A, in the unit of GeV

at the mH+ and mA values considered in the thesis.

On the other hand, fermionic decay modes of H+ bosons are mediated by

the Yukawa interaction. These interactions are highly dependent on the Higgs

mixing angles connecting the basis for the Yukawa interaction and Higgs mass

eigenstates. The partial decay widths in this category can be calculated as [67],
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Γ(ϕ+,0 → f1f2) =
NCmϕ

8π
{[1− (x

1/2
f1ϕ

+ x
1/2
f2ϕ

)2]|CS |2 + [1− (x
1/2
f1ϕ

− x
1/2
f2ϕ

)2]|CP |2}

× λ1/2(1, xf1ϕ, xf2ϕ). (2.28)

Here, the ϕ+,0 are neutral or charged Higgs boson, NC is the color factor, which

is respectively 3 and 1 for quarks and leptons. The CS,P are coefficient of scalar

and pseudoscalar interaction terms in the Eq. 2.24. For the A and H+ bosons

considered in the analysis, these coefficients can be summarized as,

A boson : CS = 0 , CP = −i
mf

v
ξA,f (2.29)

H+ boson : CS =
Vud√
2v

(muξA,u +mdξA,d) , CP = − Vud√
2v

(muξA,u −mdξA,d)

or CS =
mℓξA,ℓ√

2v
, CP =

mℓξA,ℓ√
2v

,

with the same convention as the Eq. 2.24 and Table 2.5 for the mixing factors.

Total fermionic decay widths can be calculated by accumulation of partial

widths for all fermion pairs, as shown in the Fig 2.5. Major contribution to

the fermionic decay width originate from the heaviest fermion pairs, tb, cb,

cs, and τν. Relative dominance is determined by magnitudes of their mass,

Higgs mixing, and CKM matrix elements. Total fermionic H+ decay width is

suppressed at mH+ values below mt threshold due to small Yukawa couplings

of lighter quarks, (mq/v)
2, and it is less than a few hundred MeV in this mH+

region. Especially, for tanβ range between 1 and 10, in which B(t → bH+) is

large, the total fermionic decay width is below 20 MeV in all Yukawa coupling

types of the 2HDM.

Comparison of these total bosonic and fermionic decay widths of the H+

boson reveals that, if a light neutral Higgs boson exists with a mass splitting
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mH+ −mA larger than the mW value, the bosonic decay mode is expected to

be a predominant H+ decay mode for Higgs mixing values with unsuppressed

t → bH+ decays. This elucidates the importance of probing bosonic decay

modes of the H+ boson at the LHC experiments.
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Figure 2.5: Fermionic (solid line) and bosonic (shaded) decay widths of the H+

boson at various scalar mass and tanβ values in type-1, -2, -X, and -Y 2HDM.

The bosonic width bands are obtained for 15 ≤ mA ≤ (mH+ − 85) GeV.

Decay of A bosons

The A boson, produced in the H+ decays, can decay to fermions and bosons.

Fermionic decay modes, A → ff̄ , are mediated by the Yukawa interaction
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and described by the same formula with the H+ boson, Eq. 2.28, yet with the

different scalar and pseudoscalar amplitudes as described in Eq. 2.29. The A

boson can decay to all fermions with mass, and main contribution to the total

fermionic decay width comes from bb, ττ , and tt, for mA > 2mt. For bosonic

decay modes, the A boson can decay to a vector boson pair with a mass value

lighter than mA/2. As the A boson does not couple to a gauge boson pair, these

decay modes are mediated at loop levels, hence decay modes for electroweak

gauge bosons are highly suppressed by a factor α2. In contrast, the gg decay

modes may form a significant decay width through the large values of αS and

Yukawa couplings of top quarks. The partial A decay width for the gg mode

can be calculated as [32],

Γ(A → gg) =
GFα

2
Sm

3
A

16
√
2π3

|
∑
q

ξA,q(
2mq

mA
)2f((

2mq

mA
)2)|2 (2.30)

with f(x) = (arcsin(
√

1/x))2 for x ≥ 1,

= − 1

4
(ln(

1 +
√
1− x

1−
√
1− x

)− iπ)2 for x < 1.

In the calculation of decay widths of Higgs bosons, higher order corrections

in quantum chromodynamics (QCD) is known up-to NLO and NNLO for gluon-

pair [68] and quark-pair decay modes [69–71]. These corrections are considered

in the hadronic decay widths of H+ and A bosons.

Γqq,NNLO = Γqq,LO(1 + 5.67
αS(mϕ)

π
+ (35.94− 1.36nf )(

αS(mϕ)

π
)2)

Γgg,NLO = Γgg,LO(1 + (24.25− 1.17nf )
αS(mϕ)

π
) (2.31)

Here, the nf is the number of active quark flavors, and αS is evaluated at the

scale µ = mϕ in MS scheme and at 4-loop order [72]. Running Yukawa couplings
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from quark masses are calculated at the same scale, loop-order, and scheme [73].

The total decay width of the A boson is shown in the Fig. 2.6. The decay

width values are below a few hundred MeV in the region of Higgs mixing angles,

tanβ ≲ 20, important for this search. For the mA range considered in this

thesis, main contribution to the decay width originate from bb and τ+τ− decay

modes, as shown in the figure for mA = 45GeV. The branching fraction to

the gg decay mode is approximately a few percent when couplings to up-type

quarks are unsuppressed. The branching fraction for the µ+µ− decay mode is

approximately 0.35% for type-X Yukawa couplings and 0.03% for type-1 and -2

Yukawa couplings at plateaus. The µ+µ− decay mode is in general suppressed

in type-Y Yukawa couplings except a small marginal region around tanβ ∼ 1.

2.2.5 Experimental Constraints

The 2HDM has a long history of experimental investigation, since the pro-

posal of the first version of the model by T. D. Lee in 1973 [74]. In this section,

the experimental results relevant for the subject of this thesis will be discussed.

Searches for the H+ boson

The earliest direct search results for the electroweak scale H+ boson were

obtained at the LEP experiments [49, 75–79]. The pair production of H+ boson

from e+e− collisions at
√
s between 183 and 209 GeV were investigated for

the H+ boson mass between 40 and 100GeV. The H+ boson mass lower than

40GeV was not considered, as it was already excluded by the limits on the non-

SM contribution to the Z width measured in LEP1 era. All major decay modes

of H+ bosons, τν, cs, and WA, were considered in the search. For the bosonic

H+ decay mode, the main decay mode, bb, of the A boson was considered, and

this motivates the mA range between 12 and 70GeV, close to 2mb and mH+ .

37



50 100 150 200 250 300 350
 (GeV)Am

7−10

6−10

5−10

4−10

3−10

2−10

1−10

1

10

210
 (

G
eV

)
AΓ

=1βtan
=3βtan
=10βtan
=30βtan

Type-1

1 10
βtan

6−10

5−10

4−10

3−10

2−10

1−10

1

X
Y

)
→

B
(A

Type-1

bb

cc

ττ
µµ

gg

50 100 150 200 250 300 350
 (GeV)Am

7−10

6−10

5−10

4−10

3−10

2−10

1−10

1

10

210

 (
G

eV
)

AΓ

=1βtan
=3βtan
=10βtan
=30βtan

Type-2

1 10
βtan

6−10

5−10

4−10

3−10

2−10

1−10

1

X
Y

)
→

B
(A

Type-2

bb

cc

ττ
µµ

gg

50 100 150 200 250 300 350
 (GeV)Am

7−10

6−10

5−10

4−10

3−10

2−10

1−10

1

10

210

 (
G

eV
)

AΓ

=1βtan
=3βtan
=10βtan
=30βtan

Type-X

1 10
βtan

6−10

5−10

4−10

3−10

2−10

1−10

1

X
Y

)
→

B
(A

Type-X

bb

cc

ττ
µµ

gg

50 100 150 200 250 300 350
 (GeV)Am

7−10

6−10

5−10

4−10

3−10

2−10

1−10

1

10

210

 (
G

eV
)

AΓ

=1βtan
=3βtan
=10βtan
=30βtan

Type-Y

1 10
βtan

6−10

5−10

4−10

3−10

2−10

1−10

1

X
Y

)
→

B
(A

Type-Y

bb

cc

ττ
µµ

gg

Figure 2.6: Total decay widths (left) and branching fractions (right, mA=45

GeV) for each decay modes of the A boson in type-1, -2, -X, and -Y 2HDM.
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It is worth to mention that the on-shell WA decay mode is closed in most of

the mass region available at the LEP. Hence, the WA decay mode at the LEP

refers to three body decays of the H+ boson mediated by a virtual W∗ field,

H+ → Aff ′. Such an off-shell decay mode is in general suppressed, hence it

is meaningful only when the total fermionic decay width is negligible as the

type-1 2HDM (Fig. 2.5), where the fermionic decay width can be smaller than

the bosonic width by a factor less than 10−5. Therefore, the WA decay mode

is considered only for the type-1 2HDM with the subsequent A → bb decays,

which is predominant for all Higgs mixing angles in the model. The combination

of LEP results in all decay channels excluded the H+ mass below 72.5 and

80GeV at 95% CL for type-1 and -2 2HDM, respectively [51]. Although the

type-X and -Y 2HDM were not considered in the global combination, yet decay

patterns of the H+ boson in type-X and -Y are similar to those in the type-2

2HDM. Main H+ decay mode of the type-X 2HDM is identical to the type-2

2HDM, and those of the type-Y 2HDM is τν and cb modes, experimentally

identical to type-2 2HDM as inclusive di-jet final states. Therefore, similar level

of constraint as the type-2 2HDM is expected for type-X and -Y 2HDM from

this result.

The next direct search results for the H+ bosons comes from the Tevatron

experiments [47, 48, 80–82]. The CDF and D0 Collaborations looked for the H+

boson produced in decay of top quarks in tt events, produced from pp̄ collisions

at
√
s = 1.96TeV. The decay modes, cs, τν, t∗b, Wh, andWA, are considered for

the H+ boson. Upper limits at 95% CL were set on the B(t → bH+)B(H+ → cs)

between approximately 0.1 and 0.2, and on the B(t → bH+)B(H+ → τν) at

approximately 0.2 for the mH+ values between 80 and 155GeV. The t∗b, Wh,

and WA with h/A → bb modes were considered in the earliest analysis with

highly limited statistics, therefore the search barely excluded parameter regions
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of the considered model. The WA decay mode was also considered in the context

of NMSSM, in which a very light CP-odd Higgs boson is expected. The search

set the upper limits (95% CL) on the B(t → bH+)B(H+ → WA)B(A → ττ)

between approximately 0.1 and 0.5 for the mH+ values between 85 and 160GeV

and mA values between 4 and 9GeV. The D0 Collaboration also looked for the

H+ production beyond the mt threshold, using the direct s-channel production,

and set upper limits (95% CL) on the σ(qq̄ → H+)B(H+ → tb) at a few pb.

The last direct search results for the H+ bosons were obtained by the LHC

experiments in Run-1 [33–42]. The CMS and ATLAS Collaborations searched

for the H+ bosons produced in pp collisions at
√
s = 7 and 8TeV. The main

fermionic decay modes, cs, cb, and τν, are considered for mH+ < mt, and the

τν and tb decay modes are considered for mH+ values beyond mt.
1 The light

H+ bosons are considered to be produced in top quark decays in tt events

in both Collaborations, yet the associated production, tbH+, is considered by

the CMS Collaboration and s-channel production is considered by the ATLAS

Collaboration. For the mH+ values between 80 and 160GeV, upper limits (95%

CL) are set on the B(t → bH+)B(H+ → XY) between 1.2 and 6.5% for the cs

mode, between 0.3 and 1.4% for the cb mode, and between 0.15 and 1.2% for

the τν mode. For heavier mH+ values, upper limits (95% CL) are set on the

σH+B(H+ → XY) between a few hundred to a few fb for the τν mode, between

0.13 and 1.99 pb for the tb decay mode with the associated production channel.

Note that only the results based on LHC Run-1 were available when the con-

tents of this thesis was studied, hence the results published since then cannot be

considered as the background knowledge for this thesis and are not introduced

1There was also an analysis looking for H+ in cascade decays of a heavier scalar boson,
using H+ → W+H decays, yet the H+W+H coupling vanishes in the alignment limit and it
does not exclude any parameter region near the limit, as explicitly mentioned in the paper [83].
The search is considered irrelevant in the context of the 2HDM.
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in this section.

These limits on the direct search for the H+ boson implies that it must be

heavier than approximately the mW value, and either fermionic H+ decay rates

or the top quark Yukawa coupling is suppressed, if a light H+ boson exists.

The bosonic H+ decay mode is strongly related to both cases, and it needs

to be investigated for the main production channel at the LHC. However, this

requires the existence of a light unobserved neutral Higgs boson, which also

receives constraints from preceding experiments.

Searches for the A boson

As explained earlier, the OPAL Collaboration at the LEP searched for the

pair production of the CP-odd and -even Higgs bosons, e+e− → Z∗ → hA,

with
√
s values between 191.6 and 209GeV [84–86]. In the context of the type-2

2HDM, the h/A → qq̄/gg/ττ and h → AA decay modes were investigated.

Exclusion limits at 95% CL were set on the two Higgs boson masses in various

parameter regions, and the mass region, 1 ≲ mh ≲ 55 and 3 ≲ mA ≲ 63

(GeV), was excluded for all tanβ values of the model. This result imposes

strong constraints on the parameter region of simultaneously light unobserved

neutral Higgs bosons, within mA +mh < 209GeV.

The mA region below 2mb thresholds is strongly restricted by the B factory

results [87–92]. Babar and CLEO Collaborations investigated the production of

A bosons from the radiative Υ(nS) decays, Υ(nS) → γA (n = 1, 2, 3). The ττ ,

µµ, hadronic, and invisible decay modes of the A boson were investigated for

mA values between the mass of Υ(nS) and its daughter particles, depending on

the decay modes. The invisible decay mode assumes extension of the particle

spectra larger than the 2HDM to be permitted. These searches set upper limits

(90% CL) on the product of branching fractions, B(Υ(nS) → γA)B(A → XY),

41



between 2.8 × 10−7 and 1.3 × 10−4, depending on the decay mode and mA

values. These results impose stringent constraints on the 2HDM with a light

mA scenario below the Upsilon mass. For instance, the ττ decay channel alone

exclude entire region of tanβ ≳ 1 for the mA range in the type-2 2HDM [93].

The last important direct limits on the light A bosons arise from the LHC

searches [94–96]. The CMS Collaboration searched for the gluon fusion produc-

tion of A boson with subsequent muonic decays, gg → A → µµ, and the Yukawa

production channel from bottom quark with subsequent tauonic and muonic

decays, gg → bbA → bbττ/bbµµ. The searches are based on the pp collision

experiments at
√
s value of 7TeV for the gluon fusion channel and 8TeV for the

Yukawa production channels. The gluon fusion channel search investigated mA

values between 5.5 and 14GeV, and set upper limits (95% CL) on the prod-

uct, σAB(A → µµ) at approximately a few pb. The model-independent limit

is translated into the Higgs mixings in the NMSSM, and have shown that the

result imposes similar level of constraints as the B factories for the considered

mA values.

The Yukawa production channels considered mA values between 25 and

80GeV, and upper limits (95% CL) has been set on the product, σAB(A → XY),

between 7 and 39 pb for the tau channel, and at a few hundred fb for the

muon channel. When the model-independent limits are translated to 2HDM+S

models, the limit values from these channels are much higher than the gluon

fusion channel in relatively low tanβ scenarios. This is an expected feature as

the Yukawa production channel of A boson is minor compared to the gluon

fusion case except an extreme parameter region where Higgs mixing factor

highly suppresses the top Yukawa coupling and enhances the bottom quark

coupling at the same time [97]. Therefore the constraints from the production

of A boson from gluon fusion and Yukawa production channels were relatively
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relaxed for the mA values larger than 14GeV.

Finally, the light neutral Higgs boson with mϕ < mH/2 can potentially

open the Higgs-pair decay modes of the observed Higgs boson, H → AA/hh,

through the scalar-scalar interactions in the scalar potential of the Lagrangian.

The partial decay width for the A-pair decay mode in the alignment limit can

be calculated as [98–100],

Γ(H → AA) =
(4m2

12/ sin 2β −m2
H − 2m2

A)
2

32πv2mH
λ1/2(1, xAH, xAH), (2.32)

where the m12 is the coefficient of the soft Z2-breaking term of the Higgs poten-

tial in Eq. 2.14. As can be seen from the formula, this process can be the leading

Higgs decay mode, if it is kinematically allowed and the splitting between the

m12 and mass of Higgs bosons is large.

The scalar decay modes of the observed Higgs bosons was extensively in-

vestigated at the LHC, mainly in the context of the NMSSM. The CMS and

ATLAS Collaborations inspected if the observed Higgs boson, produced in pp

collision at
√
s = 8TeV, decays to a lighter neutral Higgs bosons with a mass

value between 0.25 and 62.5GeV [101–105]. The decay modes of the two A

bosons were considered for µµµµ, ττττ , µµbb, µµττ , and γγγγ final states,

and the scalar decay mode was not observed. Upper limits (95% CL) were

set on σH
σH,SM

B(H → AA) values, identical to B(H → AA) in the alignment

limit, at approximately 10−2 below the J/ψ mass, at 1 for below 9GeV and

beyond 25GeV, and at ∼50 for else regions, with tanβ = 1. Reinterpretation

of this limit in other Yukawa coupling types and various tanβ scenario was

also introduced. The constraints for mA values beyond the Upsilon mass was

not restrictive except the type-X 2HDM with tanβ ≳ 1 and type-Y 2HDM

with tanβ ≲ 1. Therefore, the light A boson is expected to be compatible with
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this constraint for a large parameter region of the 2HDM. Nevertheless, for the

m12 values close to 1
2

√
sin 2β(m2

H + 2m2
A), the scalar decay mode is highly sup-

pressed and the A boson lighter than mH/2 can still be a viable scenario for all

other parameters of the 2HDM. The parameter regions for the bosonic decays

of a H+ boson also includes mA bosons heavier than mH/2, and in this case, the

light A boson scenarios are free from the constraints from scalar decay modes,

regardless of the soft Z2-breaking term.

The experimental results on direct searches for the A bosons imply that

the A boson with a mass value below 14GeV in the 2HDM is difficult to be

compatible with the results. Constraints on the mA values between 15 and

80GeV are relatively loose, and moderate Higgs mixing scenario is compatible

with the results for this range. Constraints from the scalar decay modes of the

observed Higgs boson until Run-1 are loose for the mA beyond the Upsilon

mass. Unless observing the scalar decay modes in the accumulated data from

the consecutive data-takings, this will imply that either the mA value is larger

than mH/2 or the soft Z2-breaking term is close to 1
2

√
sin 2β(m2

H + 2m2
A). The

bosonic decays of a light H+ occurs in both mA regions, hence this H+ decay

mode must be checked at the LHC to complete the 2HDM searches.

44



Chapter 3

Experiment

3.1 Large Hadron Collider

The Large Hadron Collider (LHC) [106–108] is a hadron collider, which ac-

celerates and collides protons and heavy ions, located in Geneva, Switzerland.

The LHC provides two hadron beams with high energy and high luminosity,

colliding at four interaction points on its circumference. The LHC hosts five ex-

perimental facilities at the interaction points, the CMS and ATLAS experiments

for the study of central activities from pp collisions, the LHCb experiment for

the study of B-physics with forward activities from pp collisions, the ALICE ex-

periment for the study of heavy-ion collisions, and the TOTEM experiment for

the study of elastic and diffractive scattering of protons at an extreme forward

region. In this section, experimental details on the acceleration and collision of

protons at the LHC, related to the subject of the thesis, will be briefly described.
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3.1.1 Design

The LHC is a synchrotron-type circular collider with the circumference

length of 26.7 km. The machine is installed in the tunnel between 45 and 170 m

below the surface, inclined with a sloping of 1.4% towards the Leman lake. The

tunnel is comprised of 8 arcs and 8 straight sections, as shown in the Fig. 3.1.

Figure 3.1: The schematic figure of the LHC machine [108].

Each straight section is approximately 528m long and equipped with an

experimental facility for either maintenance or data-taking. The straight sec-

tion at Octant 1, 2, 5, and 8 houses the detectors for the previously described

experiments, and Octant 3, 4, 6, and 7 contains equipments for beam cleaning,

radio-frequency (RF) cavity for the acceleration, and aborting beams.

The arcs between the straight sections consist of 106m long 23 cells, made

of 46 half cells. Each half cell is made up of 5.355 m cold mass and a short
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straight section assembly, and three 14.3 m long dipole magnets. In between

arcs and straight sections, a series of quadruple magnets referred to as dispersion

suppressors are located to minimize dispersion of beams produced in the arc.

The two proton beams enter the tunnel from the long straight section 2 and

8, and transported along the tunnel. As the LHC is a particle-particle collider,

the direction of magnetic field to bend the beam trajectory must be opposite

for the two beams. The LHC adopted the twin-bore magnet design, shown in

Fig. 3.2, in order to satisfy the space limitations on the existing tunnel built

for the previous LEP experiment. The two beams are delivered along separate

hollows in magnets. The two proton beams are separated by 192 mm in the arc,

but it can be larger in straight sections depending on the requirements from

the equipments used in the sections.

Figure 3.2: The schematic figure of the LHC dipole magnet [108].
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The trajectory of the proton beams and their dispersion quality is controlled

by magnets. The magnets are made of superconducting NbTi wires, of which the

critical temperature and magnetic field are 9.2 K and 15 T. Most of the magnets

are operated at 1.9 K to generate 8.33 T of magnetic field required for bending

the trajectory of high energy proton beams along the arcs and focusing them at

interaction points. The temperature setup also aims at utilizing high thermal

conductivity of superfluid helium and temperature margins for stabler operation

against a magnet quenching. Some components in the straight sections that do

not require high field strength and cooling requirements are operated at 4.5 K.

Maintenance of high quality vacuum in the beam pipe is immensely impor-

tant for the experiment. Collision between the protons in the beam and residual

gas in the beam pipe produces cascades of secondary particle production, which

not only reduces the beam intensity but also causes quenching of magnets due

to energy deposits from them. The quenching of a magnet refers to the failure of

magnet functions because of a phase transition to normal state from the super-

conductor state. The magnet quenching is dangerous for the machine because

of both large magnetic energy stored and the energy of proton beam, hence

it can result in dumping the entire beams. The gas density in the beam pipe

is maintained below 1015 H2m
−3, when converted to corresponding hydrogen

density considering the collision cross section, and even below 1013 H2m
−3 at

the interaction regions.

Various precautions against the magnet quenching have been placed in the

design of the machine. The beam screen is applied to intercept heat loads on

the magnets from synchrotron radiation, image current, and nuclear scattering

from the proton beam, and this shielding reduces the probability of quenching.

In case of a quenching, it is important to protect the machine from a severe

damage. To prevent localized damages from energy concentrated on the initial
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quenching region, electric heaters are activated on the quenched magnet in order

to artificially quench the entire magnet cell and limit the maximum increase

in the temperature of magnet coils. In addition, cold diodes are installed in

magnets, which provide bypass routes to external dump resistors when a quench

occurs. The increase in the temperature of magnets lowers the turn-on voltage

of diodes and activates the bypass route.

The proton beams, accelerated to a targeted energy at the RF cavities in

the Octant 4, are made to cross at interaction regions for collision experiments.

The delivered beams are oriented towards the interaction point using a dipole

magnet and collimated using triple-low β quadruple magnets. These procedure

reduce the RMS transverse beam size from 300µm to 16.7µm, for a β-function

value of 0.55 m, at the interaction point where the two beams cross at an angle

of approximately 285 µrad. Then the beam pass through a series of dipole and

quadruple magnets to match the beam pipe on the opposite side and continues

the cycle.

The beam intensity continuously decreases via various mechanisms and this

determines the lifetime of the beam, defined as the time required for reduction

of the intensity by a factor 1/e. The primary source of a beam loss is the proton-

proton scatterings. Considering the total pp cross section of approximately 100

mb, this source contributes 29.1 h of the lifetime for a nominal luminosity of

1034cm−2s−1. The loss of a beam via scattering with residual gas in the beam

pipe causes 100 h of the life time. Other sources arise from Touscheck effect

and slow emittance blow-up from intra-beam scattering, non-linear beam-beam

interaction, RF noise, scattering with residual gas, which add up to approx-

imately 80 h of the life time. When combining these sources, the lifetime of

a proton beam is expected to be approximately 14.9 h for an initial instant

luminosity of 1034cm−2s−1.
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When the beam intensity is decreased significantly, the beam is aborted to

an external absorber at Octant 6. The protons pass through a series of magnets

which deflect the beam horizontally and vertically to remove from the cycle.

Then the proton beam is defocused by dilution magnets to avoid overheating the

absorber. The beam ends on a carbon rod in a stainless steel jacket, surrounded

by radiation shielding blocks.

3.1.2 Injection Chain

The protons used for the experiment are produced from the duoplasmatron

at the Linear Accelerator 2 (LINAC2), which disassociates Hydrogen gas using

thermal electrons. The resulting protons are accelerated to a kinetic energy of

50MeV in bunches by a radio-frequency quadruple accelerator and passed to

the Proton Synchrotron Booster (PSB), as shown in the Fig. 3.3.

Figure 3.3: The schematic figure of the LHC injection chain [108].

The proton beams are accelerated to 1.4GeV and stored at four rings of the

PSB, each of which is operated at RF harmonic number (h) value of 1. The RF

harmonic number (h), defined as the ratio of the RF voltage and the revolving

frequency, determines the maximum number of bunches running in a circular
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accelerator.

The next accelerator, Proton Synchrotron (PS), is operated at h=7, yet one

slot is kept empty. Hence, six proton bunches are filled from the PSB in two

batches, either 4+2 or 3+3 bunches. The empty space is intended for stable

transfer of bunches to the next accelerator during the rise time of the ejection

kickers. Such a mixture of filled and empty bunches on the harmonics are called

the multiple splitting technique, and this scheme is used throughout the entire

injection chain. Once the transfer from the PSB ends, the RF harmonic num-

ber of the PS is increased to 21, which divides the proton bunches in the six

harmonic locations into 18 bunches. The proton beam energy is then increased

to 25GeV in the PS, and the RF harmonic number is increased by a factor

of four. As a result of these procedure, 72 bunches will run on 84 harmonics

on the PS, leaving the 12 consecutive empty slots, providing the enough time

for stabilizing the ejector for the next accelerator, Super Proton Synchrotron

(SPS).

The next accelerators of SPS and LHC do not divide the bunches again, yet

only fills the beam line with the provided proton bunches with varying number

of empty positions. Three or four batches of bunch trains from the PS fills the

SPS, and the proton beam energy is boosted to 450GeV. The proton bunches

in the SPS then fills the LHC, with either 38, 39, or 119 empty bunches. The

filling scheme of the LHC can be summarized as,

3564 = {[(72b+ 8e)× 3 + 30e]× 2 + [(72b+ 8e)× 4 + 31e]} × 3

+ {[(72b+ 8e)× 3 + 30e] + 81e}, (3.1)

where b and e represent filled and empty bunches. Among the 3564 available

bunch locations, 2808 locations are filled in the beam line of the LHC. The
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proton bunches are spaced by 25 ns, each of which is 7.55 cm long (RMS) and

contains 1.15 × 1011 protons, yielding the instant luminosity of 1034 cm−2s−1

at the interaction points for the CMS and ATLAS Collaborations.

3.1.3 Performance

The thesis is based on data of pp collisions collected using the CMS de-

tector at the interaction point 5 of the LHC during 2016. The proton energy

was 6.5TeV per a beam, hence,
√
s = 13TeV. Due to the vacuum leak in the

SPS dumping section, number of bunches were limited to 96 per a SPS batch,

resulting in smaller number of bunches, 2220, in the LHC in 2016. On the other

hand, when compared to the design, smaller β and emittance were achieved,

and this lead to the higher peak instant luminosity of 1.5× 1034 cm−2s−1. The

integrated luminosity delivered by the LHC beam optics was 41.6 fb−1, of which

38.3 fb−1 was recorded by the CMS detector. The difference between these two

luminosity values originate from the deadtime of the CMS DAQ system, in

which the trigger system is not ready to examine a new event.
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Figure 3.4: The integrated luminosity delivered by the LHC and the fraction
recorded by the CMS detector [109].
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3.2 Compact Muon Solenoid Detector

Figure 3.5: A schematic figure of the CMS detector [110].

The LHC is designed for collisions of proton bunches at a center-of-mass

energy of 14TeV, instant luminosity 1034cm−2s−1 with a 25 ns spacing. At

this condition, approximately 1000 particles arise from 20 pp collisions at ev-

ery bunch crossings occurring at 40 MHz. The experimental condition requires

efficient and precise measurement of particles with transverse momentum (pT)

between a few GeV and TeV. At the same time, it should be robust against

the additional pp collisions in the same bunch crossing and be able to operate

sufficiently fast to cope with the bunch crossing rate.

The pp collision events performed at the interaction point 5 of the LHC
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are studied with the Compact Muon Solenoid (CMS) detector. The detector

is comprised of a inner tracking system, electromagnetic (ECAL) and hadronic

calorimeter (HCAL) systems, a magnet, and a muon detection system, as shown

in the Fig. 3.5. The detector is designed to identify charged leptons, photons,

and hadrons with good efficiency and momentum resolution. The position reso-

lution of inner tracking system is small enough to distinguish origins of charged

particle tracks, for instance, such as additional pp collisions, decay vertices of B

hadrons and τ leptons. In addition, precision and large coverage of the detector

system allows the measurement of missing momentum via undetected particles

which does not interact via electromagnetic or strong interactions. Optimal ex-

traction of these information requires analysis of data from the entire detection

system. In this section, the experimental apparatus and measurement from each

detection component is explained.

3.2.1 Magnet

The CMS detector contains a solenoidal superconductor magnet, which lies

between the HCAL and muon detector, approximately 3 m distant from the

beam line. The magnet is 12.5 m long, 6 m wide in diameter, and 31.2 cm in

thickness. It is made of 4-layer windings of NbTi coils in pure aluminum ther-

mal conductor, mechanically reinforced with welding on aluminum alloys. The

magnet is operated at 4.6 K, with approximately 1.8 K of a temperature mar-

gin from the critical temperature, to exploit its superconductivity. It produces

magnetic field with a strength of 4 T at its center. The iron yokes inserted

between muon detection system works not only as a hadron absorber, but also

as a return route of magnetic field lines. Hence, despite a smaller strength when

compared to the center, the magnet yields a significant field strength between

0.6–2.4 T at the muon detection system located on its outside as well. The map
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of magnetic fields inside the CMS detector can be seen in Ref. [111]. In 2016,

the magnet is operated at a central field strength of 3.8 T. The magnetic field

plays one of the critical roles in the CMS detection system. The magnetic field

bends trajectories of charged particles, and resulting curvatures provide pre-

cise information on their transverse momenta. The momentum of muons and

charged hadrons are mainly determined in this approach.

3.2.2 Inner Tracking System

The inner tracking system is the first detectors that particles traverse in

the CMS detection system, which lies between 0.044–1.1 m distant from the

beam line. It is composed of a pixel detector in the innermost region and silicon

strip tracker on its outside. They measure positions of charged particles in a

number of detection layers, which is used to reconstruct the trajectory in the

later stage. The layout of tracking system is shown in the Fig. 3.6.

Figure 3.6: A schematic figure of the CMS inner tracking system [112].
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Pixel Detector

The pixel detector consists of 3 layers at radii of 4.4, 7.3, and 10.2 cm for

the barrel and 2 disks at z = ±34.5 and ±46.5 cm on each sides of endcaps.

The detector covers the pseudorapidity η between -2.5 and 2.5. The η is defined

as − ln(tan( θ2)), where θ is the polar angle. The detector provides at least 3

hit positions in most of the detector coverage. Each layer of the detector is

comprised of pixels with a size of 100×150µm, and there are 48 and 18 million

pixels in the barrel and endcap layers, respectively. Because of the fine gran-

ularity, the detector occupancy is kept as small as 10−4 for the designed peak

luminosity. The pixels provide 3 dimensional hit coordinates with a resolution

of approximately 15µm in each direction.

The high radiation dose at the inner tracking system causes damages increas-

ing with the total exposure for an integrated luminosity. The main mechanism

is the bulk damage on the silicon material by modification of the crystal lattice

and band structures. This leads to a leakage current and gradual reduction of

signals roughly by 10% for 500 fb−1 running. The leakage current can lead to

self heating with a positive feedback, known to exponentially dependent on the

temperature. To minimize such effects, the entire tracking system is operated

at −10◦C using the coolant of C6F14.

Silicon Strip Tracker

Outside the pixel detector, silicon strip trackers are located at radii between

20 and 116 cm and axial distance below 282 cm. The barrel region between radii

20 and 55 cm are covered by Tracker Inner Barrel and Disks (TIB/TID). The

TIB and TID consists of 4 coaxial and 3 disk layers of silicon strips. From the

radii 55 cm, Tracker Outer Barrel (TOB), 6 coaxial layers of silicon strips, is
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located. From the axial distance between 124 and 282 cm, Tracker EndCaps

(TEC), 9 disk layers of silicon strips, are located on each side. The size of

strips vary between 11.7 and 20.2 cm for the length and between 80 and 205µm

for the pitch. These layers of silicon strips provide roughly 10 hit positions

along the particle trajectory, of which four and six positions are 3- and 2-

dimensional measurement, respectively. The hit positions are measured with a

resolution of 23–53µm for the 2-dimensional locations and 230–530µm for the

third dimension. From the measured track hits, a track can be reconstructed

with approximate resolutions of 1%, 15µm, and 30µm for pT, transverse, and

longitudinal impact parameters, for a muon in a pT range of 10–100GeV.

The locations of tracker components can be changed during the experiment

because of thermal contraction from cooling and mechanical stress from mag-

netic fields. The shifts are constantly monitored for a selected number of layers

using a laser alignment system during both the runs for calibrations and the

runs for the physics analysis. In addition, a cosmic muon data is used for the cal-

ibration of entire tracking system. The relative location of detector components

are constrained with an uncertainty of roughly 60µm and 80µrad.

The material budget of the inner tracking system corresponds to 0.4–2 radi-

ation lengths (X0) and 0.12–0.56 nuclear interaction lengths (λI), varying with

η values. Approximately 35% of electrons lose more than 70% of their energy by

bremsstrahlung in the tracker, thus changes in track parameters due to electro-

magnetic radiation must be considered in the track reconstruction of electrons

and the momentum measurement is complemented with the calorimetric mea-

surements. On the other hand, the bremsstrahlung of muons or charged hadrons

are negligible in the tracker and their tracks can be reconstructed with simpler

methods. In case of hadrons, the nuclear interaction length is not completely

ignorable and causes roughly 10% of inefficiency in a track reconstruction.
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3.2.3 Electromagnetic Calorimeter

On the exterior of the inner tracking system, electromagnetic calorimeters

(ECAL) are placed. It measures the lost energy of charged particles via scin-

tillation lights in the system. Lead tungstate (PbWO4) crystals are used for

the scintillator. The ECAL barrel (EB) includes 61200 crystals with a size of

approximately 0.0174 × 0.0174 in η-ϕ or 22 × 22mm2, and a length of 23 cm

(25.8X0), covering |η| values below 1.479. For |η| value from 1.479 to 3, the

ECAL Endcaps (EE) cover with 3662×2 crystals with a size of 28.62×28.62mm2

and a length of 22 cm (24.7X0). Electrons and photons develop 90% of their

shower in scintillators within a lateral length of 2.2 cm (Moliere radius), and the

granularity of crystals is sufficiently fine for analyzing the shower shape. The

scintillation decay time in the lead tungstate is 10 ns, and 80% of scintillation

light is emitted within 25 ns. The wavelength of the scintillation light varies in

350–600 nm, with a peak at around 430 nm. The ECAL system is operated at

a constant temperature of 18 ◦C using water cooling system to maintain the

energy resolution.

The scintillation lights are detected with avalanche photodiodes (APD) in

EB and vacuum phototriodes (VPT) in EE. The different types of photodetec-

tors in EB and EE are motivated from difficulties with high magnetic fields for

vacuum-based devices in EB and high expected radiation damages for solid-

state devices in EE. Each APD in EB has a sensor area of 5× 5mm2, and they

are operated at a gain of 50 and a quantum efficiency of 75% for a wavelength

of 430 nm. On the other hand, each VPT has a diameter of 25mm with an

active area of roughly 280mm2. They operate at a gain of roughly 10 with a

quantum efficiency of 22%. The quantum efficiency of VPT is lower compared

to the APD, yet the difference is largely compensated by its larger active area.
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For the η range in 1.653–2.6, a preshower detector is located to achieve

a better resolution in early shower developments and distinguish a collimated

pion decay, π0 → γγ, from a single photon. The preshower consists of two

layers of lead radiators with a thickness corresponding to 2X0 and X0, and

two layers of silicon strip sensors located behind each of the lead radiator with

mutually orthogonal strip directions. Each preshower unit measures an area of

61 × 61mm2 with 32 strips on each layer. Within the first lead radiator, 95%

of photons start showering and the charge-weighted-average location of energy

deposits in strip sensors provide a position resolution of ≈ 300µm.

Optical properties of crystals change with the exposed radiation dose. Ra-

diation causes vacancies and impurities in the crystal lattice, resulting in devel-

opment of color centers and absorption bands. This reduces the transparency

of crystals by wavelength-dependent magnitudes. Hence, the transparency of

crystals are regularly monitored and calibrated using a laser monitoring sys-

tem during beam gaps of the experiment. In addition, using the energy deposit

of cosmic muons on crystals, ≈ 250MeV for maximal traversing, calorimetric

measurements are calibrated using the cosmic muon data set. Finally, in-situ

calibrations are also applied using the portion of data set with π0/η → γγ,

W → eν, and Z → ee.

The resolution of calorimetric measurements can be parameterized as [112],

(
σE
E

)2 = (
S√

E /GeV
)2 + (

N

E /GeV
)2 + C2, (3.2)

where σE , S, N, and C are the absolute E resolution, the stochastic term,

the noise term, and the constant term, respectively. For the stochastic term

of ECAL, S ≈ 2.8%, fluctuations in number of emitted photoelectrons in the

photodetectors typically gives the largest contribution, ≈ 2.1%, but fluctuations

in the difference between energy loss in the preshower and measured value from

59



silicon sensors can be the leading source for a few GeV scale energy deposits in

endcaps. The noise term, N ≈ 12%, originates from electronics and digitization

procedure, with a magnitude of roughly 40MeV/channel. The constant term,

C ≈ 0.30%, is attributed to non-uniform light collection and calibration error.

This leads to the energy resolution of roughly 1% at 20GeV and 0.4% beyond

50GeV.

3.2.4 Hadronic Calorimeter

Hadronic Calorimeter (HCAL), located outside the ECAL, aims to mea-

sure energy of hadrons lost in the calorimeter via hadronic shower. The HCAL

system consists of HCAL Barrel (HB), HCAL Endcap (HE), HCAL Outer Bar-

rel (HO), and HCAL Forward (HF). The HB and HO covers the hadron flux

in a |η| region below 1.3, where HB stretches from ECAL (R=1.77m) to the

magnet (R=2.95m) and HO is placed between the magnet and muon detection

system (R=4.07m). The HE and HF span the |η| region of 1.3–3.0 and 3.0–5.0,

respectively.

The HB, HE, and HO are typical sampling calorimeters. The HB consists

of 16 absorber layers of brass plates, except 2 steel plates at the innermost and

outermost layers, and 17 scintillator layers of plastic plates. The first scintillator

layer is placed between EB and HB to detect a hadronic shower developed before

the HCAL. The thickness of HB varies in 5.82–10.6λI , increasing with |η|, and

that of ECAL is about 1.1λI . The containment of hadronic shower in HB is

not sufficient, hence HO is placed outside the magnet to complement this. The

HO uses magnet materials and the first layer of iron yokes in the muon system

as absorbers, and two layers of scintillators are placed on both side of the first

iron yoke layer. By inclusion of the HO, the depth of total calorimetric system

increases to values larger than 11.8λI . The HE structure is similar to HB, which
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is made of 17 layers of brass absorber and plastic scintillator plates. The depth

of total calorimetric system in the HE is around 10λI . The size of calorimetric

tiles in η-ϕ, corresponding to the HCAL granularity, is 0.087×0.087 in HB and

HO, and it varies between 0.087× 0.087 and 0.178× 0.178 in HE.

The scintillation lights in the HB, HE, and HO are sampled using wave-

length shifting (WLS) fibers, which are connected to optical fibers at the lateral

surfaces of trigger towers, and the optical fibers deliver the sampled scintilla-

tion lights to the photodetectors. Hybrid photodiodes (HPD) are used for the

photodetectors, operated with a gain of ≈ 2000.

The design of HF is different from other HCAL components because of ex-

treme particle flux and weaker magnetic fields. The HF consist of cylindrical

steel absorbers with inserted quartz fibers. Charged hadrons produced from a

hadronic shower in the absorber yield Cherenkov lights in the quartz fibers.

Cherenkov lights, produced with an angle larger than the critical angle of to-

tal internal reflection, are transmitted to the end of the fiber and eventually

guided to photodetectors using subsequent optical fibers. Half of the quartz

fiber penetrate the full length of the absorber, and the other half starts 22 cm

distant from the front face of the absorber to distinguish later development of

shower. Thickness of the absorber is 165 cm, corresponding to roughly 10λI .

As the particle fluence after the absorber is not ignorable, the photodetectors

are put in read-out box shielded with 42.5 cm of steel, lead, and polyethylene

layers. The fibers are bundled to form a tower with a size of 0.175 × 0.175 in

η-ϕ, the designed granularity in HF.

The relative resolution of energy measurement from HCAL can be parame-

terized with the same formula in the ECAL (Eq. 3.2). The stochastic coefficient

S is approximately 100% for HB+HO and HE, and 200% for HF [113]. The

constant term C is approximately 5% for HB+HO and HE, and 3% for HF.
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The magnitude of stochastic uncertainty is naturally much larger in the case of

HCAL, when compared to that of ECAL, as the calorimeter samples only a por-

tion of the hadronic shower and the energy of an original hadron is inferred from

it. Depending on the fraction of electromagnetic components in each hadronic

shower and also the fraction of energy released or arrived in the scintillator, the

estimation error increases especially in cases of low energy hadrons.

3.2.5 Muon Detection System

Figure 3.7: A schematic figure of the CMS muon system [114].

The muon detection system is located outside the magnet and HCAL. It

is comprised of 3 gaseous detectors of drift tube chambers (DT), cathode strip

chambers (CSC), and resistive plate chambers (RPC). These detectors have

layered structures, in between which are filled with iron yokes. The iron yokes

provide a return route for magnetic fields, yielding 0.6–2.4 T of field strengths
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outside the solenoid, bending muon trajectories. In addition, the iron yokes

have a role of hadron absorber and form a low-background environment for the

muon system. Thickness of materials inside the muon system is 11-15λI and

20–27λI for the first and last detection layer, respectively. Each layer of muon

detection system measures segments of muon tracks, location and direction of

them, and combination of these segments produces reconstructed muon tracks

in the muon system. The layout of muon detection system is shown in Fig. 3.7.

The DT consists of 4 layers of chamber groups, called stations, and covers

|η| range of 0–1.2. Each of the stations is made of 2 or 3 superlayers (SL), each

of which is formed by 4 consecutive layers of drift cells. The drift cells, the

smallest unit, is made of 5 electrodes, 1 anode wire, 2 field shaping strips, 2

cathode strips, and filled with Ar/CO2 gas (Ar:85%+CO2:15%). Wires of two

SL are parallel to the beam line and they are used for reconstructing track

segment in the r-ϕ plane. Those of the third SL, if exists, is placed orthogonal

to the others and measures the z-component of tracks. As the fourth station

does not have the third SL, the z-component is not measured in the last DT

station. Each DT station reconstruct muon track segments with a time and

spatial resolution of 2 ns and 100µm.

Muons in the high |η| regions are detected with CSC, which stretches across

|η| region of 0.9–2.4. The |η| range 0.9–1.2 is an overlapping region between DT

and CSC, and both detector are used for measurement. The CSC is made of

trapezoidal multiwire chambers, each of which consists of 6 anode wire planes

and 7 cathode strip planes, filled with a mixture of Ar+CO2+CF4 gas. Wires

run in azimuthal direction, and the strips stretches radially. Hence, the wires

provide information on radial coordinates of the hit positions and the strips

provide their azimuthal coordinates. Each CSC station reconstructs muon track

segments with a time and spatial resolution of 3 ns and 50–140µm.
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The last component of the muon system, RPC, is installed in the |η| range

of 0–1.9 in 2016. The RPC is made of two parallel-plate chambers, each of

which are made of two electrodes of bakelite-graphite plates and filled with a

mixture of C2H2F4+C4H10+SF6 gas. Between the two chambers, copper strips

are placed for the read-out. Six layers of RPC are installed in DT, 2 and 1

layers per a station for the first and last two stations, respectively. In CSC, each

station includes only one RPC layer, up-to the designed |η| value. Additional

RPC layers in the first two barrel stations were intended for increasing hit

information for the trigger on low-pT muon tracks, which may not reach the

last station. The RPC system provides information on the hits with a spatial

and time resolution of 0.8–1.3 cm and 1.5 ns. Despite the significantly worse

spatial resolution, RPC exhibits the best time resolution of tracks, hence it is

installed mainly for purposes of precise timing and fast triggering.

Track segments detected in the muon system can be combined to reconstruct

muon tracks. The relative resolution of muon pT is approximately 10 and 20%

in the barrel and endcaps, respectively, for the pT between 10GeV and 1TeV.

In offline analysis, the muon tracks are reconstructed using the both track hits

in the inner tracking system and the track segments in the muon system. The

same resolution of a track from inner tracking system is about 1–2% for pT

below ≈ 100GeV and increases to ≈ 10% at 1TeV. Hence, the pT resolution is

mainly determined by inner tracking system for low pT values below 200GeV,

and the information from the muon system significantly improves the track

parameter resolutions for high pT region beyond the 200GeV. The muon pT

resolution is better than 5 and 10% for the barrel and endcap regions for the

combined track fit from the inner tracker and muon systems.
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3.3 Trigger
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Figure 3.8: pp cross section for various processes [115]. For
√
s < 4TeV, pp

cross section is shown. Dotted lines are placed at 1.96, 7, 8, and 14TeV, and a
dashed line is place at 13TeV.

Total pp cross section is approximately 100mb, however that of processes

of interests in the LHC program, electroweak bosons, tt, and Higgs bosons, are

smaller by a factor of 10−6 − 10−10, as can be seen in Fig. 3.8. It would be

extremely inefficient to allocate storage and computing resources on processing

entire collision events. Thus, a tiered trigger system is adopted to populate

the events in the DAQ output with a high likelihood of processes of interests.

Hardware-based Level-1 (L1) trigger operates in a latency of 4µs and reduces

output rate from 40 MHz to approximately 100 kHz. Then the software-based
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High Level Trigger (HLT) in a computing facility in CERN examines the events

selected by the L1 trigger and further reduces the output rate to around 1 kHz.

Each event includes approximately 1.5 MB of data, and the CMS produces and

records pp collision data at a rate of ≈ 1.5 GB/s. The trigger system allows

4 × 104 times faster acquisition of target physics data within a limited rate of

processing and storage.

3.3.1 Level-1 Trigger

Most of the L1 trigger algorithms are based on simple detector signatures,

such as pT and η of calorimeter deposits. Due to the tight time budget, only

the calorimeter and muon system is used in the L1 trigger system. The trigger

consists of local, regional, and global components. Local components, called

trigger primitives (TP), are energy deposits in a region of calorimeters or track

segments in stations of muon chambers. Regional components collect TPs sent

from the on-detector electronics and combine them to reconstruct objects or

variables of interests, such as muon, e/γ, jet, and the imbalance of transverse

energy. The global component collects and combines the information from re-

gional components, and makes decisions to accept the event. The architecture

of the L1 system is shown in Fig 3.9.

A muon track is reconstructed with different algorithms for barrel and end-

caps. In the barrel region, RPC hits are merged into DT TPs in the same

layer. Using the predefined patterns in look-up tables (LUT), an acceptance

window of segments in the adjacent chambers or layers from a same track is

defined for each segments. Such segments are grouped to form a muon track,

being one of the patterns in the LUT. The pT value is determined to the LUT

value corresponding to the internal bending angle and azimuthal angle differ-

ence between the nearby segments. Muon tracks in other detector region are
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Figure 3.9: A schematic figure of the architecture of L1 triggers [116].
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also reconstructed using LUT, but with different input measurements. Muons

in the overlap region between the DT and CSC, 18 total measurements from 3

DT TP + 5 RPC hits in the barrel and 4 CSC TP + 3 RPC hits in the endcap

are used to build tracks. In endcap region, at most one TP per station, either

CSC or RPC TP, is used to build a muon track. The pT assignment is different

in endcaps, because of much larger changes in the magnetic field in the endcap

region, when compared to the barrel region. A boosted decision tree (BDT)

regression technique is used to estimate pT value of a track. The pT value esti-

mated by a BDT regressor for each track pattern is stored in LUT, and these

values are used by the trigger algorithms. The muons are assigned a value for

its quality, based on the hit patterns, such as number of hits in a track with a

larger weight to an inner detection layers. Up-to 36 muon candidates per each

of barrel, overlap, and endcap regions are sent to the global muon trigger. The

global muon trigger identifies and removes duplicate candidates among these.

Then it first sorts out 8, 4, and 4 tracks with a best quality from barrel, overlap,

and endcap regions, respectively. Among these up to 8 best muon candidates

are sent to the global trigger.

Rest of L1 trigger algorithms are based on calorimeter deposits. The smallest

unit of calorimeters in the trigger algorithm is a trigger tower (TT), comprised of

5×5 ECAL crystals in EB and HCAL plates behind them, covering 0.087×0.087

in η-ϕ. In endcap, each TT approximately corresponds to an area of 0.17×0.17

in the η-ϕ plane. These TTs form TPs for the calorimeter-based algorithms.

The TT energy is corrected for the changes of calorimeter response over time

and average energy loss in the tracker material.

The e/γ object in the L1 trigger is reconstructed by summing up energy de-

posits around a seed TT with ET larger than 2GeV, as shown in the Fig. 3.10.

For the e/γ object with ET below 128GeV, they are distinguished from back-
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grounds using additional criteria, such as the compactness of energy deposits

in each crystal in the seed TT and the H/E ratio of the seed TT. The isolation

variable, the energy deposit in the region surrounding the object (Fig. 3.10), is

also calculated to reject background. The isolation is corrected for the pile-up

contribution estimated using the number of TT with ET larger than 0.5GeV.

Figure 3.10: The clusters of TTs in the L1 e/γ object and the isolation re-
gion [116].

Jets in the L1 trigger is defined as the energy deposits in a 9× 9 TT cluster

centered at a seed TT with ET > 4GeV. The size of clusters approximately

matches the cone size of jets in offline analysis. Expected pile-up contributions

are subtracted using the sideband TT, four 3 × 9 TTs in each of η and ϕ

directions. There are also many other algorithms targeting different signatures,

such as hadronic tau leptons and imbalance in the transverse energy, and more

details on these can be found in Ref. [116].

The global trigger makes decisions using the information sent from the re-
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gional triggers. The decisions are based on cuts on pT, η, and quality codes.

The trigger algorithms used for the analysis require two muon or electron-muon

objects. Dimuon algorithms accept events if pT values of two muons are larger

than 11-4, 12-5, or 13-6GeV for the first-second muons. On the other hands,

electron-muon algorithms accept events if trigger objects include a muon with

pT larger than 5GeV and any electron with pT larger than 20 or 23GeV or an

isolated electron with pT larger than 18 or 20GeV. The thresholds vary with

the period and the instant luminosity.

3.3.2 High Level Trigger

The HLT receives the fragmented data of various detectors sent from the

DAQ and combine them to a complete event. These are used for event re-

construction and trigger decisions. The HLT uses full granularity of detector

components, and its selection criteria is comparable to those of offline analysis.

As many of descriptions overlap with the offline analysis, only a brief overview

of algorithms related to the thesis is introduced in this section, and the details

will be explained in the next chapter.

In addition to the increased detector granularity and complexity of variables,

HLT uses inner tracking information to reconstruct tracks and vertices. The

primary vertex (PV) in the HLT is reconstructed using only the pixel tracks,

comprised of 3 hits in pixel layers, and a fast PV finding algorithm is used

to satisfy the limited time budget. In this faster algorithm, a jet collection

with ET > 40GeV is searched, and pixel tracks associated with these jets are

projected on to the beam line and clustered along z-axis to form vertices. If

such a vertex is not found, then all pixel tracks in the detector are analyzed by

clustering their beamline projection. With this approach, vertices can be found

with efficiency smaller by ≈ 8% than offline reconstruction efficiency.
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Electron algorithms begins with reconstruction of ECAL deposits from the

EM showering, called the supercluster (SC), around L1 electrons. Superclusters

are required to satisfy certain criteria on the quality. For the isolated electron

algorithm used in the thesis, energy-weighted s.d. of η locations of crystals in

superclusters should be less than 0.013 (0.035) in EB (EE). HCAL deposits

relative to SC ET within ∆R =
√

(∆η)2 + (∆ϕ)2 < 0.15 from the SC center

should be less than 0.13. ECAL and HCAL deposits relative to SC ET within

∆R < 0.3 from the SC center are required to be less than 0.5 and 0.3, respec-

tively, after subtracting the SC ET and mean expected pile-up contribution.

If a SC satisfying the quality criteria is found, then inner tracking data is

examined. From the SC position and energy, compatible pixel hits are searched.

If such hits are found, then a full electron track is reconstructed using the silicon

tracker with considering energy loss via bremstrahluing using Gaussian Sum

Filter (GSF) algorithm. The track is examined if it satisfies quality criteria

of the algorithm. For the electron-muon trigger used in the analysis, spatial

difference between the SC and extrapolation from the innermost track position

is required to be less than 0.01 (0.015) for η and 0.07 (0.1) for ϕ in EB (EE).

In addition, the scalar pT sum of other tracks within ∆R < 0.3 from the SC is

required to be less than 20% of the SC ET.

On the other hand, muon algorithms consist of Level-2 (L2), using only the

muon system, and Level-3 (L3) stages, using inner tracking systems as well.

The L2 step starts from reconstructing muons in the muon system around the

L1 muons. If quality criteria of algorithms are met, then these muons are used

as seeds for the next step. In the L3 step, hits in the inner tracking system

compatible with the L2 muon is searched and a track is reconstructed. If the

track reconstructed from the inner tracking system is compatible with the L2

muon at their boundary, the inner most layer of the muon system, all mea-
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surements from the muon and inner tracking systems are refit to construct

a L3 muon track. In addition, for dimuon triggers, a different reconstruction

is also used for lower-pT muons, considering their smaller number of hits in

the muon system. In this case, a track in the silicon tracker with one or more

compatible segments in the muon system is also reconstructed as a L3 muon.

The dimuon trigger algorithm used in the analysis requires presence of at least

one L2 muon with pT > 10GeV, and two L3 muons with pT larger than 17

and 8GeV. The electron-muon trigger algorithm in the thesis requires a L3

muon with pT > 8GeV, yet this L3 muon should be seeded by a L2 muon with

pT > 5GeV, in contrast with absence of a pT cut for the subleading muon in

the former case. For both algorithms, the scalar pT sum of tracks surrounding

the L3 muon within ∆R < 0.3 should be less than 40% of the muon pT, and

the closest distance between the two leptons in the z-coordinate is required to

be less than 0.2 cm in later runs of 2016.

3.4 Luminosity Measurement

The integrated luminosity delivered to and recorded by the CMS detector is

measured using 7 detector systems [117]. Each measurement is based on either

the rate-scaling or zero-counting method. The former method measures detector

activity and infers the luminosity from it. The average instant luminosity for a

single bunch, Lb, can be written as,

Lb = N int
frev
σ

= (
Nobs

Nobs/int

)
frev
σ

≡ Nobs
frev
σvis

, (3.3)

where N int, Nobs, and Nobs/int are respectively the mean number of pp colli-

sions, observables, and observables per single pp collision. The frev and σ are

the LHC revolution frequency and the pp cross section. The σvis absorbs the
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acceptance factor for the detector coverage and dead cells, and it is measured by

a separate experiment. With known values of σvis and frev, the Lb can be calcu-

lated from a measurement of detector observables, and accumulation of single

bunch luminosity for the whole runs yield the integrated luminosity value.

On the other hand, the zero-counting method estimates the Lb from the

fraction of events without any detector signal. This method avoids systematic

uncertainty from multiple particles falling in the same detector cell. Assuming

the Poisson probability distribution, this fraction f̄0 can be represented as,

f̄0 =
∞∑
k=0

e−µµk

k!
pk = e−µ(1−p), (3.4)

where p is the probability of absent detector signals for a pp collision, µ is

the mean number of pp collisions, and the summation runs over number of pp

collisions. Then the Lb can be related to the f̄0 by,

Lb =
µfrev
σ

= − ln f̄0
(1− p)

frev
σ

= −frev ln f̄0
σvis

. (3.5)

Hence, the Lb can be estimated from counting number of events with and with-

out detector signals in this approach.

The fiducial total inelastic pp cross section σvis is measured during the van

der Meer (vdM) scan [118, 119]. For numbers of protons n1 and n2 in two

incoming bunches and their effective overlapping area Aeff , the single bunch

luminosity Lb can be formulated as,

Lb =
frevn1n2
Aeff

= frevn1n2

∫∫
ρ1(x, y)ρ2(x, y) dx dy, (3.6)

where ρi is the 2-dimensional density function. Assuming the factorizability,

ρi(x, y) = fi(x)gi(y), the Aeff can be expressed as Aeff = WeffHeff , where
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the effective width and height, Weff and Heff , are defined as,

1

Weff
≡
∫
f1(x)f2(x) dx ,

1

Heff
≡
∫
g1(y)g2(y) dy. (3.7)

These can be reformulated as,

Weff =

∫∫
f1(x)f2(x− w)dxdw∫

f1(x)f2(x)dx
=

∫
Lb(w, 0)dw

Lb(0, 0)
(3.8)

Heff =

∫∫
g1(y)g2(y − h)dydh∫
g1(y)g2(y)dy

=

∫
Lb(0, h)dh

Lb(0, 0)
,

where Lb(w, h) is the luminosity for two beams displaced by w and h in x and y

directions. The luminosity profile can be obtained from fitting event rates with

different bunch displacement in x-y directions. Integration of these functions

yields the two length scales, i.e. the effective area Aeff . On the other hand, the

number of protons n1 and n2 are extracted from a beam current measurement

using the DC current transformer and fast beam current transformer [120, 121].

Then, by relating the Eq. 3.6 with Eq. 3.3 or 3.5, the σvis value can be obtained.

In the CMS experiment, the σvis is measured in separate runs with lower

instant luminosity to minimize uncertainty. During the runs for the vdM scan-

ning, the mean pile-up number was approximately 0.6 with a number of bunch

per beam of 30–50 and transverse beam size of 100µm. The large bunch spacing

is intended to minimize afterglows and the larger bunch size dilutes the impact

of vertex reconstruction resolution from the tracker, which is about 10µm. The

scanning is performed for beam separations up-to 600µm (≈ 6σb) in 25 steps

of 30 seconds for both x and y directions.

In the vdM scanning, various observables from different detectors sensitive

to the luminosity are monitored. Using the inner tracking system, the number

of pixel hit clusters (PCC), composed of 5 pixel hits, and number of recon-

structed primary vertices (PVC) from the inner tracking system, requiring at
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least 11 tracks per a vertex, are analyzed. For the HF calorimeter, the detec-

tor occupancy, HFOC, of outer two rings (∆η ≈ 0.5) is used for the scanning.

In addition, two luminometers of pixel luminosity telescope (PLT) and beam

condition monitor (BCM1F), located at |η| ≈ 4.2, are also used to measure

the luminosity. The PLT consists of 48 silicon pixel sensors in 3 layers and

counts the triple coincidence in these layers. The BCM1F consists of 24 single

crystal diamond sensors and have time resolution of 6.25 ns, enough to distin-

guish collision and beam-induced signals. During the vdM scanning, the PCC

and PVC data is analyzed with the rate-scaling method, and the HFOC, PLT,

and BCM1F data is interpreted with the zero-counting method. The results

from several luminometers were observed to be consistent, and the σvis value

of several detectors are determined with an uncertainty of 1%.

Using the measured σvis values, the same kinds of detector activities as in

the vdM scanning are also used in determination of integrated luminosity of

physics runs. In addition, the DT and RAMSES systems are deployed to test

linearity against luminosity and stability over time in the data-taking period.

RAMSES, an abbreviation for the RAdiation Monitoring System for the En-

vironment and Safety, consists of 10 ionization chambers filled with air at 1

atm. It was originally installed for ensuring the safety of personnel working at

the cavern, but its data has shown good linearity for the beam luminosity and

stability over time, hence it was determined to be used as an additional mea-

surement to constrain uncertainty in the integration of bunch luminosity values.

The stability is tested by monitoring data during regular detector calibrations

and cross-detector comparison in entire data set. As a result, the integrated lu-

minosity is determined to be 41.6 fb−1 for the delivered value, 38.3 fb−1 for the

amount recorded by the CMS detector, and 35.9 fb−1 for the recorded amount

in which all detector conditions were checked to be normal.
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Chapter 4

Data Analysis

4.1 Data Sets and Simulation

4.1.1 Data Sets

The thesis is based on the analysis of pp collision data collected with the

CMS detector in 2016. The data collected with a list of unprescaled dilepton

triggers in Table 4.1 are used for the search. To avoid double counting, events

with electrons passing identification criteria of the analysis are selected with

electron-muon triggers, and events with only muons passing identification cri-

teria of the analysis are selected with dimuon triggers. Dilepton triggers without

DZ filters are used for earlier runs, and those with DZ filters are used for the

later runs. Among the collected data, only the good quality events with all de-

tectors flagged normal are used, in which corresponding integrated luminosity

is 35.9 fb−1.

For the measurements of parameters required for estimation of jet-induced

fake lepton background, prescaled single lepton triggers with similar sequences
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and filter requirements to those in dilepton triggers for the analysis are used.

Normalization for these paths are obtained from a sample enriched with W

boson events and double checked in a sample enriched with Z boson events.

Details are described in Section 4.6.1 on the background estimation. For the

measurement of identification and trigger efficiencies of prompt leptons in real

data, unprescaled or partially unprescaled single lepton triggers and dilepton

triggers without DZ filters listed in Table 4.1 are used.

Table 4.1: Summary of triggers used in the thesis

Usage HLT Name L( fb−1)

Analysis

HLT Mu17 TrkIsoVVL Mu8 TrkIsoVVL v* 27.3
HLT Mu17 TrkIsoVVL TkMu8 TrkIsoVVL v* 27.3
HLT Mu17 TrkIsoVVL Mu8 TrkIsoVVL DZ v* 8.6
HLT Mu17 TrkIsoVVL TkMu8 TrkIsoVVL DZ v* 8.6

HLT Mu8 TrkIsoVVL Ele23 CaloIdL TrackIdL IsoVL v* 27.3
HLT Mu8 TrkIsoVVL Ele23 CaloIdL TrackIdL IsoVL DZ v* 8.6

Fake
Rate

HLT Mu17 TrkIsoVVL v* Norm.
to

data1
HLT Mu8 TrkIsoVVL v*

HLT Ele23 CaloIdL TrackIdL IsoVL PFJet30 v*

ID,
Trigger

Efficiency

HLT IsoMu24 v* 35.9
HLT Ele27 WPTight Gsf v* 35.9

HLT Ele27 eta2p1 WPTight Gsf v* 35.9
HLT Mu17 TrkIsoVVL Mu8 TrkIsoVVL v* 7.5
HLT Mu17 TrkIsoVVL TkMu8 TrkIsoVVL v* 7.5

HLT Mu8 TrkIsoVVL Ele23 CaloIdL TrackIdL IsoVL v* 7.5

4.1.2 Modeling of Simulated Processes

In the background estimation, processes with prompt leptons and electrons

from conversions are estimated using simulated data sets. In this note, prompt

leptons refer to electrons and muons from gauge or Higgs boson decays, in-

cluding those from τ leptons from these bosons. The simulated background

1MC normalization for theses paths are obtained from control regions.

77



processes include W and Z boson processes, diboson processes, a vector boson

or a SM Higgs boson produced with a top quark pair, tt production, single top

quark production with W or Z bosons, triboson processes, and SM Higgs boson

production from gluon fusion and vector boson fusion channels. In case of jet-

induced nonprompt lepton background, it is not estimated with simulation, but

with a data-driven method. This is mainly because of required sample size for

the estimation. Because of a very small rate of jets producing nonprompt leptons

passing identification, estimation of jet-induced nonprompt lepton production

in tt, QCD multijet, and V+jets processes require billions of MC events to be

produced, and it is practically not feasible. In addition, theoretical modeling of

fake lepton background is highly challenging, as it requires precise knowledge

on interactions between jet constituents and detector materials, and formation

of fake objects from those hits.

The set of MC samples used for SM backgrounds to the search are listed

in Table 4.2. Samples for WZ and ZZ processes are simulated at the next-to-

leading order (NLO) with the powheg V2 generator [122–125] for the mass of

an opposite-sign-same-flavor lepton pair larger than 4GeV at the matrix ele-

ment level. The ratio of cross sections, k-factor, at the next-to-next-to-leading

order (NNLO) to NLO, which is calculated in Ref. [126, 127], is applied for

these processes. Events with W or Z bosons associated with tt processes are

simulated with the MadGraph5 amc@nlo v2.2.2 generator [128]. The MC

sample for ttW processes is produced at LO with up to two additional partons

with the MLM matching algorithm [129], and the sample for ttZ processes is

produced at the LO with up to one additional parton with the MLM match-

ing. ttH processes are produced at the NLO with the powheg V2 generator.

The mass of top quarks is assumed to be 172.5GeV in the simulation. Sam-

ples for conversion backgrounds (Zγ, ttγ) are produced at the NLO with the
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MadGraph5 amc@nlo generator [128]. Both samples (Zγ, ttγ) are produced

at the NLO with up to one additional parton and merged with the FXFX algo-

rithm [130]. In the ttγ sample, decays of top quarks and subsequent W bosons

are treated with the Madspin program [131, 132]. Triboson processes are pro-

duced at the NLO with the MadGraph5 amc@nlo generator. The SM Higgs

boson production from gluon fusion and vector boson fusion channels are pro-

duced with the powheg V2, and its decay into four charged leptons, mediated

by two Z bosons, is simulated with the JHUGEN generator [133].

Table 4.2: MC samples for estimation of backgrounds in the search

Process σB∗k-factor (pb) Nevents

WZ (WZ→3lν) 4.42965 ∗ 1.109 1993200
ZZ (ZZ→4l) 1.212 ∗ 1.16 6669988
ttW (inclusive) 0.6008 6880577
ttZ (inclusive) 0.8393 10882500
ttH (SM Higgs boson, exclude H→bb) 0.2151 3981250
tZ (Z→2l) 0.0758 2973639
Zγ (Z→2l) 117.864 14372682
ttγ (inclusive) 3.697 9728932
WWW (inclusive) 0.2086 240000
WWZ (inclusive) 0.1651 250000
WZZ (inclusive) 0.05565 246800
ZZZ (inclusive) 0.01398 249237
SM Higgs boson (vector boson fusion, H→4l) 0.00103 500000
SM Higgs boson (gluon fusion, H→4l) 0.01181 999800

The signal process, pp → tt → bbH+W with H+ → WA → Wµ−µ+, is

simulated at the LO in the five-flavor scheme with the MadGraph5 amc@nlo

v2.4.2 generator. Charge-conjugated processes are implied throughout the chap-

ter. Decays of top quarks, W, H+, and A bosons are modeled with the same

generator, and all possible decays of the two W bosons are considered except

fully hadronic decay modes. Simulation of signal processes are performed for

mA values from 15 to 75GeV with a mass step of 10GeV, and for mH+ values
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Table 4.3: MC samples used for the control regions or studies on uncertainties

Process σB(pb)∗ k-factor Nevents

Background samples for prompt subtraction in fake rate measurement

W boson (W→lν) 61526.7 235575856
Z/γ boson (M-10to50, dilepton) 18610 40381392
Z/γ boson (M-50, dilepton) 5765.4 122055416
tt (inclusive) 831.76 76375312
single top (t-channel-top, inclusive) 136.02 67240808
single top (t-channel-antitop, inclusive) 80.9699 38811008
single top (s-channel, t→blν) 3.36 1000000
single top (tW-antitop, exclude tW→5q) 19.5545 5425134
single top (tW-top, exclude tW→5q) 19.5545 5372991
WW (inclusive) 118.7 994012
WZ (inclusive) 47.13 1000000
ZZ (inclusive) 16.523 990064

Samples for MC study of fake objects

tt (inclusive) 831.76 76375312
QCD (Pt-15to20, b/c→e+X) 254596 2685602
QCD (Pt-20to30, b/c→e+X) 328999.93 10987947
QCD (Pt-30to80, b/c→e+X) 405623.4 15328096
QCD (Pt-80to170 , b/c→e+X) 38104.43 14895274
QCD (Pt-170to250, b/c→e+X) 2635.81332 9720760
QCD (Pt-250toInf, b/c→e+X) 711.92588 9773617
QCD (Pt-20to30, EMEnriched) 557600000 9195339
QCD (Pt-30to50, EMEnriched) 136000000 6768384
QCD (Pt-50to80, EMEnriched) 19800000 23474166
QCD (Pt-80to120, EMEnriched) 2800000 41853500
QCD (Pt-120to170, EMEnriched) 477000 35817276
QCD (Pt-170to300, EMEnriched) 114000 11540163
QCD (Pt-300toInf, EMEnriched) 9000 7373633
QCD (Pt-15to20, MuEnrichedPt5) 1273190000 4141251
QCD (Pt-20to30, MuEnrichedPt5) 558528000 31475154
QCD (Pt-30to50, MuEnrichedPt5) 139803000 29824936
QCD (Pt-50to80, MuEnrichedPt5) 19222500 19806920
QCD (Pt-80to120, MuEnrichedPt5) 2758420 13669116
QCD (Pt-120to170, MuEnrichedPt5) 469797 11938140
QCD (Pt-170to300, MuEnrichedPt5) 117989 7947159
QCD (Pt-300to470, MuEnrichedPt5) 7820.25 16452588
QCD (Pt-470to600, MuEnrichedPt5) 645.528 5663755
QCD (Pt-600to800, MuEnrichedPt5) 187.109 5971175
QCD (Pt-800to1000, MuEnrichedPt5) 32.3486 5838541
QCD (Pt-1000toInf, MuEnrichedPt5) 10.4305 9609821

80



from (mA + 85) to 160GeV with a mass step of 10GeV. The mass range of H+

bosons is motivated from mass thresholds for the H+ → W+A and t → bH+

decays. The upper boundary of the mA range is determined from the cross-

ing point of the two mH+ thresholds, and the lower boundary is determined to

avoid low-mass vector meson backgrounds. In addition, parameter regions with

mA values below 15GeV receive strong constraints from existing search results,

as explained in the Chapter 2. The top quark mass is set to be 172.5GeV in

accordance with the value used for SM MC samples.

Width values of H+ and A bosons are chosen to be 1MeV, which is similar

to the A boson width at tanβ = 1 in the 2HDM. As can be seen in the Fig. 2.6,

the A boson width in most of the 2HDM parameter regions for the mA range is

much smaller than the resolution of reconstructed dimuon invariant mass, which

is approximately 1% of the mA value, and it is experimentally indistinguishable.

Hence, this ΓA setting is sensible in the context of the 2HDM-like models, and

the analysis focuses on the scenarios, in which the A boson width is smaller

than the experimental resolution. On the other hand, the H+ boson width is as

small as a few hundred MeV for mH+ values below the top mass threshold, as

can be seen in the Fig. 2.5, and the signal extraction method used in the thesis

is insensitive to the H+ width value. Hence, the exact setting on the H+ width

does not have any noticeable impact on the final result.

In this chapter on the data analysis, the signal branching fraction, Bsig, and

signal cross section, σsig, refer to the following expression,

Bsig = B(t → bH+)B(H+ → W+A)B(A → µ+µ−) (4.1)

σsig = 2σ(pp → tt)B(t → bW+)B(t → bH+)B(H+ → W+A)B(A → µ+µ−).

The branching fraction of decay modes of the two W bosons in the signal decay
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chain is assumed to be the observed value [134], which are respectively 0.1086,

per lepton flavor, and 0.6742 for W → ℓν and W → hadrons decay modes.

All MC samples are produced with NNPDF3.0 parton distribution func-

tion (PDF) sets [135]. Parton shower and hadronization process are simulated

with the pythia 8 [136], and simulation of underlying events is tuned with

the CUETP8M1 setting [137]. Then all the simulated events are subject to the

Geant4-based CMS detector simulation [138]. Pile-up interactions in events

are also considered in simulation using the same program and tuning condi-

tions. The additional pp collision events are separately simulated up to detec-

tor hits with varying number of pile-up events, and these are overlaid on the

simulated detector hits from the hard physics process of interests. These com-

bined simulated detector hits are used for simulation of responses from detector

electronics to yield simulated raw data. The simulated raw data are processed

with the same software programs as the real data. The pre-determined profile

of number of pile-up events can be different from what was obtained in the

experiment. Hence, the number distribution of true pile-up interactions in the

simulated samples is reweighted to the profile at a fiducial inelastic pp cross

section, also known as the min-bias cross section, that matches the observed

distributions of variables sensitive to the pile-up multiplicity. Important vari-

ables among those include the multiplicity of reconstructed primary vertices

and median pT density from pile-up. As a result, the fiducial inelastic pp cross

section is assumed to be 69.2mb in the analysis.
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4.2 Event Reconstruction

4.2.1 Vertex and Track

Reconstruction of interaction vertices and tracks is an important process in

an offline analysis. A particle track provides information on its electric charge,

spatial origin, and momentum with a high precision. Reconstructed vertices also

provide information on the number of pile-up interactions in an event, instant

luminosity, and minimizes the impact of pile-up interactions in an analysis. Re-

construction of tracks and vertices are mutually related and processed together,

yet proceeds from a simpler method with the pixel detector to more complex

algorithms with the entire tracking system [139].

The location of a beam spot, a 3-dimensional profile of interaction points

in a bunch crossing, is needed for constraints in the reconstruction of primary

vertices and tracks. During the reconstruction of primary vertices and tracks, it

is estimated by two methods. The first method fits coordinates of reconstructed

primary vertices to extract the information, and the second method analyzes

the correlation of track coordinates from a shifted origin in global coordinates.

The information is extracted from the events recorded in one lumisection (LS),

23 s, and those from up to 60 LS in a single run is combined as a weighted

average. For a bunch crossing with 1000 tracks, the center of beam spots can

be determined with a statistical precision of 5µm.

A particle track is reconstructed using the Combinatorial Track Finder

(CTF) software, an extension of Kalman filter method, for a pT value larger

than 80MeV. The algorithm finds hits belonging to each track in several iter-

ations, in which earlier iterations identify more straightforward cases of tracks

with high-pT values and consistent with the beam spot. Each iteration of the

algorithm is seeded by two or three hits in the tracker, 3 pixel hits for the
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initial iteration and mixed hits in strip tracker and pixel detectors in later it-

erations. Hits associated with reconstructed tracks in previous iterations are

removed, and this facilitates more challenging reconstruction of low-pT or dis-

placed tracks. The group of hits are refit with removal of outlier hits. Then the

quality of each track is assessed based on the number of hits, quality of fitting

(χ2/d.o.f.), and compatibility with the beam spot and primary vertex that the

track belongs to. Low quality tracks are considered to be random association

of hits or highly affected by wrong hit assignments, hence discarded from the

track collection. The analysis uses the high-purity selection, which reduces the

fake track rate by a factor of two with a cost of 1–2% of tracking efficiency. For

a track pT > 1GeV, the tracking is nearly fully efficient for muons and 90%

efficient for pions. The reduction of pion tracking efficiency is due to nuclear

interactions with tracker materials, and because of the larger material budget,

it is lower by 5–15% in endcaps. The fake rate of a pion track is approximately

1–3%, yet it can get as large as 15% for pT > 100GeV, where they are often

located inside the core of extremely dense jets of particles.

Using reconstructed tracks passing minimal quality criteria, primary inter-

action vertices in the beam spot are identified. The tracks are required to be

consistent with the beam spot within 5 s.d. of its impact parameter uncertainty,

reconstructed from 5 or more hit layers including 2 or more pixel hits, and have

a good fit quality (χ2/d.o.f. < 20). The selected tracks are clustered based on

their z-coordinates at their closest points to the beam spot using the determinis-

tic annealing algorithm [139, 140], which determines the track association using

the variable analogous to the statistical free energy and temperature. Then the

clusters of tracks are fitted using the adaptive vertex fitter algorithm to deter-

mine vertex location and its covariance matrix. The precision of vertex location

is strongly dependent on the number of tracks and their quality. For vertices
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with more than 50 tracks, the resolution of transverse and longitudinal coor-

dinates of the vertices are 20 and 25µm for typical fiducial pile-up interaction

vertices, and 10 and 12µm for the the vertices with a jet with ET > 20GeV.

4.2.2 Particle Flow Algorithm

As explained in the Chapter 3, each detector component targets different

particle characteristics and can mutually complement their measurement. The

particle flow algorithm [141] aims at achieving more accurate description of

a global event activity by utilizing all the detector components together. The

algorithm associates all detector activities in an event with the same origins and

identifies as one of the final states in the detector, either muon, electron, photon,

charged, or neutral hadrons. Using these final states, preceding processes in the

event are reconstructed, for examples, decays of hadrons, quarks producing jets

of collimated particles, and eventually heavier objects as top quarks, heavy

vector or Higgs bosons.

The algorithm clusters adjacent hits in calorimeters and reconstruct tracks

in inner tracking and muon systems. Detector activities from the same particle is

linked, and detector hits belonging to identified particles are removed from col-

lections to improve identification performance of more difficult objects in later

stages. Because of small background in the muon system, the muon reconstruc-

tion is the simplest and performed first. Then electrons and isolated photons

are reconstructed. As a large fraction of electrons and photons lose a significant

portion of their energy in the tracker via bremsstrahlung and electromagnetic

shower, they need to be considered simultaneously. Remaining detector hits are

used to reconstruct hadrons and non-isolated photons. Then the post-processing

steps are followed, which includes global assessment of inconsistencies or po-

tential misreconstruction, and modifications are made if necessary.
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Muons

Three kinds of tracks, standalone, global, and tracker muon tracks, are re-

constructed for muons to combine inner tracking and muon systems. The stan-

dalone muon track is reconstructed using only the segments and hits in the

muon system. The global muon track is reconstructed from fitting tracks in the

two detector systems, if the two tracks are compatible at a common boundary

surface. The global muon track requires more than one segments in different

stations, hence the reconstruction often fails for muons with pT below 10GeV

due to smaller number of hits or unusual pattern from multiple scattering in

the steel yoke. Tracker muon recovers the reconstruction efficiency at low-pT,

as it requires only 1 compatible segment in the muon system within 4 s.d. of

its position uncertainty.

To avoid misreconstructed case of punch-through hadrons, loose quality cri-

teria are applied on the muon objects. If a sum of track pT and ET of calorimeter

clusters within ∆R < 0.3 from the global muon track is less than 10% of the

muon pT, no additional quality is required. For non-isolated global muons fail-

ing the previous criterion, the track has to satisfy the tight criteria of standard

CMS muon identification, described in the later chapter. In addition, it has to

include three muon segments in the track or the associated calorimeter energy

should be compatible with a muon. Muons that failed the previous iterations

for inferior track quality in either detection system is recovered if that in the

other system is of high quality. The object is considered a muon if a standalone

muon track is reconstructed from more than 22 DT or 14 CSC hits, or the in-

ner track contains 13 measurements with compatible magnitude of calorimeter

deposits. The efficiency of reconstruction and identification for the PF muon is

better than 99% for the pT value larger than 10GeV.
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Electrons and Isolated Photons

Electrons and photons have experimental signatures of high ECAL deposits

in a narrow η window, but a relatively larger ϕ width for magnetic bendings,

and small HCAL deposits behind it. Electrons and photons are distinguished

by a presence of tracks consistent with the ECAL deposit. Both object recon-

struction begins with the identification of a cluster of ECAL deposits, called a

supercluster (SC).

Adjacent energy deposits in calorimeter crystals are clustered for those be-

yond thresholds, which are 80 and 300MeV for energy in EB and EE, and

150MeV for ET in EE. If the largest deposit in a crystal exceeds 1GeV, then

this ECAL cluster is considered for supercluster reconstruction. ECAL clusters

around the seed cluster within a window in the η-ϕ plane consistent with EM

showering are merged to form a supercluster, where the size of the window

varies with the seed ET values.

Presence of an electron near the SC is searched, seeded by either recon-

structed SCs or tracks. The ECAL-based seeding is initiated if the transverse

energy, ESC
T , and absolute energy ratio of HCAL and SC, H/ESC , within

∆R < 0.15 satisfy ESC
T > 4GeV and H/ESC < 0.15. Assuming a helical

path, if there are two barrel pixel hits or endcap inner tracker hits consistent

with the SC, then the GSF track algorithm is initiated. On the other hand,

tracker-based seeding is initiated if a general track consistent with an ECAL

cluster is found using a boosted decision tree classifier. The ECAL-based ap-

proach outperforms the tracker-based method for ET > 10GeV, and the latter

is important for low-pT or non-isolated electrons.

A special track reconstruction of the GSF algorithm is deployed for the

electrons, as the electrons typically lose a large portion of its energy through
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bremsstrahlung in the tracker and its track pattern can be different from those

of heavy particles. For an electron track, the track parameters are evaluated

at each layer and the track is iteratively formed in consideration of an energy

loss model of a Bethe-Heitler distribution [142]. Up to five tracks at each layer

are considered if multiple compatible hits are found, and final track candidates

sharing same hits are dropped, based on the number of hits and track fit quality,

χ2. The reconstructed GSF track is associated with the supercluster if it satisfies

a BDT criterion or following matching criteria, only for ECAL-seeded tracks,

• |∆ηin| ≡ |ηSC − ηextratrk−in| < 0.02

• |∆ϕin| ≡ |ϕSC − ϕextratrk−in| < 0.15,

where ηSC and ϕSC are coordinates of the SC, and ηextratrk−in and ϕextratrk−in are

coordinates of the point formed by a extrapolation of a GSF track from the

innermost layer to the calorimeter.

Refinement processes are then followed to recover missing clusters from

bremsstrahlung and photon conversions. At each layer of the GSF track, ECAL

clusters are searched at the extrapolation of the tangent to the track. Those

clusters are considered to be bremsstrahlung from the electron, hence merged to

the SC. Photon conversions are identified using a BDT classifier using variables

including missing hits, the location of the first track hit, and the transverse

impact parameter. If the two displaced tracks with calorimeter clusters are

classified as conversion electrons and compatible with the bremsstrahlung of

primary electrons, the ECAL clusters are merged to the SC.

At last, the SC with and without an associated GSF track is considered

an electron and a photon, respectively. In addition, a set of loose identifica-

tion criteria is also applied on these object to reduce mis-identification rate.

Electrons are distinguished using a BDT classifier with 14 variables related to
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shower shapes and track parameters, and photons are required to pass a loose

isolation and shower shape criteria. The reconstruction efficiency is nearly 100%

for photons and better than 95% for electrons.

Hadrons and Non-isolated Photons

Among the remaining detector activity, calorimeter clusters without associ-

ated tracks are considered neutral hadrons or photons. As the majority of the

jet constituents are pions and neutral pions decay to two photons before reach-

ing the detector, the neutral component of jet energy detected in the detector is

typically from photons. In a study based on the simulation, approximately 65,

25, and 10% of the jet energy is observed to be from charged hadrons, photons,

and neutral hadrons, respectively, and neutral hadron leaves only 3% of jet en-

ergy in the ECAL. Hence, as an approximation, ECAL clusters are identified as

non-isolated photons, and HCAL clusters are considered to be neutral hadrons,

respectively.

Calorimetric clusters associated with tracks are decomposed to charged,

neutral hadrons, and photons. Each track is considered to be a pion track, clas-

sified as a charged hadron, and corresponding expected energy in the calorimeter

from tracks is compared with the observed clusters. If the calorimetric energy

exceeds the expectation beyond the uncertainty, the excess in the HCAL cluster

energy larger than 1GeV is considered to be a neutral hadron, and those in the

ECAL cluster energy larger than 500MeV is assigned to a non-isolated photon.

In contrast, if the calorimetric energy is smaller than the track momenta sum-

mation by three or more s.d., then additional non-isolated muons are searched

with relaxed criteria. In case the difference persists, the remaining component is

attributed to misreconstructed tracks, and tracks are removed from the clusters

with the decreasing order of pT uncertainty until the energy gap disappears.
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4.2.3 Jet

Elementary particles participating in the strong interaction can never be

observed as free particles, as the interaction strength increases with a length

scale. With an exception of top quarks, which decays to a W boson and a b

quark via the weak interaction, high energy quarks and gluons result in a large

number of collimated color-neutral particles, typically low-pT hadrons, around

the original parton momenta. This stream of particles are referred to as a jet.

Using this object as a proxy for the original parton, physics processes involving

those elementary particles can be studied.

There are various ways of grouping particles in such geometric patterns

to jets. In this analysis, the anti-kt algorithm [143] is used for the jet recon-

struction. In this algorithm, a jet clustering is processed with two distance

parameters, a distance dij between two entities of either a particle or a jet, and

a distance diB between an entity and the beam. The two distance parameters

are defined as,

diB = k−2
t,i (4.2)

dij = min(k−2
t,i , k

−2
t,j )

(yi − yj)
2 + (ϕ1 − ϕ2)

2

R2
,

where kt and y are the transverse momentum and rapidity, arctanh(vi/c), of an

object. Particles with the smallest distance are clustered until the value exceeds

the distance from the beam. In such a case, the jet is removed from a collection,

and the clustering is repeated until the input collection becomes empty. The

algorithm associates a soft particle to a hard particle and any particle to one

at a very close distance, and leads to conical jets with an approximate size of

R in a y-ϕ plane, identical to a η-ϕ plane in the relativistic limit.
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In the analysis, the objects reconstructed with the PF algorithm are used as

input for the jet reconstruction, and a radius parameter R is chosen to be 0.4.

As the hadrons produced in the jet evolution can decay to leptons, they are also

included in the jet reconstruction. Charged particles associated with different

primary vertices are excluded from the input collection to minimize impact

of pile-up interactions. For the neutral particles from the pile-up interactions,

an offset correction is applied using the product of the median expected pT

density, ρ, and effective jet area. The ρ variable in each event is determined as

a median value of pT/Aj of jets reconstructed using kt algorithm, identical to

the anti-kt algorithm except k2t in places of k−2
t , with the R parameter at 0.6.

The variable Aj refers to the jet area. The pT and η dependence of the pile-

up contribution is absorbed into the effective area, measured using simulated

samples and corrected using zero-bias data sets. After corrections for the pile-up

contribution, reconstructed jets with pT > 10GeV are kept for the analysis.

4.2.4 Missing Transverse Momentum

Stable or long-lived particles, of which a decay length is larger than the

size of the CMS detector, not participating in the strong or electromagnetic

interaction does not leave a signal in the detector system. Production of such

particles leads to an imbalance of momenta of observed particles in an event.

If their momenta are measured with an enough precision, then the magnitude

of this imbalance can be used to deduce total momenta of undetected particles,

most notably neutrinos. By the nature of collisions of composite particles, the

fractions of two proton momenta carried by hard-scattering partons are un-

known, hence the longitudinal imbalance cannot be related to the undetected

momenta and only the transverse component is used for this purpose. The

missing transverse momentum p⃗miss
T is defined as a negative vectorial sum of
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particle momenta. The variable is calculated using all particles identified by the

PF algorithm, including those from different primary vertices. In the thesis, the

magnitude of p⃗miss
T and its energy component are denoted by pmiss

T and Emiss
T .
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4.3 Object Selection

The analysis aims to look for an extremely rare process, of which the rate

is smaller than the total pp scattering rate by a factor less than 10−12, leading

to an increased importance of backgrounds with mis-identified objects. Recon-

structed objects described in the previous sections are further discriminated

using variables related to their characteristic patterns in the detection systems.

In this chapter, the selection criteria for the signal objects are explained.

4.3.1 Primary Vertex

During the pp collision experiment in 2016, each bunch crossing yields ap-

proximately 10–40 pile-up interactions with a mean value of 23, requiring a

selection of an interaction vertex to analyze. In the thesis, the high quality

vertex with the largest activity is selected. The candidate vertex is required to

be within 2 and 24 cm in the transverse and longitudinal directions from the

nominal center of the detector, and formed by at least four tracks.

For the reconstructed vertices satisfying these criteria, the vertex with the

largest value of
∑

i p
2
T,i is chosen, where the pT,i is the pT value of an i-th

physics object originating from the vertex. The physics objects used for the

vertex selection are jets, reconstructed with tracks from the vertex using the

anti-kt algorithm and a radius parameter of 0.4, and the missing transverse

momentum calculated as a negative vectorial sum of these track-based jets.

4.3.2 Muon

The muons of the signal process are produced from either W or A boson

decays. The signal muons from A boson decays have typical pT values between

10 and 40GeV with a tail of the distribution stretching up to 120GeV, and those

from W boson decays are spread between a few and 200GeV, with a mean value
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near 30GeV. In both cases, the muons are produced towards the central part

of the detector system. In the analysis, muons with pT > 10GeV, reconstructed

in the entire muon system (|η| < 2.4), are considered. The muons are further

classified by a set of experimental variables in order to reduce contamination

from misreconstructed or nonprompt muons.

Baseline requirements are the tight criteria of the standard CMS muon

identification [114]. This requires high quality of a track with enough number

of hits in all of the pixel detector, the tracker, and the muon spectrometer with

a good global track fit. Exact requirements can be summarized as follows,

• reconstructed as a global muon and also qualify as a PF muon,

• χ2/ndof < 10 for the global muon track fit,

• include a valid hit in the muon system,

• include a valid pixel hit,

• include hits from more than 5 strip tracker layers,

• include segments in at least 2 muon stations,

• |d0| < 2mm and |dz| < 5mm,

where the |d0| and |dz| are the transverse and longitudinal distance between the

primary vertex and the closest approach of a track to it, and they are referred

to as the transverse and longitudinal impact parameters. These criteria aims at

discrimination of mis-identified objects produced from punch-through hadrons

or nonprompt muons produced inside the detector.

Additional cuts are applied on top of these baseline selections to further

suppress background rate. The χ2/ndof of the global track fit is tightened to

94



ensure that they are real muons. To distinguish prompt muons from secondary

muons originating from hadron decays in jets, the muons are required to be

isolated from hadronic activity and produced in the vicinity of the primary

vertex using Iµrel and impact parameter variables. The relative isolation Iµrel is

defined as,

Iµrel =
Ich,PV +max(0, Inh + Iph − 0.5Ich,PU )

pT(µ)
, (4.3)

where Ich,PV , Inh, Iph, and Ich,PU are scalar pT sums of charged hadrons from

the primary vertex, neutral hadrons, photons, and charged hadrons from pile-

up vertices within ∆R < 0.4 from the muon. The Ich,PU term in the expression

is an approximation of expected neutral pile-up contributions to Inh and Iph,

motivated by a mean contribution of charged hadrons to the jet energy, ≈ 65%.

The relative isolation is required to be less than 0.2, and this reduces jet-induced

background rate by 80% while retaining 90% of signal efficiency when compared

to a loose working point, Iµrel < 0.6. The impact parameter of signal muons

should satisfy |d0| < 0.1mm, |dz| < 0.5mm, and |d0/σd0 | < 4, where σd0 is the

resolution of d0. In simulation, these tight impact parameter conditions reduce

approximately 60% of non-prompt muon rate with only 2% of a signal loss, when

compared to the tight criteria of the standard CMS identification. The full list

of ID criteria is listed in Table 4.4, the tight working point (WP) is used for

signal identification, and the loose WP is used for background estimation from

a sideband region or checking the presence of additional low-quality prompt

leptons in the events.

Performance in Data

Efficiency of muon reconstruction and identification is measured with the
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Table 4.4: Muon ID criteria

ID Variable
Cut Value

Tight WP Loose WP

standard CMS tight identification ✓ ✓
Iµrel < 0.2 <0.6

global track χ2/dof < 4 -
|d0|(mm) <0.1 <2
|dz|(mm) <0.5 <1
|d0/σd0 | < 4 < 4

tag and probe method using dimuon events from the Drell-Yan production.

Oppositely charged inner-track pairs with the invariant mass between 70 and

130GeV are selected for the efficiency measurement. Each track pair is divided

to a tag and a probe, where the tag is required to satisfy a tight selection to

ensure a real physics objects and fire triggers to be included in data sets, and

the probe is used to measure the efficiency for a procedure of interest. Tag tracks

are required to be muons passing the tight identification of the analysis, firing a

single muon trigger (HLT IsoMu24 v*), and having pT >27GeV. Probe tracks

are general tracks with pT >10GeV and |η| <2.4. Passing probes are required

to be muons passing tight ID criteria of the analysis. Number of probes are

extracted from fitting the Z boson resonance, and only the events with a single

probe multiplicity are used. The signal template, with 40 bins, is modelled with

the Double Voigtian function. Combined efficiency of the muon reconstruction

and identification, measured with data, is shown in Figure 4.1. The typical

efficiency of data is approximately 90% with 3% of difference between data and

simulation.

For the systematic uncertainty in the measurement, different conditions are

examined for the criteria of tag muons, number of mass bins, signal shape, and

96



Figure 4.1: Combined efficiency of muon reconstruction and identification

mass range in the fitting. For the tag criteria, two different isolation working

points of 0.15 and 0.25 have been checked instead of the nominal value, 0.20.

For signal shape, a single Voigtian function is checked instead of the nominal

double Voigtian distribution. For the number of mass bins, templates with 30

and 50 bins are used instead of the nominal 40 bins. For the dimuon mass range,

two alternative ranges, [60,130] and [70,120] (GeV), are tested instead of the

nominal range, [70,130] (GeV). The systematic uncertainty is observed to be

less than 2% in all pT and |η| range of muons.

4.3.3 Electron

Signal electrons are always produced from W boson decays. Kinematic pat-

terns are similar to the descriptions for the muons from W boson decays in the

previous section. They typically exhibit pT values of a few tens ofGeV and are

emitted towards the barrel detector systems. Electrons with pT > 25GeV and

in the inner tracker coverage, |η| < 2.5, are considered for the signal identi-
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fication. The pT threshold is motivated by the trigger pT thresholds for elec-

trons. For the identification of additional low-quality electrons in events, they

are identified down to 10GeV. As the gap region between the EE and EB are

highly prone to mis-identification, the electrons with its SC location in the range

1.442 < |η| < 1.566 are not used for any purposes.

Electrons are further classified by a hybrid method of cut-based and multi-

variate (MVA) identification in order to reduce contamination from fake elec-

trons. The MVA classifier used in this analysis is the boosted decision tree

(BDT) discriminant of the standard CMS electron identifications [144]. The

classifier was trained to discriminate prompt electrons from misreconstructed

and nonprompt electrons in the electroweak scale. The training was separately

done for three eta regions of inner barrel (|η| < 0.8), outer barrel (0.8 < |η| <

1.47), and endcap (|η| > 1.47), using numerous variables for track and calori-

metric patterns. At the WP for the signal identification, the classifier rejects

99% of jet-induced nonprompt or misreconstructed electrons with 10% loss of

prompt electrons from Z decays.

On top of MVA requirements, we ensure the electron is well isolated in the

detector and originating from the primary vertex using the relative isolation of

electrons, Ierel, and impact parameter variables. The Ierel variable is defined as,

Ierel =
Ich,PV +max(0, Inh + Iph − ρAeff )

pT(e)
, (4.4)

where the variables Ich,PV , Inh, and Iph are identical to those for muons except

the smaller radius of a cone, 0.3, and Aeff is the effective area of the cone,

parameterized as a function of |η|. The relative isolation of signal electrons

is required to be less than 0.06, which reduces the nonprompt electron rate

by 85% and retains 90% of prompt electron efficiency in tt simulation. The im-

pact parameters of signal electrons should satisfy the conditions, |d0|<0.25mm,
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|dz|<1mm, and |d0/σd0 |<4, of which additional cut efficiency is approximately

98% for prompt electrons and 75% for nonprompt electrons in tt simulation.

In addition, criteria for rejecting photon conversions and those emulating

trigger selections are also applied. The conversion veto selection requires that

the electron is not compatible with a conversion hypothesis. If an electron with

the opposite charge in the detector is found to form a vertex with the signal

candidate electron, then the electron-pair is examined. To be considered as

originating from a photon conversion, the radial distance between the vertex

and the center of the beam spot is larger than 2 cm, and the electrons should not

have track hits before this vertex. Most importantly, the p-value of the χ2/nd.o.f.

of the vertex fit should be less than 10−6, implying a mis-classification rate of a

conversion vertex less than 10−6. On the other hand, the trigger emulation cuts

are intended for reducing bias in estimation of nonprompt lepton backgrounds

arising from online electron selections. The variables include following lists,

• σiηiη : defined as, [
∑

i(ηi − η̄)2wi]/
∑

iwi, where the sum runs over 5× 5

crystals around the highest ET crystal in the SC, and wi is defined as,

wi = max(0, 4.7 + ln(Ei/E5×5)).

• |∆ηin| : the difference in η coordinates of the seed ECAL cluster for the

SC and the point at the calorimeter from extrapolation of the GSF track

from the innermost layer.

• |∆ϕin| : the difference in ϕ coordinates of the energy-weighted SC position

and the point at the calorimeter from extrapolation of the GSF track from

the innermost layer.

• H/E : the ratio of HCAL deposits within ∆R < 0.15 from the SC position

and the supercluster ET.
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• ECAL PF Cluster Iso : the ET sum of ECAL deposits within ∆R < 0.3

from the SC.

• HCAL PF Cluster Iso : the ET sum of HCAL deposits within ∆R < 0.3

from the SC.

• Tracker Iso : the pT sum of other tracks within ∆R < 0.3 from the SC.

A full list of identification criteria is shown in Table 4.5. The tight WP is

used for the identification of signal electrons, the loose WP is used for estima-

tion of nonprompt lepton background from the sideband and identification of

additional low quality leptons in events.

Table 4.5: Electron identification criteria. In case η dependent cut is applied,
it is denoted by tuples. A tuple (a,b) represents that the value a and b are
applied to |η|<1.479 and 1.479<|η|<2.5, and (a,b,c) represents that a, b, and c
are applied to |η|<0.8, 0.8<|η|<1.479, and 1.479<|η|<2.5, respectively.

Variable
Cut Value

Tight WP Loose WP

MVA >(0.837,0.715,0.357) >(-0.92,-0.88,-0.78)
Ierel < 0.06 < 0.4

|d0|(mm) <0.25 <0.25
|dz|(mm) < 1 < 1
|d0/σd0 | < 4 < 4

Conversion Veto ✓ ✓
Trigger Emulation Cuts

σiηiη <(0.012,0.033) <(0.012,0.033)
|∆ηin| <(0.0095, – ) <(0.0095, – )
|∆ϕin| <(0.065, – ) <(0.065, – )
H/E <(0.09,0.09) <(0.09,0.09)

Rel. ECAL PF Cluster Iso <(0.37,0.45) <(0.37,0.45)
Rel. HCAL PF Cluster Iso <(0.25,0.28) <(0.25,0.28)

Rel. Tracker Iso <0.18 <0.18
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Performance in Data

Efficiency of electron identification is measured with the tag and probe

method using dielectron Drell-Yan events. Oppositely charged dielectron events

within the invariant mass range, 60<M(ee)<120GeV, passing a single electron

trigger (HLT Ele27 eta2p1 WPTight Gsf v*) are used. Tag electrons are re-

quired to fire the trigger, have pT >30GeV, |ηSC | <2.1, and be outside the gap

region of ECAL. The number of passing and failing probes are extracted from

fitting the Z boson resonance. The signal template is modeled using a distribu-

tion obtained from simulation of Z boson decays, convoluted with a Gaussian

resolution function. On the other hand, the background template is modeled as

a RooCMSShape function, defined as a product of an exponential and an error

functions. Efficiency in a simulated sample is extracted from counting number

of probes that are matched to generator-level electrons from Z boson decays.

Systematic uncertainty in the efficiency measurement is estimated with vari-

ations of conditions. For an alternative signal shape, the template is modeled

with a Breit-Wigner function smeared with an one-sided Crystal Ball function,

and for an alternative background shape, it is modeled with an exponential

function. A tighter tag condition is examined by requiring an additional cut of

MVA>0.92, and a different generator of mc@nlo is tested.

The identification efficiency measured from data is observed to be approx-

imately 80% with 5% of the difference between the simulation and data, as

shown in the Fig. 4.2. The difference of efficiency between data and simulation

is corrected with measured efficiency scale factor in the analysis. Uncertainty

in efficiency is typically 1∼2%.
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Figure 4.2: Efficiency of electron identification

4.3.4 Jet

Jets in the signal events are typically emitted towards the barrel region, yet

with a large range of pT values depending on their origins. The jets from the

W boson decays have similar pT range as the electrons, a few tens of GeV with

a mean value near 30–40GeV, and pT values of those from the SM top quark

decay, t → bW, are typically around 80GeV and spread up to a few hundred

GeV. In contrast, the pT value of the b-jet produced in association with the

H+ boson, t → bH+, highly depends on the Higgs boson mass, and it can be

vanishingly small for mH+ ≈ mt. In this analysis, the reconstructed jet objects

are considered for pT > 25GeV and |η| < 2.4.

Constituents of reconstructed jets are not always genuine particles with

well-measured properties, but can be merely a noise in the detector or a poorly

reconstructed particle. Jets with their energy values dominated by a single

detector component or a particle type typically correspond to such cases. In
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order to reject such jets strongly impacted by malfunctioning detectors or mis-

reconstructed objects, a set of loose criteria is required, which is summarized in

the Table 4.6. This selection rejects a majority of fake jets, yet keeps genuine

particle jets with an efficiency value close to 100%.

Table 4.6: Jet identification criteria

Variable Cut

number of jet constituents > 1
charged particle multiplicity among jet constituents > 0

charged hadron fraction of jet energy > 0
neutral hadron fraction of jet energy < 0.99

electron fraction of jet energy < 0.99
photon fraction of jet energy < 0.99

Signal leptons can also be included in the jet collection, as the leptons

are used as the input for the jet reconstruction. This occurs very frequently,

because of the loose identification criteria and large pile-up activity. As the

jets are mainly intended for the study of hadronic process of the signal, the

double counting of leptons in the jet collection needs to be avoided. Hence, the

jets found within ∆R < 0.4 from a reconstructed lepton passing the loose WP

identification are discarded from the jet collection.

Identification of b jets

Jets originating from b quarks can be identified by analyzing their con-

stituents. B hadrons decay mainly via the cross-generation weak interaction,

strongly suppressed by the off-diagonal CKM matrix element, hence its decay

length is as large as a few mm, long enough to be well distinguished from the

primary vertex using the tracking system. In addition, the large mass of B
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meson result in its daughter particle pT higher than those from other hadrons.

Hence, the jets including B hadrons have distinctive features of displaced higher

pT tracks forming a secondary vertex separated from the primary vertex.

The Combined Secondary Vertex v2 (CSVv2) algorithm [145] is one of the

methods for this purpose. The CSVv2 algorithm is based on the multivariate

analysis method of an artificial neural network, specifically feed-forward multi-

layer perceptrons with a single hidden layer. It analyzes 19 variables motivated

from kinematic properties of B hadrons in jets, and returns a value between

0 and 1, increasing with the likelihood of originating from b jets. In case the

B hadrons decay close to the primary vertex, or less than two tracks from its

decay is reconstructed, b jets may not include a secondary vertex. Hence, the

training is separately done for three cases of jets with a secondary vertex, jets

without a secondary vertex but with at least two displaced tracks not originat-

ing from KS decays, and the remaining jets. The resulting three discriminator

values are combined using the likelihood ratio in consideration of different jet

flavors. These process is separately done for b jet discrimination against c jets

and light (udsg) jets, and a linear combination of these two discriminator forms

the final classifier of the CSVv2 algorithm.

In this analysis, the medium working point of the CMS b-tagging with

the CSVv2 algorithm [145] is used. In the simulation study using this working

point, b jets are identified with an efficiency of 63%, and c and light jets are mis-

classified with a rate of 12 and 0.9%, respectively. Performance of the algorithm

in real data is measured using an inclusive jet sample and a muon-enriched jet

sample, and the simulated samples of the analysis is corrected using the factors

for the difference between the tagging efficiency in real data and simulation

derived from these data samples.
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4.3.5 Missing Transverse Momentum

The reconstructed p⃗miss
T relies on an accurate global reconstruction of parti-

cles within the detector acceptance, yet, rarely, noises in the detector can result

in a large p⃗miss
T . Therefore, a series of algorithms are developed for analyzing

various anomalous detector signals, and the detector hits identified as a noise

are masked in the reconstruction for small number of channels. If a large num-

ber of channels in an event are affected by noise, then the event is considered

unacceptable for physics analysis and rejected. Fraction of such events is negli-

gibly small. The event filters for known detector issues can be summarized as

follows [146].

• HCAL filters: a large HCAL unphysical signal can be produced by direct

particle interactions with light guides and photomultipliers in HF or a

random noise in the photodiodes and electronics in the read-out box of

HB and HE, which can affect up-to 72 channels at a time. These are

identified by analyzing timing, pulse shape, and geometric patterns of

photodiodes and read-out box channels.

• ECAL filters: similarly to HCAL, a large ECAL unphysical signal can be

produced by direct particle interactions in photodetectors or electronics

noise. These are identified from timing and geometric patterns. Also some

channels in ECAL crystals produce extreme spurious spikes. Such events

are identified from total SC energy and number of low-quality hits.

• beam halo filter: non-beam particles traveling in the LHC can collide with

the detector and contaminate the data. It can be identified by activity in

the calorimeters and CSC muon detector along a line with a constant

azimuthal coordinate.
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• reconstruction filter: a misreconstructed high-pT track can lead to an

anomalous large pmiss
T signal. They are identified based on the uncertainty

of the track fit.

In addition, by definition of the p⃗miss
T , errors in the momentum measure-

ments of all particles in events is propagated to this object. Especially, the

errors in the jet energy typically have the largest impact on the p⃗miss
T . Hence,

the corrections applied on the jet energy, including those for both scale and

resolutions, are propagated to the p⃗miss
T calculation.

The calculation of p⃗miss
T can be biased by nonhomogeneous detector re-

sponse, nonfunctioning detector components, mis-alignment, and displacement

of a beam spot. As a result, raw p⃗miss
T azimuthal distribution is not uniform,

but exhibits a sinusoidal distribution, of which magnitude linearly increase with

the number of pile-up interactions in Drell-Yan events. This effect is corrected

by shifting the origin of coordinates in the transverse plane. The correction is

derived using Z → µ+µ− events, and parameterized as a function of number

of reconstructed primary vertices. This also partly corrects for the impact of

pile-up deposits lost through the imperfect detector response.
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4.4 Trigger Selection

4.4.1 Selection Strategy

A set of dilepton triggers are used for this analysis, as listed in Table 4.1,

which are closely related to kinematic characteristics of signal events. The ma-

jority of trilepton signal events are from WW → ℓνqq′ and A → µµ processes.

Those leptons are composed of one hard lepton of pT ∼ 40GeV from W boson

decay, and two comparatively soft muons from A → µµ decay, where the lead-

ing muon from A has pT of 10–40GeV, as shown in Fig. 4.3. Thus we chose

triggers with pT thresholds of the leading lepton at 17–23GeV that targets the

lepton from W boson decays, a pT threshold of subleading muon at 8GeV that

targets the leading lepton from A boson decays.
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Figure 4.3: The pT distribution of generator-level leptons from W boson de-
cays (left), and leading muons from A boson decays (right) within the detector
acceptance (|η(e)| <2.5, |η(µ)| <2.4). The analysis-level pT cuts induced by
triggers (pT thresholds+2–3GeV) are lined in the figures.

In the eµµ channel, the possibility of covering phase space of low-pT elec-

trons and high-pT muons by using an additional eµ trigger with lower electron

pT and higher muon pT thresholds is not considered, since the sensitivity of

the search is not expected to be improved. This is mainly due to difference in
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the fraction of low-pT electrons between electrons from W boson decays and

nonprompt electrons from jets. The fraction is small for electrons from W bo-

son decays in contrast with nonprompt electrons, so the increase in nonprompt

electron background is expected to be much larger than signal processes when

the electron-pT cut is lowered. In addition, the increase in the signal rate is

further suppressed by the higher muon pT threshold on low-pT muons from A

boson decays in many of the signal hypotheses.

An alternative approach with additional single lepton triggers is not consid-

ered as well. As will be discussed in the next subsections, the trigger selection

was observed to be nearly fully efficient, 100% (3µ) and 97% (1e2µ), in the sim-

ulation, hence a gain in trigger efficiency was expected to be negligible for 3µ

events and less than 3% for 1e2µ events. Besides, the online selection of single

lepton triggers are much tighter than the offline identification. This can poten-

tially bias the estimation of nonprompt lepton backgrounds from sidebands in

identification variables in this analysis. In a study based on simulated samples,

extrapolation factors from sidebands passing single lepton triggers are observed

to be biased by 300% from those of inclusive samples. For these reasons, the

usage of additional low-pT single lepton triggers is avoided in the analysis.

The expected fraction of signal processes that can be triggered is approxi-

mately 60–90% depending on mass hypotheses and final states. The fraction of

signals with at least two generator-level leptons within the geometric detector

acceptance is in general ≈ 90%, hence the variation of the fraction is mainly

determined by pT requirements of triggers.

4.4.2 Efficiency Measurement

In simulated samples, trigger efficiency is observed to be 97 and 100% for

1e2µ and 3µ events, respectively. The high trigger efficiency is achieved from
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multiple sets of trigger objects in each event fulfilling the trigger requirements.

There can be up to 2 or 3 signal lepton pairs satisfying the trigger requirements

for 1e2µ or 3µ events, and these additional pairs recover efficiency whenever

the first pair failed the selection.

Trigger efficiency in data is measured in terms of factorized filter efficien-

cies. A dilepton trigger can be factorized into filters constituting the trigger.

A collection of entire filters applied on a single physics object are commonly

referred to as a “leg”. There are also another type of filters, which are applied

on two physics objects. These will be denoted by “pairwise filter” in the thesis.

The dilepton trigger sequences are then factorized to two legs, applied on each

of two leptons, and pairwise filters. These leg and pairwise filter efficiency is

measured using the tag-and-probe method or reference triggers. This approach

of factorized filters provides the trigger efficiency in fine pT and η bins with

uncertainty less than O(1%).

For dimuon triggers, the leg efficiency is measured with the tag and probe

method using dimuon events within the invariant mass range, [70, 130] (GeV),

passing the single muon trigger. Tag muons are required to pass the standard

CMS tight identification, an isolation condition Iµrel < 0.2, and fire the single

muon trigger. Probe muons are required to pass tight identification of the anal-

ysis. The signal template is modeled with a double Voigtian function, and the

background template is modeled with an exponential function.

The pairwise filter efficiency of dimuon triggers is measured using events

collected with reference triggers, of which the sequence and filters are identical

to the signal dilepton triggers except the absence of pairwise filters. Events with

opposite-sign muon pairs with |M(µµ)− 91.2|<20GeV, pT(µ) > 20(10)GeV for

the leading (subleading) muon, ∆R(µµ) > 0.4, and pass the last filters of the

reference triggers are used. Passing events are required to have both muons
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passing the pairwise filters.

For systematic uncertainty of leg efficiency, variations in the number of bins,

the mass range of fitting, the signal shape, and tag muon requirements are

considered. For variations of number of mass bins, 30 and 50 bins are checked

instead of 40 bins for central value. For alternative mass ranges, [60,130] and

[70,120] (GeV) are used. For ian alternative signal shape, a single Voigtian

function is considered. The impact of the probe multiplicity is also checked by

removing a single probe requirement in the event. For alternative tag conditions,

two conditions of pT(µtag)>30GeV with Iµrel<0.08, and pT(µtag)>20GeV with

no isolation cut are checked. For uncertainty in the pairwise filter efficiency,

usage of an alternative simulated sample (tt) is checked. Total uncertainty of

legs and pairwise filters are less than 1% in all kinematic range of measurement.

The resulting efficiency is shown in Fig. 4.4 and Table 4.7.

Table 4.7: Pairwise filter efficiency of dimuon triggers

Data Efficiency MC Efficiency SF

0.9794±0.0006 0.9894±0.0005 0.9899±0.0008

In case of eµ triggers, trigger efficiency is measured using eµ events passing

offline identification criteria, which is enriched with tt events. Each leg efficiency

is measured with the tag and probe method, and pairwise filter efficiency is

measured using the reference triggers. Events with exactly one opposite-sign eµ

pair with ∆R(e, µ) > 0.4 are used for the measurement.

For efficiency measurement of the electron leg, events firing the single muon

trigger are used, and tag muons are required to pass the last filter of the trigger

and have pT > 27GeV. Passing probes for the electron leg are required to fire

the last filter of electron leg sequence before the pairwise filter. For efficiency
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Figure 4.4: Efficiency of the first leg of dimuon triggers in the period B-F (left,
upper row) and G-H (right, upper row), and those of the second leg in the
period B-F (left, bottom row) and G-H (right, bottom row)
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measurement of the muon leg, events firing the single electron trigger are used,

and tag electrons are required to have pT > 30GeV and fire the single electron

trigger. Passing probes for the muon leg are required to fire the last filter of

muon leg sequence before the pairwise filter. For the measurement of pairwise

filter efficiency, events firing reference triggers without the pairwise filters are

used. Electrons and muons are required to be pT(e) > 25GeV, pT(µ) > 10GeV,

and pass the last filter of the electron and muon leg sequences. Passing events

are required to have electron and muon passing the pairwise filter of the trigger.

Systematic uncertainty in each leg efficiency is estimated from alternative

tag and simulated sample conditions. For the tag variations, the tag is required

to pass pT(µ)>35GeV and Iµrel<0.1 for tag muons, and pass pT(e)>40GeV and

|η(e)|<2.1 for tag electrons. For an alternative simulated sample, dielectron

events from Z boson decays are used. The largest source of uncertainty in the

leg efficiency is statistical uncertainty, and the subleading source is the process

dependency observed at high pT. The magnitude of total uncertainty in filter

efficiency is typically 1-2%. For uncertainty of pairwise filters, statistical uncer-

tainty and the alternative simulated sample are considered, but the variation

was minor, and total uncertainty is dominated by the statistical uncertainty.

The resulting efficiency is shown in the Fig. 4.5, 4.6, and the Table 4.8.

Table 4.8: Pairwise filter efficiency of eµ triggers

Data Efficiency MC Efficiency SF

0.962±0.005 0.991±0.002 0.970±0.005
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Figure 4.6: Muon leg efficiency of eµ triggers in the period B-F (left) and G-H
(right)
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4.4.3 Trigger Efficiency Correction

Method

Trigger efficiency is formulated with the efficiency of leg and pairwise filters

forming the dilepton triggers. The formulation depends on the number of lep-

tons in events. Trigger efficiency of multilepton events passing dilepton triggers

are modelled as follows. The εpair can be replaced with 1 for those without

pairwise filters.

1. Trigger efficiency of dilepton events

(a) Electron-muon trigger efficiency of eµ events

ε(e, µ) = εe(e)εµ(µ)εpair (4.5)

(b) Dimuon trigger efficiency of dimuon events

ε(µ1, µ2) = εleg1(µ1)εleg2(µ2)εpair (4.6)

2. Trigger efficiency of trilepton events

(a) Electron-muon trigger efficiency of eµµ events

ε(e, µ1, µ2) = εe(e) {εµ(µ1)εpair + (1− εµ(µ1)εpair)εµ(µ2)εpair}

(4.7)

(b) Dimuon trigger efficiency of µµµ events

ε(µ1, µ2, µ3) =εleg1(µ1) {εleg2(µ2)εpair + (1− εleg2(µ2)εpair)εleg2(µ3)εpair}

+ (1− εleg1(µ1))εleg1(µ2)εleg2(µ3)εpair (4.8)
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Then the scale factor for the efficiency correction is calculated as a ratio of

trigger efficiency in data and simulation, each of which is calculated following

the described formulae:

SF =
εDATA(ℓ1, ℓ2, ...)

εMC(ℓ1, ℓ2, ...)
(4.9)

Validation of the Method

There are a few assumptions lying beneath the approach. For example, the

method assumes each leg efficiency on a particular object is independent of

other objects in the event (e.g. εe(e|µ) = εe(e)), so that the total efficiency can

be factorized to leg and filter efficiency. Full correlation of leg decisions on a

particular object is also assumed. For example, if the leading muon failed the

leading leg, then it cannot pass other leg filters as well. Also no correlation

between the tag and probe in measurements is assumed. In order to make sure

measured leg and filter efficiencies combined with previous formulae based on

such assumptions can describe the total trigger efficiencies of background and

signal processes, a closure test is performed for the trigger efficiency.

In this test, the observed efficiency of trigger simulation is compared with

the expected efficiency of simulation calculated from the measured leg and filter

efficiency and the efficiency formulae.

εexp =
ΣAll Evtwiεi,Trig(ℓ1, ℓ2, ...)

ΣAll Evtwi
, εobs =

ΣPass Trigwi

ΣAll Evtwi
(4.10)

εi,Trig represents the expected trigger efficiency of an event i calculated from

formulae in the previous section, and wi represents the applied weight, which is

a product of generator weights of simulated events and the pile-up weight. The

test is performed on selected events above trigger thresholds: pT(µ)>10 and
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pT(e)>25 (GeV) for eµ triggers, pT(µ)>20 and 10GeV for leading and other

muons for dimuon triggers.

As shown in Table 4.9 and 4.10, a good prediction of the trigger efficiency

of signal and background events are observed from filter efficiencies measured

using DY and tt simulated samples. Hence, the approach of factorized filter

efficiency is expected to be valid for the description of background and signal

processes.

Table 4.9: Closure tests of trigger efficiency of dilepton events with statistical
uncertainty

Non-DZ Path DZ Path
Observed Expected Observed Expected

µµ
DY 0.947 0.940±0.0009 0.937 0.930±0.001
tt 0.952 0.941±0.002 0.942 0.931±0.002

eµ
DY 0.896 0.897±0.014 0.886 0.889±0.017
tt 0.923 0.922±0.014 0.914 0.914±0.018

Table 4.10: Closure tests of trigger efficiency of trilepton events with statistical
uncertainty. In case of signal, numbers in parentheses represent the masses of
particles in GeV.

Non-DZ Path DZ Path
Observed Expected Observed Expected

µµµ

WZ 0.994 0.996±0.006 0.994 0.995±0.006
ttZ 0.998 0.997±0.006 0.997 0.996±0.006

H+(100),A(15) 0.997 0.993±0.012 0.996 0.992±0.012
H+(160),A(35) 0.998 0.996±0.007 0.998 0.995±0.007

eµµ

WZ 0.971 0.969±0.012 0.964 0.969±0.012
ttZ 0.973 0.973±0.011 0.966 0.972±0.012

H+(100),A(15) 0.972 0.970±0.016 0.964 0.969±0.016
H+(160),A(35) 0.972 0.971±0.012 0.966 0.970±0.012
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4.4.4 Validation of Corrections on Physics Objects

The validity of various corrections on physics objects applied in the analysis

are checked in dilepton event regions. The result is shown in Fig. 4.7 and 4.8.

Statistical uncertainty of simulated samples and uncertainty in the production

cross sections and integrated luminosity is overlaid on the plots. Overall, the

simulated samples after various corrections provide decent description of data.

Dimuon control region

Event selection:

• Pass dimuon triggers,

• opposite-sign dimuon with pT > 20, 10GeV,

• M(µµ) > 50GeV.

Purpose: Validation of corrections applied on muons and dimuon triggers.

Electron-muon control region

Event selection:

• Pass eµ triggers,

• opposite sign eµ pair with pT(e) > 25GeV, pT(µ) > 10GeV, and ∆R(e, µ) >

0.4,

• Njets ≥ 2.

Purpose: Validation of corrections applied on muons, electrons, electron-muon

triggers, jets, b-tagging, and Emiss
T .
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Figure 4.7: Kinematic distributions of physics objects in dimuon events.
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Figure 4.8: Kinematic distributions of physics objects in electron-muon events.
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4.5 Event Selection

4.5.1 Baseline Selection

The baseline selection for the signal events is determined from kinematic

characteristics of signal and background processes to maximize the sensitivity

with a minimum loss of signal efficiency for the mass range considered in the

search. Leading and subleading lepton pT selections are motivated from trigger

thresholds, and the trailing muon pT cut is motivated for suppression of non-

prompt muon backgrounds and limitations in the muon identification. Typical

pT scale of jet constituent tracks is about a few GeV [147], hence low-pT lepton

regions are dominated with nonprompt lepton backgrounds. In a study based

on simulation, inclusion of muons below 10GeV worsened the expected search

sensitivity in many of signal hypotheses. Besides, muons with a pT scale of a

few GeV exhibits a reduced hit efficiency in the muon system, especially in

the outermost stations, and suffers from multiple scatterings in the steel yoke,

leading to a decrease in the reconstruction and identification efficiency. The

tight criteria of the standard CMS muon identification reaches its plateau of

efficiency at pT value of 10GeV [141].

In addition to lepton pT cuts, the invariant mass of an opposite-sign muon

pair is required to be larger than 12GeV and distant from the Z boson mass

by at least 10GeV, in order to reject backgrounds with the Z boson and low-

mass vector meson resonances. Events are further required to include two or

more jets, among which at least one jet is b-tagged, to suppress electroweak

diboson backgrounds, which have a low jet multiplicity and does not involve b

quarks. These selections rejects the DY+jets and electroweak diboson processes,

which are the dominant backgrounds to the inclusive trilepton production, to

a negligible level. Remaining backgrounds are dominated by tt process, with a
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minor contribution from tt + W/Z/H processes. The baseline selection of the

signal region can be summarized as follows:

• include exactly three leptons, 1e2µ or 3µ,

• include an opposite-sign muon pair,

• pT(e)>25GeV (1e2µ) and pT(µ)>20GeV (3µ, leading muon),

• M(µµ) > 12GeV for all opposite-sign muon pairs,

• |M(µµ)− 91.2|>10GeV for all opposite sign muon pairs,

• Nb tags ≥ 1,

• Njets ≥ 2.

The impact of these selections on the signal and background rates are sum-

marized in Table 4.11, 4.12, 4.13, and 4.14. The DY and tt rates are estimated

using simulated samples with mis-identified leptons. In order to illustrate the

impact of lower muon pT thresholds on physics processes, event rates with the

trailing muon pT cut at 5GeV is also shown in the tables. No lepton efficiency

correction is applied in the values, as the corrections are measured using prompt

leptons from Z boson decays and are not valid for fake or nonprompt leptons

in jets. Besides, the magnitude of efficiency corrections on prompt leptons is

about a few percent, hence it does not change the overall behavior. The lower

invariant mass cut, M(µ+µ−)>12GeV, is applied in all steps. The uncertainty

values shown in the tables are statistical uncertainty in estimation.
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4.5.2 Selections Dependent on Signal Hypotheses

Variable for Signal Extraction

The signal process consists of a cascade decay of a top quark with three

intermediate resonant bosons, H+, W, and A, hence resonant invariant mass

distributions can be observed in signal events for various combinations of physics

objects. The most intuitive choice for the signal extraction would include the

reconstructed mass of H+ and A bosons. As shown in Fig. 4.9, the H+ boson

decay, H+ → W+A → W+µ+µ−, yields resonances in invariant mass distri-

butions of µµjj and µµℓν systems for hadronic and leptonic W boson decays,

respectively. These distributions exhibit resonant distributions with very large

widths and long high-mass tails, and they are spread over ranges of several

hundred GeV. In the figures, the jet pair with its invariant mass value closest

to the W boson mass is chosen, and the neutrino momentum is constructed

using the constraints of W boson mass on the lepton momentum and p⃗miss
T .

The muon selection in 3µ events is discussed in the later part of the section.

The broad distribution originates from the large resolution of jet energy and

Emiss
T values, and combinatorials for the jet assignments contribute to the long

high-mass tail.

The A boson decay, A → µ+µ−, on the other hand, produces a narrow

resonance in the invariant mass distribution of a muon pair, spread within

a range between a few hundred MeV and few GeV. As can be seen in the

figure, the signal distribution is very clearly distinguished from non-resonant

background spread over a few hundred GeV, in contrast with the reconstructed

H+ boson mass. For this reason, the dimuon invariant mass is considered as the

variable for the signal extraction.
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Figure 4.9: Distributions of invariant mass of µµjj (upper left), µµℓν (upper
right), and µµ (bottom) systems for the H+ and A boson decays (1e2µ+3µ).
The signal cross section is assumed to be 50fb.
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Selection of Muon Pairs

In each events of the baseline selection, a muon pair is selected to reconstruct

the A boson mass. In 1e2µ events, the opposite-sign muon pair is considered

as candidate objects from A → µ+µ− decay. In 3µ events, where an ambiguity

in assignment exists, the candidate muon pair is determined from the pT order

and the consistency of transverse mass, MT(ℓ, p⃗
miss
T ), with W bosons. In this

analysis, the transverse mass of a lepton and p⃗miss
T system is defined as,

MT(ℓ, p⃗
miss
T ) =

√
2(|p⃗ℓT||p⃗miss

T | − p⃗ℓT · p⃗miss
T ) (4.11)

where the p⃗ℓT is the projection of the lepton momentum on the transverse plane.

Three muons with an opposite charge pair include two muons with same charges.

In signal events, they are produced from decays of the A and W bosons with

different top quark origins. The muon with a lower and higher pT value is as-

signed to the A and W bosons, respectively. When the pT difference between

them is less than 25GeV and only one of them produces the transverse mass

consistent with the W boson, 50<MT(ℓ, p⃗
miss
T )<120GeV, then the muon with

the transverse mass inconsistent with the W boson is assigned to the A bo-

son. The assignment is motivated from features that muons originating from A

bosons generally have transverse momentum and transverse mass lower than

muons from W boson decays in many of the signal hypotheses, as can be seen

in Fig. 4.10. The cut values are determined to be about the average value of

cuts that maximize accuracy in each of mass hypothesis. The assignment accu-

racy in the baseline selection is generally 60–80% depending on H+ and A mass

hypotheses, as shown in Fig. 4.11.
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Figure 4.10: The pT and MT(ℓ, p⃗
miss
T ) distributions of muons from A and W

boson decays, respectively.
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Figure 4.11: Accuracy of muon-pair assignments to the A boson in 3µ events.
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Mass Windows for Signal Extraction

Presence of the targeted signal process is examined by counting number of

events within mass windows centered at A boson mass hypotheses. The width

values of mass windows are optimized at mass points where the simulated signal

samples are produced (simulation points), and the width values for the mA

values between the simulation points are determined by linear interpolation.

The width values are optimized to maximize the expected median significance,
√
2[(ns + nb) ln(1 + ns/nb)− ns] [148], where the ns and nb are the number of

signal and background events in a mass window. This expression holds down

to a very small number where an approximation of a Gaussian distribution is

not valid, and it converges to the expectation from the approximation, ns/
√
nb

in the limit of large ns + nb and small ns/nb values. The signal cross section

is assumed to be 20 fb in the optimization, yet the dependence of optimum cut

values on the signal rates is observed to be small, as can be seen in examples

in Fig. 4.12. In addition, the optimal size of mass windows are observed to be

similar, implying that the search sensitivity is mainly determined near the A

mass resonance, and the impact of mis-assigned muon pairs on the window size

for 3µ events is small. Hence, the same mass window is used in both final states

for a given mA value. The width values of mass windows corresponds to 1.9–3.3

times a resolution of dimuon invariant mass for the mA values considered.

The acceptance of mass windows is approximately 80–90% for 1e2µ events

and 50–70% for 3µ events. For a correctly assigned muon pair, the mass window

acceptance varies in 83–93%, but additional degradation of efficiency arises

from wrong assignments of muon pairs in 3µ events and contributions from

WW → 2ℓ2ν decays of signal, in which one of the four leptons is not within

detector acceptance or fails identification.
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Figure 4.12: Normalized median significance as a function of half width of mass
windows. The chosen sizes of windows are shown with vertical lines.
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Centers of the mass windows in between simulation points are determined to

ensure any mA values within the search range can be covered with at least 95%

of mass window acceptance at adjacent bin centers. The mass steps between the

centers of mass windows vary in the range of 0.45–1.15GeV, corresponding to

1.2–3 times the resolution of dimuon invariant mass for the mA values. In total,

95 mass windows are placed between 15 and 75GeV, which is summarized in

Table 4.15

Selection Efficiency of Signal Events

Selection efficiency of signal events are modeled using simulated samples,

and those at mH+ and mA values in between simulation points are determined

by interpolation, based on the Delaunay triangulation and barycentric coor-

dinates [149–151]. The method reduces to the usual linear interpolation for

efficiency values along a line connecting two adjacent simulation points on the

mass plane. In the configuration of simulation points, the method has up to

two-fold ambiguity in interpolation, yet the relative difference between them

is typically as small as 1–2%. Hence, the nominal value is determined as the

average of the two values, and conservatively, a systematic uncertainty of 5% is

assigned on the interpolated efficiency values from their maximal difference.

In addition, validity of interpolation in the mass window acceptance is tested

using an alternative method. In this test, the signal distribution is modeled as

an analytic function, and interpolation of internal parameters that best fits the

distributions at the simulation points provide the signal shape on the entire

mass plane. The mass window acceptance at the 95 mass windows can be cal-

culated from the integration of these signal probability density functions within

the window ranges, and the resulting values agreed with the efficiency values

directly interpolated from the simulation points. More details on this study can
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Table 4.15: Definition of dimuon mass windows (unit:GeV).

Bin Index 1 2 3 4 5 6 7 8
Center 15 15.45 15.9 16.35 16.8 17.25 17.7 18.15
±Range 0.5 0.509 0.518 0.527 0.536 0.545 0.554 0.563

Bin Index 9 10 11 12 13 14 15 16
Center 18.6 19.05 19.5 19.95 20.4 20.85 21.3 21.75
±Range 0.572 0.581 0.59 0.599 0.608 0.617 0.626 0.635

Bin Index 17 18 19 20 21 22 23 24
Center 22.2 22.65 23.1 23.55 24 24.45 24.9 25
±Range 0.644 0.653 0.662 0.671 0.68 0.689 0.698 0.7

Bin Index 25 26 27 28 29 30 31 32
Center 25.55 26.1 26.65 27.2 27.75 28.3 28.85 29.4
±Range 0.7055 0.711 0.7165 0.722 0.7275 0.733 0.7385 0.744

Bin Index 33 34 35 36 37 38 39 40
Center 29.95 30.5 31.05 31.6 32.15 32.7 33.25 33.8
±Range 0.7495 0.755 0.7605 0.766 0.7715 0.777 0.7825 0.788

Bin Index 41 42 43 44 45 46 47 48
Center 34.35 34.9 35 35.6 36.2 36.8 37.4 38
±Range 0.7935 0.799 0.8 0.812 0.824 0.836 0.848 0.86

Bin Index 49 50 51 52 53 54 55 56
Center 38.6 39.2 39.8 40.4 41 41.6 42.2 42.8
±Range 0.872 0.884 0.896 0.908 0.92 0.932 0.944 0.956

Bin Index 57 58 59 60 61 62 63 64
Center 43.4 44 44.6 45 45.75 46.5 47.25 48
±Range 0.968 0.98 0.992 1 1.015 1.03 1.045 1.06

Bin Index 65 66 67 68 69 70 71 72
Center 48.75 49.5 50.25 51 51.75 52.5 53.25 54
±Range 1.075 1.09 1.105 1.12 1.135 1.15 1.165 1.18

Bin Index 73 74 75 76 77 78 79 80
Center 54.75 55 55.9 56.8 57.7 58.6 59.5 60.4
±Range 1.195 1.2 1.227 1.254 1.281 1.308 1.335 1.362

Bin Index 81 82 83 84 85 86 87 88
Center 61.3 62.2 63.1 64 64.9 65 66.15 67.3
±Range 1.389 1.416 1.443 1.47 1.497 1.5 1.5345 1.569

Bin Index 89 90 91 92 93 94 95
Center 68.45 69.6 70.75 71.9 73.05 74.2 75
±Range 1.6035 1.638 1.6725 1.707 1.7415 1.776 1.8
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be found in Appendix A.

The final selection efficiency, including the branching fractions of W bosons,

kinematic acceptance, and experimental efficiency, in each channel of signal

events is shown in Fig. 4.13.
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Figure 4.13: Selection efficiency of signal processes in the 1e2µ (left) and 3µ
(right) final states. The shown values are relative to the yields before W boson
decays, and they include the branching fraction of the two W bosons (B), kine-
matic acceptance (A), and detection efficiency (ε). All decay modes of the two
W bosons are considered in the calculation.
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4.6 Background Estimation

Backgrounds of the search are classified as three categories of prompt, non-

prompt, and conversions depending on their properties, origins, and methods

used for estimation. In this section, the methods used for estimation of these

backgrounds are discussed.

4.6.1 Jet-induced Nonprompt Leptons

This class of backgrounds are processes with less than three prompt leptons

but pass the event selection by inclusion of at least one jet-induced nonprompt

lepton. Fake objects can also be produced in jets, and their contribution is

estimated together with nonprompt leptons in the method that will be described

in this section. For simplicity, the two terminologies of fake and nonprompt

leptons are used in this section without distinction, and they refer to the total

jet-induced mis-identified leptons, unless otherwise mentioned. This category

of background gives the largest contribution to total background as ≈ 60%.

In studies of simulation, the dominant source of nonprompt background in the

signal selection was observed to be tt processes, especially dileptonic tt decays.

Estimation Method

These nonprompt lepton backgrounds are estimated with the Tight-to-Loose

method [152], also known as the Fake Rate Method. This method estimates

amount of nonprompt lepton contribution by extrapolating identification vari-

ables from the loose selection to the tight selection with extrapolation factors

measured in independent control event regions. The control event region that

the extrapolation factor is measured is denoted by ‘measurement region’ or

‘measurement sample’, and the control event region with the loose selection
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that the extrapolation factor is applied to estimate nonprompt lepton contri-

bution is denoted by ‘application region’ or ‘application sample’. The extrapo-

lation factor is defined as a fraction of objects passing the tight identification

relative to objects passing the loose identification, and the extrapolation factor

of a nonprompt lepton is referred by ‘fake rate’, and that of a prompt lepton by

‘prompt rate’. Then the composition of observed events (N⃗obs) categorized by

origins of leptons can be connected by a connection matrix constructed from

prompt rates (ε(p)) and fake rates (ε(f)). Each element of the connection ma-

trix represents probability that a specific origin composition of prompt and

nonprompt leptons entering a particular tight and loose ID composition,

N⃗obs =
(
NTTT NTTL NTLT NLTT NLLT NLTL NTLL NLLL

)T
,

N⃗origin =
(
Nppp Nppf Npfp Nfpp Nffp Nfpf Npff Nfff

)T
,

N⃗obs =MN⃗origin, (4.12)

where elements of the matrix M, connecting the observed ID compositions

NID1ID2ID3 and the underlying origin compositions No1o2o3 , are expressed as,

M(ID1, ID2, ID3, o1, o2, o3) =
∏

n∈pass T

ε(on)
∏

m∈fail T

(1− ε(om)). (4.13)

The underlying composition can be obtained by applying inverse matrix

(M−1) to observed ID composition of loosely selected events. (N⃗obs). In this

analysis, estimation with ε(p)=1 approximation is used, and in that case, the

analytic formula for the total contribution of at least one nonprompt lepton to

the signal event region can be written as,
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N≥1f =
f1

1− f1
NLTT +

f2
1− f2

NTLT +
f3

1− f3
NTTL − f1f2

(1− f1)(1− f2)
NLLT

− f2f3
(1− f2)(1− f3)

NTLL − f3f1
(1− f3)(1− f1)

NLTL

+
f1f2f3

(1− f1)(1− f2)(1− f3)
NLLL, (4.14)

where fi is used in the places of ε(fi) for convenience.

The fake rate can vary depending on the pT and η values of a lepton, and in

consideration of this, the event rates of nonprompt lepton background in each

signal bin is estimated with usage of event weights on the application region,

wi =
f1

1− f1
δi,LTT +

f2
1− f2

δi,TLT +
f3

1− f3
δi,TTL − f1f2

(1− f1)(1− f2)
δi,LLT

− f2f3
(1− f2)(1− f3)

δi,TLL − f3f1
(1− f3)(1− f1)

δi,LTL

+
f1f2f3

(1− f1)(1− f2)(1− f3)
δi,LLL, (4.15)

where δi,j is the Kronecker delta function.

The above expression is also used for calculation of binned distributions

of nonprompt lepton backgrounds. As can be seen in the analytic formula,

the estimation does not utilize the signal region events, NTTT , but only the

application region events. This ensures the statistical independence between

the signal region events and this data-driven estimation of nonprompt lepton

background.

Modeling of Identification Sidebands

Types of identification variables and their sideband ranges are designed

to reduce systematic uncertainty in fake rates, originating from parton flavors
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and energy scales of jets. The impact of mother jet flavors on the fake rate is

important for electron fake rate, in which the contribution of mis-reconstructed

objects in jets are significant when compared to that of nonprompt genuine

electrons. Such a mis-reconstructed objects are abundantly produced in light

flavor jets, in contrast with nonprompt leptons with small impact parameters

which are mostly produced in heavy flavor jets, and the flavor composition of

jets producing mis-identified electrons is not dominated by a single jet flavor.

Hence, it is desirable to minimize the difference in the fake rate of different jet

flavors.

In case of muons, the large material budget up to the last layer of the muon

system, 20–27λI , and strong magnetic fields on both the inner tracking and

muon systems strongly inhibit the possibility of a hadron track penetrating

from the inner tracker to the last muon station with a good global track fit and

small calorimeter deposits. Mis-identified muons for the tight identification of

the analysis are almost purely nonprompt muons from hadron decays in heavy

flavor jets, and mis-reconstructed muons are ignorable.

The dependency of electron fake rates on the mother jet flavor is minimized

by inclusion of multiple identification variables sensitive to different types of

mis-identified leptons. In simulated samples, for a given number of mis-identified

electrons per a jet flavor passing tight identification, more nonprompt electrons

from heavy flavor jets are observed in the isolation sideband when compared to

the mis-reconstructed electrons from light flavor jets. On the other hand, the

MVA criteria includes many variables exclusively sensitive to mis-reconstructed

cases, hence far more mis-reconstructed electrons from light flavor jets are found

in the MVA sideband, when compared to the nonprompt electrons in heavy

flavor jets. Thus, by inclusion of sidebands of both variables, the fake rates of

different jet flavors becomes similar, as can be seen in Fig. 4.14.
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The dependence of fake rates on the mother jet energy scale arises due to

the fact that more energetic jets contains more energy around a lepton with

a given pT value. To reduce this effect on isolation sidebands, fake rates are

parameterized with the cone-corrected momentum, pcorrT , as a proxy of mother

jet ET. The p
corr
T variable is defined as,

pcorrT = pT(1 + max(0, Irel − ITight
rel )), (4.16)

where Irel and ITight
rel are the relative isolation of a lepton and the cut on the

relative isolation in the tight WP of lepton identification.
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Figure 4.14: Fake rates of electrons (left) and muons (right) after loose ID
optimization in tt MC for each flavor of nearby jets, ∆R(ℓ, j)<0.4.

Measurement of Fake Rates

Fake rates in real data are measured using single lepton events passing the

prescaled single lepton triggers listed in Table 4.1. These triggers are chosen to

measure the fake rate, as these triggers require online selections similar to the

dilepton triggers used for the signal region of this analysis. Event selection of
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the measurement region requires the event topology of QCD multijet events. To

reduce prompt lepton backgrounds from W boson and tt processes, low pmiss
T

and MT(ℓ, p⃗
miss
T ) is also required. Exact event selection of the measurement

region can be summarized as,

• exactly one lepton passing loose WP identification,

• at least one jet with pT>40GeV and ∆R(ℓ, j)>1.0,

• pmiss
T <25GeV, MT(ℓ, p⃗

miss
T )<25GeV.

Residual prompt contributions in the event selection are estimated with sim-

ulated samples, and these are subtracted in the calculation of fake rates. Nor-

malization factors for simulated samples are measured from an event selection

enriched with W boson events, requiring pmiss
T >50GeV, MT(ℓ, p⃗

miss
T )>70GeV,

and at least one jet with pT>40GeV. Modeling of the prompt contribution

is validated in each of trigger paths, and normalization factors are double

checked in an alternative event selection enriched with the Z boson process,

|M(ℓℓ)− 91.2|<15GeV with at least one jet with pT>40GeV, passing the same

triggers, as shown in Fig. 4.15.

The fake rates measured in data are shown in Fig. 4.16. Fake rates of elec-

trons and muons are approximately 0.1–0.2, respectively, in the most of the

bins for the loose and tight WP identification. These values will be applied to

the sideband of the signal region, the application region, to estimate the event

rate of jet-induced nonprompt lepton background in the signal region.
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Figure 4.15: MT(ℓ, p⃗
miss
T ) and M(ℓℓ) distributions in event regions enriched with

the W (top) and Z boson (bottom) processes, passing electron (left) and muon
triggers with online selections, pT > 17GeV (center) and pT > 8GeV (right).
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Figure 4.16: Fake rates of electrons (left) and muons (right) measured in data.
Error bands include statistical and systematic uncertainties.
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4.6.2 Conversion Leptons

This class of backgrounds are processes with either internal conversion or

external conversions of photons. In the thesis, internal conversion refers to pro-

cesses with a production of a lepton pair via a virtual photon (γ∗→ℓ+ℓ−) at

the interaction vertex, while external conversion refers to processes with an

on-shell photon, converted to a lepton pair inside the detector material. Since

the rate of external conversions is proportional to the inverse mass square [138,

153], external conversions are only meaningfully observed for electrons. In case

of muons, nearly all simulated events are produced from internal conversions.

Since we require that electrons used in the analysis should not be originat-

ing from a reconstructed conversion vertex, and veto events with opposite-sign

dilepton pair mass below 12GeV, conversion processes pass the event selection

only when either one of the two leptons is not reconstructed or identified. In

a simulation study, most of these cases are highly asymmetric conversion that

the leading lepton takes most of the photon momentum, and subleading lepton

has very small momentum. These processes are estimated with simulation. For

this class of background processes, Zγ(∗) and ttγ(∗) are considered.

In case of the Zγ(∗) process, normalization of this background is confined

in a specific event selection. Conversion of a photon from final state radiation

in Z boson decays, Z → ℓ+ℓ−γ(∗) → ℓ+ℓ−ℓ′ +X, forms a shifted Z mass bump

in trilepton invariant mass distributions. Hence, events located at this mass

bump region are enriched with conversion processes, and these are used to

extract correction factors. As the lepton from a photon conversion passing event

selection has a momentum similar to the photon, the location of the mass bump

is close to the Z boson mass, as can be seen in Fig. 4.17. The Zγ(∗) process also

have characteristics of small Emiss
T value and opposite-sign dilepton mass values
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lower than Z boson mass. These two features are exploited to suppress the large

WZ background in trilepton events. The event selection used for measurement

of normalization of Zγ(∗) conversion process can be summarized as follows.

• include exactly 3 leptons, 1e2µ or 3µ,

• include an opposite-sign muon pair with 12<M(µ+µ−)<81.2GeV,

• |M(µ+µ−)− 91.2|>10GeV for the second µ+µ− pair in 3µ events

• |M(3ℓ)− 91.2|<10GeV,

• Emiss
T <50GeV.
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Figure 4.17: M(3ℓ) distributions of 1e2µ (left) and 3µ events (right), with the
normalization corrections applied on the Zγ processes.

Due to different mechanisms of photon conversions, normalization is sep-

arately measured for 1e2µ and 3µ final states. Measured scale factors for the

normalization of Zγ(∗) process in each channel of 1e2µ and 3µ are,

SF = 0.96±0.09 (1e2µ channel), SF = 0.84±0.12 (3µ channel). (4.17)
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The uncertainty in scale factors is estimated from statistical uncertainty and

propagation of all the systematic uncertainty described in the systematic un-

certainty section.

4.6.3 Prompt Leptons

Prompt lepton backgrounds, or prompt processes, are processes that involve

at least three charged leptons, electrons and muons, from decays of W, Z, and H

bosons, including those from decays of tau leptons from the boson decays. Major

contributions originate from tt+V (V=W, Z), tt+H, VV (WZ, ZZ) processes.

Though the expected contribution is small, rare processes, such as the associ-

ated production of the Z boson and single top quark (t+Z), triboson processes

(WWW, WWZ, WZZ, ZZZ), and the H boson production in the gluon fusion

or vector boson fusion channels, are also included in the estimation. These con-

tributions are estimated from simulation. Details regarding how these processes

are modelled in the simulation are described in the Section 4.1.2.
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4.6.4 Validation of Background Estimation

The validity of aforementioned background estimation methods are checked

in two control event regions.

1. Region 1 - inclusive on-Z trilepton events (Fig. 4.18 and 4.19)

• include exactly 3 leptons, 1e2µ or 3µ, with an opposite-sign muon pair,

• for all opposite-sign muon pair, M(µµ)>12GeV,

• at least one opposite-sign muon pair satisfies |M(µµ)-91.2|<10GeV.

These events are enriched with WZ, ZZ, Z+j (fake), and small contribution from

Zγ(∗) conversions. The observed distributions are well described by estimation

of the prompt, conversion, and jet-induced nonprompt lepton backgrounds.

2. Region 2 - same-sign dilepton events (Fig. 4.20 and 4.21)

• pass the same eµ or µµ triggers as in 1e2µ or 3µ channels of the analysis,

• exactly one same-sign eµ or µµ pair,

• Njets ≥ 3 and Nb tags ≥ 1.

These events are enriched with semi-leptonic tt events, with one of the jets

producing a mis-identified lepton, and a minor prompt lepton contribution

originates from tt+V/H, similarly as in the signal region. In eµ final states,

charge-mismeasured dileptonic tt decays also yields significant event rates, and

these are estimated with simulation. The observed data in this selection is well

described by estimated background distributions.
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Figure 4.18: Kinematic distributions of physics objects in the inclusive on-Z
trilepton event region (3µ).
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Figure 4.19: Kinematic distributions of physics objects in the inclusive on-Z
trilepton event region (1e2µ).
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Figure 4.20: Kinematic distributions of physics objects in the same-sign dilepton
event region (µµ).
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Figure 4.21: Kinematic distributions of physics objects in the same-sign dilepton
event region (eµ).
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4.6.5 Linear Approximation of Background Distributions

Since the dimuon mass windows for the signal extraction are extremely nar-

row, background yields within the window acceptance are expected to be very

small, less than a few events. The direct estimation using simulated samples

passing the window acceptance suffers from a large statistical uncertainty. Al-

ternatively, the background rates in the mass windows are estimated using the

simulated or identification sideband samples within a extended dimuon mass

range, i.e. inclusion of sidebands to the mass windows. The range of the mass

sidebands are limited to be approximated as a linear function.

Technically, the background yield in a signal window (N1) is obtained by

scaling the expected yield in a larger concentric dimuon mass range with the

ratio of widths of the signal window and the extended window (N2×w1/w2),

where Ni and wi (i = 1, 2) are the event yields in the windows and the widths of

the signal window (1) and the extended window (2). The method will be referred

to as the scaling method or linear approximation of background in this analysis.

It can be shown that the method is equivalent to a linear approximation of

background events in the large window for slowly varying functions.

For a smoothly varying function f(x), the area below the curve in the two

symmetric range around a certain point, M0, can be approximated from the

series expansion of f(M0 + δx),

N2 =

∫ +w2

−w2

f(M0 + δx)dδx (4.18)

=

∫ +w2

−w2

[f(M0) + a1δx+ a2δx
2 . . . ]dδx = f(M0)·2w2 +O(δx2)

N1 =

∫ +w1

−w1

f(M0 + δx)dx = f(M0)·2w1 +O(δx2) = N2·
w1

w2
+O(δx2).

Hence, the first order approximation of the background produces the event
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rate within the mass window proportional to its width. The half width of an

extended window (w2) is chosen to be 5GeV, with exceptions of |mA-boundary|

values for the mA values within 5GeV from the boundary.

For the systematic uncertainty arising from the linear approximation, vari-

ation of expected yield is examined when the size of the extended window is

changed by ±20%. The approach and magnitudes of variations are motivated

from the higher order terms in the approximation.

∆N = |N1 −N2·
w1

w2
| = 2

3
|a2|w1(w

2
2 − w2

1) +O(δx4) (4.19)

∆N

N2 · w1
w2

=
|a2|w2

2

3a0
(1− (

w1

w2
)2) +O(δx4) ≈ |a2|w2

2

3a0
+O(δx4)

The last approximation is based on the range of the squared fraction is small

as 0.01–0.13 in current choice of bins. The difference between the variation of

the extended window range by a factor of r becomes,

|a2|w2
2

3a0
((1 + r)2 − (1− r)2) =

|a2|w2
2

3a0
·4r (4.20)

Hence variations of the size of the extended window by 20∼30% is sufficient for

estimation of the bias from the linear approximation.

In addition, the validity of this approach is cross-checked using simulated

samples. In the simulated samples of major background processes, entire dimuon

invariant mass distribution below Z boson mass is fitted using various analytic

functions, and integration of these probability density functions within the sig-

nal windows are compared with the values obtained from the aforementioned

linear approximation. The values from two approaches agreed within a few %

of uncertainty, and this assures the validity of the approach and the extended

window ranges.
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4.7 Systematic Uncertainty

The systematic uncertainties of the analysis are categorized into the un-

certainty related to data-driven methods, the limited size of the simulated or

sideband samples, approximation methods, uncertainty related to correction

factors on simulated samples, and the theoretical uncertainty in simulation.

Those uncertainties are summarized in Table 4.16, and the impact on the sig-

nal strength is summarized in the Fig. 4.22.

4.7.1 Uncertainty Sources and Treatments

Uncertainty in Fake Rates

Systematic uncertainty of jet-induced nonprompt lepton estimation is as-

sessed from two different approaches. The first method emulates the procedures

of measurement and application using only simulated samples. In this study,

fake rates are measured in simulated QCD multijet samples, with the selec-

tion requirements identical to those used for the measurement in real data,

except the pmiss
T and MT(ℓ, p⃗

miss
T ) cuts for suppression of the W boson back-

ground. These fake rates are applied to the tt simulated sample, the major

source of nonprompt leptons in the analysis. Overall event rates and dimuon

mass distributions in the baseline selection are compared with estimation from

the application region of simulated samples. This test attempts to assess the

predictability with the fake rate measured in this method, and the impact of

unknown systematic sources in fake rates. Agreement between the observed and

expected yields in baseline selection, Nobs/Nexp, is 0.73±0.10 and 0.77±0.08 in

1e2µ and 3µ channels, respectively. The closure tests for dimuon mass distribu-

tions can be found in Appendix B, yet the jet and Z-veto requirements in the

baseline selection is lifted in this case for the limited sample size.
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The second method assesses the impact of variation of known systematic

sources in the fake rate measurement in real data. Three categories of uncer-

tainty is considered, which are uncertainty in the subtraction of prompt lepton

backgrounds, dependence on the jet-flavor composition, and the energy scale of

the ancestor jet. The first category is assessed by varying the normalization of

simulated samples by 15%. Magnitude of the variation is determined from an

envelope of variations of pile-up scenario, theoretical production cross sections,

and energy scale of jets, leptons, and unclustered energy by their uncertainty,

added in quadrature. The second category of uncertainty is assessed by inclu-

sion of b-tagged jets in the event selection for the measurements. The third

category of uncertainty is assessed by variation of the pT thresholds for jets

away from the lepton, ∆R(ℓ, j)>1. by ±20GeV for muons and -10/+20GeV for

electrons. The asymmetric cut for electron final states is due to the online jet-pT

selection. These uncertainty sources are combined by adding up in quadrature,

and the result is shown in the error bars in Fig 4.16. Then these uncertainty

is propagated to the estimated dimuon mass distributions in the baseline se-

lection. The propagated variation has an impact of approximately 20% on the

distributions in the baseline selection and enclosed within the flat error band

of 30%.

Based on these two studies, a systematic uncertainty of 30% is assigned on

the fake rates used for estimation of jet-induced nonprompt lepton backgrounds.

Uncertainty in Conversion Backgrounds

Among the conversion backgrounds, normalization of Zγ is constrained in

the event selection enriched with Z → ℓℓγ events. Uncertainty in the scale

factor for the normalization is estimated from propagation of uncertainty in
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fake rates, common correction factors for the simulated samples, and the limited

sample size. As a result, an uncertainty of 9.2% and 15% is assigned on the

normalization of Zγ process in 1e2µ and 3µ channels, respectively.

Uncertainty from Limited Sample Size

Statistical uncertainty of simulated samples and application region samples

for nonprompt lepton backgrounds is considered. The uncertainty is estimated

by quadratic-summation of event weights for the both cases of data-driven

and simulation-based estimations. The typical magnitudes of the uncertainty is

approximately 7, 20, and 100% for prompt, nonprompt, and conversion lepton

backgrounds, respectively, and it is about 1% for signal processes. The large

magnitude of uncertainty for conversions barely has an impact on the final

result due to its small contribution to the total background.

Uncertainty in Approximations

Systematic uncertainties associated with several approximation methods

used for estimation of background yields and signal efficiencies are considered.

For the linear approximation of background surrounding signal mass windows,

the difference in estimation from the variation of widths of extended windows

by ±20% is assigned. The bias estimation is motivated from the higher order

term in the series expansion of the probability density function. Typical magni-

tude of impacts on the event rates are 4, 10, and 50% for prompt, nonprompt,

and conversion lepton backgrounds. Importance of the uncertainty is typically

small due to presence of much larger uncertainty in the category, such as un-

certainty in fake rates, or small contribution to the total background, in case

of conversions.
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For the interpolation of signal efficiency, a systematic uncertainty of 5% is

assigned. The uncertainty is determined from the maximal difference between

the two different values permitted in the interpolation method used. In addi-

tion, limiting to the mass window acceptance, the direct interpolation of signal

efficiency is compared with integration of signal probability density function,

modeled with parametric functions, and they agreed within an uncertainty of

approximately 1%, well covered by the conservative uncertainty of 5%.

Uncertainty in Common Experimental Corrections in Simulation

This category of systematic uncertainty includes uncertainty associated to

the integrated luminosity and experimental corrections applied in simulation.

The uncertainty in the integrated luminosity is considered to be 2.5% [154].

The uncertainty is determined from dedicated study on sources affecting the

measurement of fiducial total pp cross section during the vdM scan and those

affecting the integration of bunch luminosity. The largest source of uncertainty

in the vdM scan originate from the XY-correlation of a bunch shape and uncer-

tainty in the length scale. For the integration of bunch luminosity, the uncer-

tainty is mainly determined by difference in the luminosity values from different

detector components.

Uncertainty in the total inelastic pp cross section used in the pile-up model-

ing is considered to be 4.6%. The magnitude of uncertainty is determined from

the comparison of pile-up sensitive variables in real data and simulated sam-

ples, which include number of reconstructed primary vertices and mean pile-up

pT density. The impact of this uncertainty is assessed by reweighting to pile-up

multiplicity distribution at varied cross section values.

For the lepton reconstruction and identification, the correction factors for
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the difference in efficiency between the real data and simulation is obtained

using the Z boson events and the tag-and-probe method. Uncertainty is mainly

estimated based on the fit uncertainty in the extraction of the numbers. Be-

cause of the large Z boson production rate and its clear resonant shape, the

uncertainty is typically quite small as 1%.

For the trigger efficiency, the correction factor is measured using either Z

boson or tt events. The measurement based on Z boson events is approached

with the same procedure as the correction factors for the lepton identification is

applied. For the measurement based on tt events, it is assessed by variation of

event selections used in the measurement and it is complemented by comparing

with a study based on simulation. Because of the large Z and tt rate, and high

purity of the sample, uncertainty in these correction factors are very small as 1%

or less. Impact of event rate in the signal event region is assessed by propagation

of variation of each filter efficiency combined in quadrature-summation.

Uncertainty in object momentum scale and resolution is considered by

re-evaluating event rates with object momentum corrected by their uncer-

tainty [146]. For the uncertainty in muon pT scale and resolution, conserva-

tively the whole amount of applied scale and resolution correction is taken as

the uncertainty. For those of electron momentum, uncertainty of 0.6 and 1.5% is

considered for the barrel and endcap regions. For the jet energy, the considered

uncertainty is 3% or less for the scale and 5–20% for the resolution. Precision

of unclustered energy, defined as energy of PF particles not categorized as lep-

tons or constituents of jets, affects the calculation of pmiss
T , used in the muon

assignment in the 3µ final state. It is estimated by simultaneous variation of

unclustered particle energy by uncertainty values parameterized with particle

type, pT, and η. The uncertainty in the unclustered energy scale is considered

only in the 3µ final state, it does not affect the 1e2µ channel.
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Uncertainty in the b-tagging efficiency is assessed by re-evaluating correction

factors with an efficiency changed by the uncertainty [145], and this procedure

is separately performed for each jet flavor. Uncertainty in the b-jet tagging and

c-jet mis-tagging efficiency is considered to be fully correlated, and the light

jet mis-tagging efficiency is treated independently. Relative uncertainty in the

b-tagging efficiency is as small as 1–1.5% for typical b jets from top quark

decays and it is less than 5% in all kinematic ranges. Relative uncertainty in

the mis-tagging efficiency of c or light jets are typically 10% for most kinematic

regions.

Theoretical Uncertainty

Uncertainty in signal acceptance arising from uncertainty in Parton Distri-

bution Function (PDF) is considered in the analysis. For the uncertainty arising

from the PDF, the sample standard deviation of acceptances in 100 MC replicas

of the PDF set is taken as the uncertainty arising from PDF.We also checked the

sample standard deviation of acceptances in 4 different LO PDF sets (CT14llo,

MMHT2014lo68cl, HERAPDF20 LO EIG, NNPDF30 lo as 0130), and the re-

sult was similar with estimation from MC replica set.

For the prompt lepton backgrounds, estimated with simulation, uncertainty

in the theoretical production cross section is considered. The choice of renormal-

ization and factorization scales, uncertainty in the PDF, and strong coupling

constants are taken into account. The scales uncertainty is assessed by the enve-

lope from variation of the two scales by a factor of 0.5 and 2, independently. The

uncertainty in the PDF and strong coupling constants are in general treated

with the approach in the Ref. [155]. The magnitude of scale uncertainty is usu-

ally asymmetric, and in such cases, conservatively a symmetric uncertainty with
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a larger value is applied.

The uncertainty in the WZ production cross section at NLO QCD [156]

is estimated to be +2.9/-3.8% and ±1.6% for scale and PDF+αS uncertainty,

respectively. For the ZZ cross section at NLO QCD [157], the estimated un-

certainty values are +5.3/-7.7% and 2.2% for scale and PDF+αS in eeµµ final

state, and +4.3/-6.2% and 1.7% for scale and PDF+αS in µµµµ final states.

The total theoretical uncertainty combined by quadrature-summations are 4.1

and 8% for WZ and ZZ processes, respectively.

Theoretical uncertainty in tt+X processes is also considered. The theoret-

ical uncertainty in the ttZ production cross section is assessed to be +9.6/-

11.3, ±2.8, and ±2.8% for the scale, PDF, and αS uncertainty. For the ttW

cross section, the theoretical uncertainty is estimated to be +12.9/-11.5, ±2.0,

and ±2.7% for the scale, PDF, and αS uncertainty. In case of the uncer-

tainty in ttH production rate, uncertainty values of +5.7/-9.3 and 8.8% for

the scale and PDF+αS uncertainty. The total theoretical uncertainty obtained

by quadrature-summations are 13.3, 12, and 12.8% for the ttW, ttZ, and ttH

productions.

For the rare processes, conservatively 50% of uncertainty is assigned. Tribo-

son, SM Higgs production from gluon fusion or vector boson fusion channels,

tZ, and ttγ processes are considered as rare backgrounds.

4.7.2 Impact of Systematic Uncertainty

Typical impact of each uncertainty source is summarized in the Fig 4.22.

As a representative point, signal hypothesis with mH+ and mA values of 160

and 45GeV is chosen assuming a signal cross section of 1fb. The systematic

uncertainty that has the largest impact on the result are the uncertainty in

fake rates. Subleading source of uncertainty is the limited size of the application
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Table 4.16: Summary of systematic uncertainty considered in the analysis.

Source Process

integrated luminosity prompt, signal
total inelastic pp cross section

(pile-up modeling)
prompt, signal, conv.

muon identification efficiency prompt, signal, conv.
electron identification efficiency prompt, signal, conv.

trigger efficiency prompt, signal, conv.
muon momentum scale and resolution prompt, signal, conv.

electron energy scale prompt, signal, conv.
electron energy resolution prompt, signal, conv.

jet energy scale prompt, signal, conv.
jet energy resolution prompt, signal, conv.

b-tagging efficiency (b-jet) prompt, signal, conv.
b-tagging efficiency (c/l-jet) prompt, signal, conv.
unclustered energy scale prompt, signal, conv. (3µ only)

fake rate nonprompt
Zγ normalization conv. (Zγ only)

linear approximation (bkgd.) prompt, nonprompt, conv.
limited sample size all processes

cross section (µF /µR, PDF, αS) prompt
PDF (acceptance) signal

efficiency interpolation signal
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region sample for the estimation of jet-induced nonprompt lepton background.

Impact from other uncertainty sources are in general much smaller than these

uncertainty. As can be seen in the figure, the impact of these uncertainty in

the signal strength is much smaller than its total uncertainty, because of the

very small expected background rates. The impact of systematic uncertainty is

generally minor in this analysis, when compared to the statistical uncertainty

in observed data.
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Figure 4.22: Impact of nuisance parameters on the signal strength. As a repre-
sentative point, signal with mH+ and mA values of 160 and 45GeV is chosen.
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4.8 Result

4.8.1 Event Rates and Variable Distributions

Overall, 72 and 109 events are observed in the dimuon invariant mass range,

[12, 80]GeV, with the baseline selection for 1e2µ and 3µ events, respectively.

This is in good agreement with the expected number of background events,

78.3±17.1 and 115.6±27.0, in each final state, as shown in Table 4.17. The ex-

pected background rates are dominated by jet-induced nonprompt lepton back-

grounds, and contributions from prompt and conversion lepton backgrounds are

small. Approximately, 75 (70), 20 (20), and 5 (10)% of expected backgrounds

in the 3µ (1e2µ) final state originate from jet-induced nonprompt, prompt, and

conversion lepton backgrounds, respectively.

Table 4.17: Event yields in the dimuon invariant mass range, [12, 80]GeV, of
the baseline signal selection.

Expected Event Yields
Observed

Nonprompt Prompt Conversion Total Bkgd.

1e2µ 54.4±16.9 17.0±1.3 6.9±2.6 78.3±17.1 72

3µ 87.5±26.9 22.0±1.8 6.1±2.3 115.6±27.0 109

The dimuon invariant mass distribution for the A boson candidates in the

two final states is shown in Fig. 4.23. The distributions for individual final states

can be found in the Appendix C. The scaling method is used in the background

distributions to smear the statistical fluctuations. The distribution is observed

to be well described by the expected background distributions, of which the rate

in the dimuon mass spectrum is very low as approximately 1–4 events/GeV.

With presence of a signal in the considered Higgs mass regions, an excess of

event rates in a very narrow range is expected to be seen, as shown in the figure.
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Figure 4.23: Dimuon invariant mass distributions for the A boson candidates
in 1e2µ and 3µ final states. An expected signal distribution is overlaid on
the background distribution, with assumptions of mH+ = 130, mA = 45GeV,
σ(tt) = 832 pb, and the signal decay rate, Bsig, of 6× 10−6.

The number of events in the mass windows used for the signal extraction are

shown in Fig. 4.24 for each final state. Observed numbers of events vary in 0–8

and 0–9 for 1e2µ and 3µ events, respectively, and they are in good agreement

with the expected background rates, as can be seen in the figure. Presence of

a signal would lead to an excess in a few consecutive mass windows, partially

overlapping near the mA value, with a maximal magnitude at the window center

closest to the mA value.

4.8.2 Upper Limits on Signal Decay Rates

No statistically significant evidence of the signal is observed, hence upper

limits are set on the signal rates. The limits are set at 95% CL using the CLs

criterion, which is applied on a test statistic of the LHC experiments based on

the profiled likelihood ratio. [158–160]. For a given signal strength r, defined as

a scaling parameter of the signal event rate, and a set of nuisance parameters, θ,

the likelihood function, L, is constructed as a product of a Poisson distribution
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Figure 4.24: Number of events in dimuon mass bins used for the signal extrac-
tion. Expected signal distributions are overlaid on the background distributions,
with the same assumptions as in the Fig. 4.23.

and a nuisance p.d.f., ρ(θ|θ̃),

L(data|r, θ) =

(∏
i

(rsi + bi)
ni

ni!
e−rsi−bi

)
ρ(θ|θ̃), (4.21)

where i runs over different channels, ni, si, and bi are observed number of events,

expected signal, and background rates in each channel. The nuisance p.d.f. is

modeled as a log-normal distribution,

ρ(θ|θ̃) = 1√
2πθ ln(κ)

exp

(
−(ln(θ/θ̃))2

2(lnκ)2

)
. (4.22)

Motivated by the asymptotic behavior of the log-normal distribution as the nor-

mal distribution, N(θ̃, (κ− 1)2), for κ values close to 1, the relative systematic

uncertainty, ε, discussed in the previous section is incorporated into the likeli-

hood as κ = 1+ ε. The choice of the log-normal distribution is motivated from

its positive definite behavior, preventing a necessity for truncations in cases of

non-negative variables such as efficiency and energy.
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The test statistic, formulated in terms of these likelihoods, is defined as,

q̃r = −2 ln
L(data|r, θ̂r)
L(data|r̂, θ̂)

, 0 ≤ r̂ ≤ r, (4.23)

where the θ̂r is the conditional maximum likelihood estimator of θ, for a given

r value in signal+background hypothesis, and r̂ and θ̂ are the global maximum

likelihood estimators of r and θ. In addition, θ̂0, the maximum likelihood es-

timator of θ in the background-only hypothesis is found. The values of these

maximum likelihood estimators are obtained by fitting model to the observed

data. From the determined model parameters, the p.d.f. for the test statistic is

obtained by MC simulation in each of signal+background and background-only

hypotheses, f(q̃r|r, θ̃r) and f(q̃r|0, θ̃0).

From the cumulative distribution of the two test statistic distributions from

the pseudo-experiments, two p-values are determined,

pr = P (q̃ ≥ q̃r|signal + bkgd.), 1− pb = P (q̃ ≥ q̃r|bkgd. only). (4.24)

From these p-values, the CLs criterion is calculated as, CLs = pr/(1− pb). Ex-

clusion at a (1−α) confidence level with the CLs criterion refers to exclusion of

parameter regions with CLs < α. The choice of a criterion in the LHC experi-

ments is intended to avoid accidental exclusion of model parameters with weak

signal strengths in case of downward statistical fluctuations. As the criterion is

always larger than the p-value in the signal+background scenario, i.e. pr, it is

always more conservative than a test based solely on pr.

The range of limit values expected in the background-only hypothesis is

also calculated for comparison. For this purpose, a pseudo-data set is produced

using MC simulation with the parameters in the background-only hypothesis.

Then each of these pseudo-data is analyzed with the same method as the real
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data, described previously. From the cumulative distribution of parameter val-

ues corresponding to CLs = α in pseudo-events, the quantiles of the limit values

are extracted. The median expected limit corresponds to the quantile of 50%,

and ±1 and 2 s.d. bands refer to the range of limit values in the quantile of

16–84 and 2.5–97.5%.

With the aforementioned approach, 95% CL upper limits on the signal de-

cay rate, Bsig = B(t → bH+)B(H+ → W+A)B(A → µ+µ−), are calculated

using the observed and expected number of events in dimuon mass windows of

the two final states. The tt production cross section is assumed to be 831.76 pb,

as mentioned in the section 4.1.2, and calculation is done for mA values cor-

responding to window centers, defined in the Table 4.15. The resulting limit

values for mH+ values of (mA + 85) and 160GeV are shown in Fig. 4.25. These

mH+ values correspond to the upper and lower boundaries of the considered

mH+ ranges, and the selection efficiency at these mH+ values are close to the

maximal and minimal values for a given mA value. Hence, the limit values at

these mH+ values are approximately the largest and smallest values. As the

difference between the limit values at those two mH+ values is not large, when

compared to the uncertainty bands in the figure, only the values at these two

mH+ values are shown in this section. The upper limits on the signal rates in

other mH+ values can be found in Appendix D.

For comparison, the limit values from individual final state are also shown

in Fig. 4.26. As can be seen in the latter figure, the sensitivity to the signal is

similar for both final states, hence inclusion of both final states in the combined

likelihood significantly improves the limit values, as can be seen in Fig. 4.25.

The combined upper limits range between 1.9× 10−6 and 8.6× 10−6 in the

entire mass region. These two values occur on mA values of 44 and 19.05GeV,

and mH+ values of 129 and 104.05GeV, respectively. For the considered mass
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region, mA ≥ 15GeV and mA + 85 ≤ mH+ ≤ 160GeV, Bsig > 8.6 × 10−6 is

excluded at 95% CL for all values of the two Higgs boson mass. These are

the first upper limits on the combined branching fraction for the decay chain,

t → bH+ → bW+A → bW+µ+µ−.

As explained in the section 2.2.4 and Fig. 2.6, the branching fraction for the

A → µ+µ− decay is approximately 3 × 10−4 in type-1/2 2HDM and NMSSM,

and 3.5 × 10−3 in type-X 2HDM, for moderate and large tanβ values. For

comparison with other experiments, these upper limits on Bsig can be translated

into upper limits B(t → bH+)B(H+ → W+A) ≲ 2.9% for type-1/2 2HDM and

0.25% for type-X 2HDM in the tanβ region. This is approximately one order of

magnitude more stringent than the results with the A → ττ decays from CDF

Collaboration. In addition, the limit values are comparable to the upper limits

on B(t → bH+)B(H+→ff ′) for the fermionic H+ decay modes obtained in the

LHC Run-1, introduced in the section 2.2.5.
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Chapter 5

Conclusion

The standard model (SM) of particle physics has been immensely successful

in description of most elementary particle phenomena. Nevertheless, there are

still a few cosmological phenomena or experimental results in the precision

frontier in conflict with the SM, suggesting the potential for extended particle

spectra in the complete model. In this thesis, the possibility of an extended

Higgs sector is explored.

As of now, the Higgs sector of observed particle spectra consists of sin-

gle Higgs boson, discovered in the LHC Run-1, and its properties have been

observed to be highly consistent with the SM prediction. Still, there are alter-

native scenarios with an extended Higgs sector consistent with the experimental

results, such as the two-Higgs-doublet models (2HDM). The models can accom-

modate one of the Higgs bosons with a structure of couplings to fermions and

gauge bosons identical to the SM. Investigation of such alternative models is

important for deeper understanding of mass generating mechanisms and would

strengthen the foundation of theories of Higgs bosons.
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In the dissertation, the first search for the rare decay chain of a top quark,

t → bH+ → bW+A → bW+µ+µ−, is discussed, where the H+ and A are the

charged and CP-odd neutral Higgs bosons. The mass of the two bosons are

considered for mA values between 15 and 75GeV, and mH+ values between

(mA+85) and 160GeV. The search is based on data of proton-proton collisions

at a center-of-mass energy of 13TeV, recorded with the CMS detector at the

CERN LHC in 2016. The integrated luminosity of data used in the analysis

corresponds to 35.9 fb−1. The top quark pair-production channel is considered

for the source of top quarks, and 5.97 × 107 top quarks are expected to be

produced in the period. Final states with three leptons, eµµ or µµµ, and at least

two jets, including a b-tagged jet, are analyzed. Presence of a signal is examined

with analysis of event rates in the dimuon invariant mass distributions.

No statistically significant evidence of the top quark decay was observed, and

the first upper limit was set on the product of branching fractions for the decay

chain, Bsig = B(t → bH+)B(H+ → W+A)B(A → µ+µ−), between 1.9 × 10−6

and 8.6×10−6 at the 95% CL, depending on the mass of the two Higgs bosons.

In the parameter region of 2HDM with the unsuppressed branching fraction for

the A → µ+µ− decay, these limits impose more stringent constraints on the

decay, t → bH+ → bW+A, than the previous experiments, and comparable to

those on t → bH+ → bff ′ for fermionic H+ decays investigated in the LHC

Run-1. The study presented in the thesis constitute the first search for the

bosonic decay mode of the H+ bosons using the subsequent A → µ+µ− decay.
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Appendix A

Acceptance Interpolation

In this appendix section, the validity of linear interpolation of mass window

acceptance is discussed. For the purpose, the analytic shape of dimuon invariant

mass of muon pairs from A decays are modeled in each simulation point. The

parameters of the p.d.f. are fit to obtain those values at any mass values in

between simulation points. The events used are required to pass the baseline

signal selection of the search, except the Z-veto cut. The functional form of the

resonance is considered to be the double-sided Crystal Ball function,

f(M ;M0, σ, a1, n1, a2, n2) = N ·



A1(B1 − M−M0
σ )−n1 for M−M0

σ ≤− a1

exp(− (M−M0)2

2σ2 ) for − a1 <
M−M0

σ < a2

A2(B2 +
M−M0

σ )−n2 for a2 ≤ M−M0
σ

(A.1)
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where Ai = ( ni
|ai|)

niexp(−a2i
2 ), Bi =

ni
|ai| − |ai| (i = 1, 2).

Binned maximum likelihood fit is performed in the range of mA ± 20GeV

to extract shape parameters. Then these parameters at simulation points are

fitted to linear functions with smallest χ2 values, shown in Fig. A.1. For the

result, the signal p.d.fs are parameterized at an arbitrary mA value.
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Figure A.1: Parameters of signal p.d.f. at simulated points (dots) and the fit
functions for these (line).

As a closure test, χ2/dof of this signal p.d.f. for dimuon mass distribution at

each simulation points are checked, as examples shown in Fig. A.2. The χ2/dof

of p.d.f. with original fit function is overlaid in the figure for comparison. As can

be seen in the figure, the shape parameters along the linear fit function produces

p.d.f. very close to original p.d.f., from actual fitting of mass distribution, and

well describes the dimuon mass distribution.

Then the mass window acceptance obtained by direct interpolation of ac-

ceptance values from nearby simulation points is compared with integration of

signal p.d.f. within the mass windows. Those values from two approaches agreed

within relative difference of 1%, as shown in Fig. A.3). This result verifies that
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the mass window acceptance between simulation points varies slow enough to

be estimated with a linear interpolation.
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Figure A.3: Mass window acceptance calculated from linear interpolation from
nearby simulation points and the integration of signal p.d.f..
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Appendix B

Fake Rate: Closure Test

This appendix section includes supplemental materials for the Section 4.7.1.

The mµµ distributions of the simulated tt sample with the baseline signal se-

lection are compared with those estimated from the application region of the

same sample. For a limited sample size, the jet and Z veto cuts are not applied.
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Figure B.1: Comparison of mµµ distributions in tt simulated sample and the
estimation with the fake rate method in 1e2µ (left) and 3µ (right) final states.
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Appendix C

Dimuon Mass Distributions

This appendix section includes supplemental materials for the result section.

The two figures in this section represent dimuon invariant mass distribution of

each of 1e2µ and 3µ final states at the baseline signal selection of the search.
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Figure C.1: Dimuon invariant mass distribution in the baseline signal selection
of the search for 1e2µ (left) and 3µ (right) final states.
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Appendix D

Upper Limits on Signal Rates

This appendix section consists of supplemental materials for the result sec-

tion. The 95% CL upper limits on the signal cross section, defined in Section

4.1.2, are shown for all mH+ values considered in the search.
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Figure D.1: 95% CL upper limits on the signal cross section for each mH+ and
mA values from 1e2µ (left), 3µ (center), and both final states (right).
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Figure D.2: 95% CL upper limits on the signal cross section for each mH+ and
mA values from 1e2µ (left), 3µ (center), and both final states (right).
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초록

이논문은탑쿼크의희귀붕괴에서유래하는하전힉스보존 (H+)에대한탐색

연구로 이루어져 있다. 이 분석은 2016년에 유럽 핵입자 물리 연구소 (CERN)의

대형 강입자 충돌기 (LHC) 내에 위치한 소형 뮤온 솔레노이드 (CMS) 검출기를

이용해 얻어진 질량중심 에너지 13TeV 에서의 양성자-양성자 충돌 실험 결과를

바탕으로 얻어졌다. 사용된 데이터의 적분 광도는 35.9 fb−1 에 해당한다. LHC

에서 탑 쿼크의 주 생성 방식인 탑 쿼크 쌍생성 사건에서 생성되는 하전 힉스를

찾아서, 입자물리학의 표준모형에서 확장된 힉스 영역이 있는지 확인하고자 했다.

이 H+ 보존은 상당한 붕괴율로 W와 CP-홀수 힉스 (A) 보존쌍으로 붕괴할 수

있으며, A 보존의 연쇄 붕괴 모드, A → µ+µ−, 를 이용하여 이 H+ 보존의 보

존형 붕괴 모드의 유무를 조사하였다. 전자-두 뮤온 또는 세 뮤온, 그리고 b-표지

제트를 포함한 두 개 이상의 제트들이 있는 최종 상태들을 분석하여, A 보존 질량

15에서 75GeV 사이와 H+ 보존 질량 100에서 160GeV 사이 영역에서 이 가설적

과정을 찾아보았다. 통계적으로 유의미한 추가적인 힉스 보존의 증거는 발견되지

않았으며, 이 연쇄 붕괴의 (t → bH+ → bW+A → bW+µ+µ−) 종합 붕괴율에

95% 신뢰수준의 상한을 최초로 1.9× 10−6와 8.6× 10−6 사이에서 세웠다.

주요어: 하전 힉스 보존, CP-홀수 힉스 보존, 탑 쿼크, CMS

학번: 2015-20329
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