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Abstract—In this paper, we propose a method of designing a reduced complexity nearest-neighbor (RCNN) classifier with near-minimal computational complexity from a given nearest-neighbor classifier that has high input dimensionality and a large number of class vectors. We applied our method to the classification problem of handwritten numerals in the NIST database. If the complexity of the RCNN classifier is normalized to that of the given classifier, the complexity of the derived classifier is 62 percent, 2 percent higher than that of the optimal classifier. This was found using the exhaustive search.
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1 INTRODUCTION

The nearest-neighbor (NN) classifier with representation vectors \( \{c_i\} \), for a given input \( x \), calculates the distance from \( c_i \) to \( x \) for all \( i \) and produces a representation vector, \( e_{min} \) such that its distance to \( x \) is the smallest [1], [2]. This NN classifier with multiple representation vectors per class, is simple and powerful, but it suffers from huge computational complexity if the number of classes is large. Therefore, much work on reducing its computational complexity as much as possible has been reported [2].

One method of doing this is to reorganize the search procedure by preprocessing the representation vectors. This was first explored in the paper of Fisher and Patrick [3] and in many other related papers [2]. These fast search algorithms reduce the computational complexity without reducing the number of representation vectors so as not to increase the misclassification rate of the NN classifier. Another method that can be incorporated before applying the first one is to reduce the number of representation vectors so long as the increase in the misclassification rate remains acceptable. This reduction can be obtained with a proper selection or training procedure, called editing [2].

The effectiveness of the fast search algorithms using these two methods is relatively reduced if the input space dimension \( D \) is increased or the number of representation vector is reduced. It is reported in [4] that the expected number of distance calculation in NN classifier is \( O(N^{2/3}) \). Most fast search algorithms [2] have outlined the asymptotic behavior of their performances for relatively low input space dimension (\( D = 2 \sim 10 \)) and a large number of representation vectors (\( N = 1,000 \sim 10,000 \)).

In the VQ of images, \( D \) is typically 16 and \( N \) is reduced to 256, or 512 after optimization of the representation vectors. There has also been much work on reducing large computational complexity in the encoding procedure of the VQ [5]. In particular, several fast search algorithms using triangular inequality elimination (TIE) [6], [7], [8] were recently reported to reduce the computational complexity of encoding procedure further in comparison with the algorithms using PDE (Partial Distance Elimination), K-d tree and other inequalities especially in the image coding applications. In these fast search algorithms, inequality (1) is used as a necessary condition for the calculation of the distance \( d(x, c_i) \), i.e., the calculation of the distance between the current representation vector, \( c_i \), and an input vector, \( x \), is performed only if the condition is satisfied.

\[
|d(x, a_j) - d(c_i, a_j)| < d_i^{-1} \min_j \text{.} 
\]

Here, \( d_i^{-1} \) is the current minimum distance, which is

\[
\min_{j=1, ..., M} d(x, c_i) \text{, and the vector } a_i \text{ is called an anchor vector. It is reported that three or four anchor vectors are enough in the VQ coding of images [6]. Consequently, most previous work on the fast encoding procedure for the image VQ did not focus on a systematic method of determining the number of anchor vectors by fully exploiting the information within the training data, such as the input space dimension, the number of representation vectors, and its variance. The classification procedure in the NN classifier is similar to the encoding procedure of the VQ. Therefore, we focus on the design problem of a classifier with reduced computational complexity after proper selection of representation vectors. We will denote these properly edited representation vectors as class vectors.

We propose a reduced-complexity nearest-neighbor (RCNN) classifier using the TIE, in which a parameter to be optimized is the number of anchor vectors. In the RCNN classifier with class vector \( \{c\} \), an anchor vector \( a_i \) is defined as a class vector such that \( a_i \in \{c\} \) and its distance to the input is always calculated. Note that this definition is slightly different from that in [6] because the anchor vectors defined here are selected only from the class vectors. We also propose a fast algorithm of selecting an anchor vector set that minimizes the computational complexity of the RCNN classifier.

This paper is organized like the following: In Section 2, we introduce the RCNN classifier with a parameter \( M \), the number of anchor vectors. We also propose a design procedure of the classifiers for each parameter \( M \in \{1, ..., N\} \) in Section 3. Then we introduce the computational complexity curve that plots the computational complexity versus the parameter \( M \) in Section 4. With examples, we show that the optimal value of \( M \) that minimizes the computational complexity depends on the noise of the data as well as other properties of the data. We explain the fast design procedure of the near-optimal RCNN classifier in Section 5 and apply it to the classifier design for the handwritten numerals in the NIST data base HWDB-1 [9] in Section 6. Then we conclude the paper in Section 7.

2 REDUCED COMPUTATIONAL COMPLEXITY NN CLASSIFIER

For a given classifier with a class vector set \( U = \{c_i \mid i = 1, ..., N\} \), \( A = \{a_i \mid i = 1, ..., M\} \) and \( B = \{b \mid b \in U, b \in A\} \) denote the anchor vector set and the nonanchor vector set of an RCNN classifier, respectively. The RCNN classifier outputs a class vector \( c_{min} \in U \) for an input \( x \) if its distance to the input is the smallest among the class vectors. We will call \( c_{min} \) the NN (nearest neighbor) vector. The classifier first calculates the distance \( d(x, a) \) to each anchor vector \( a \in A \). The distance to a nonanchor vector \( b \in B \) is calculated only if its greatest lower bound defined in (2A) is less than the minimum of the input distances to the class vectors that have been calculated so far.

\[
d_{low}^M(x, b) = \max_{a_j \in A} \{d(x, a_j) - d(b, a_j)\} \text{.} 
\]
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The search sequence of phase II is represented with solid lines. The winner vector is determined after finding the NN vector, are in phase II. If the NN vector is one of nonanchor vectors. We select a class vector $a_i$ as an anchor vector and add it to $A_i$ to form $A_{i+1}$, if

$$a_i = \arg\max_{a_i \in B_i} P_{e}(r_i)$$

To define the discriminative measure, we define the nearest vector $n_i$ of $b_i$, for each $b_i \in B$, such that $n_i \notin B_i$, $n_i \notin B$ and $d(n_i, b_i) \leq d(b_i, b_j)$ for all $b_j \in B - \{b_i\}$. To simplify the error model, we neglect the probability of class $b$ being misclassified to classes which are not $n$ because their distances to the input are larger than that of the class $n$. Therefore, the discriminative measure increased after the addition of $r_i \in B_i$ for the construction of $A_{i+1}$ from $A_i$. Therefore, the discriminative complexity is dependent on the noise in data. The tightness of the greatest lower bound, which affects the computational complexity in phase II, is a function of the parameter $M$, as well as of the noise in the data.

3 Selection of the Anchor Vectors

We should select an anchor vector set that minimizes the computational complexity of the RCNN classifier from $C_n$, candidates for a given number $M$ by exploiting the mutual distance relations among the class vectors. First, we construct a sequence of anchor vector sets $A_i$, for $i = 0, ..., N$ starting with the empty set $A_0 = \emptyset$ by applying a greedy algorithm. Similarly, we construct a sequence of nonanchor vector set $B_i$ for $i = 0, ..., N$. A discriminative measure, $P_e(\cdot)$ is required to determine which class vector in $B$ outperforms all the other nonanchor vectors in distinguishing all the remaining nonanchor vectors. We select a class vector $a_i \in B_i$, for each $b_i \in B_i$ and $d(n_i, b_i) \leq d(b_i, b_j)$ for all $b_j \in B - \{b_i\}$.

$$d_{LLOW}(x, b_i) < d_{MIN}$$

Therefore, the distance $d(x, b_i)$ is always calculated because its greatest lower bound is always less than the current minimum distance. Consequently, the performance of the RCNN classifier using inequality (2B) is equal to that of the given NN classifier. We need $(N - M) \cdot M$ memory locations to store the precalculated distance between each pair $(b_j, a)$ for $b_j \in B$ and $a \in A$. To get the minimum distance as early as possible, in many fast search algorithms the search list is rearranged by using a proper distance estimate such as the distance from the origin [6], [7], [8]. Similarly, we rearrange the nonanchor vectors in the ascending order of their distances to an arbitrarily chosen vector $b_i$, so that this ordering can be used in the zig-zag scan as shown in Fig. 1 [10].

After calculating the distances to $M$ anchor classes, we find a minimum among them. Then, we calculate the greatest lower bound of all the input distances to each nonanchor vector, and determine a nonanchor vector $b_i$, whose greatest lower bound is the minimum. Starting from the vector $b_i'$, we test the condition (2B) for nonanchor vectors in the zig-zag order as shown in Fig. 1.

The flowchart of the search procedure of the RCNN classifier is illustrated in Fig. 2.

The distance calculations in the RCNN classifier can be decomposed into three phases. The distance calculations for $M$ anchor vectors are in phase I. If the NN vector is one of nonanchor vectors, the distance calculations for the nonanchor vectors until the NN vector, are in phase II. If the NN vector is one of the anchor vectors, no calculation is undertaken in phase II. All the distance calculations undertaken after finding the NN vector, are in phase III. In Fig. 1, for example, the distance calculations for $\{a_1, a_2, a_3\}$ are in phase I, those for $\{b_1, b_2, b_3, b_4\}$ are in phase II, and those for $\{b_5, b_6, b_7\}$ are in phase III. Each phase is different from the others in many respects, especially in the variation of the computational complexity which depends on the noise in the data. The number of distance calculations in phase I is constant and equal to $M$. The number of distance calculations in phase II depends only on the noise in the data. The number of distance calculations in phase II depends on both the tightness of the greatest lower bounds and the noise in the data. Note that the distance from the NN vector to the input is not zero because of the noise in data. Therefore, the computational complexity is dependent on the noise in data. The tightness of the greatest lower bound, which affects the computational complexity in phase II, is a function of the parameter $M$, as well as of the noise in the data.
4 EXAMPLES OF THE COMPUTATIONAL COMPLEXITY CURVE

We obtained the computational complexity curves of the proposed algorithm for the problems with real-numbered input spaces with dimension $D \in \{4, 8, 12, 16\}$ and 128 class vectors, which are plotted in Fig. 4. Here, the x-axis represents the number of anchor vectors and the y-axis represents the expected search time $K(M)$. The unit of expected search time is the time required for the distance calculation per class vector. This represents the computational complexity of the RCNN classifier with a real-valued number between zero and N. The 128 class vectors and 1,000 test vectors were selected randomly and uniformly in the $R^D$ space. As $D$ increases, the effectiveness of the fast search algorithm decreases rapidly due to the “curse of dimensionality” as shown in Fig. 4b. Selecting data with uniform distribution results in very noisy data in the classification problem. If we select the test vectors near the class vectors, thus reducing the noise in the data, we obtain a different computational complexity curve, as shown in Fig. 4c, where the expected search time is much smaller than that for the noisy data. This is mainly because the number of distance calculations in phase III is reduced. Therefore, the expected search time, $K(M)$, of the classifier can be decomposed into two terms: a linear term and a nonlinear term:

$$K(M) = M + f_o(M).$$

The linear term corresponds to the number of distance calculations in phase I, which is constant for all input vectors. The nonlinear term corresponds to the number of distance calculations in phases II and III, which depends on the properties of the input vectors.
vector. We do not require any detailed knowledge about the nonlinear component \( f_\alpha(M) \). It is conjectured, however, to be non-decreasing function of \( M \). Note that the number of anchor vectors, \( N_{\text{opt}} \), that minimizes the search time is located near the \( M \) value of the intersection point of the two curves. As shown in Fig. 4d, \( N_{\text{opt}} \) decreases if the noise in the data is reduced since the nonlinear term \( f_\alpha(M) \) depends on the noise in input data is reduced.

5 Optimization of the RCNN Classifier

It takes a large amount of computation to obtain the computational complexity of the RCNN classifier with many input data for each \( M \). The time involved in obtaining a computational complexity curve is proportional to the number of complexity computation. Fortunately, we do not have to obtain the locations of all the points in the computational complexity curve if we have a priori knowledge on the general shape of the computational complexity curve in Fig. 4a. By reducing the number of complexity computations, we can reduce the classifier design time substantially, although we cannot reduce the computation time of \( K(M) \) much for each \( M \).

First, we note that the time in obtaining the computational complexity curve for the noiseless data is much shorter than that for the noisy data because the input data is limited only to class vectors in the noiseless case. Therefore, we use the optimal number of anchor vectors for noiseless data as the initial guess \( N_{\text{opt}} \), which is smaller than the optimal number of anchor vectors for noisy data. We denote an \( i \)th estimate of \( N_{\text{opt}} \) as \( M(i) \) while \( M(0) = M_{\text{init}} \). We exploit the fact that the optimal point is near the intersection point of the linear and nonlinear terms. If \( \Delta \), which is \( \sigma_0(M) - M \), is positive, the optimal \( M \) is larger than the current estimate \( M(i) \). Therefore, we update the current estimate with (6).

\[
M(i + 1) = M(i) + \alpha \cdot (K(i) - 2 \cdot M(i)). \tag{6}
\]

If \( \Delta \) is negative, the next estimate will be decreased. This procedure continues until the difference \( \Delta \) becomes too small to move by the step size of 1.0, as shown in Fig. 5. The number of the updating steps should be kept as small as possible because it requires much more time to find the expected search time \( K(M(i)) \) for \( M(i) \) in each updating step. We selected the update parameter \( \alpha = 0.5 \), which results in a simple reestimation formula (7) to force the ratio of \( M(i)/K(i) \) to 0.5.

\[
M(i + 1) = 0.5 \cdot K(i). \tag{7}
\]

Although we assumed that the optimal \( M \) lies near the intersection point of two curves of \( M \) and \( f_\alpha(M) \), the optimal point is not located exactly at the intersection point. Consequently, a correction to the update rule (7) is required. From the simulation results in Section 4, we know that the nonlinear component is a monotonically non-increasing function and that it becomes flat as the noise in the data, \( \sigma_0 \), or the input space dimension, \( D \), increases. Therefore, we assume that \( f_\alpha(M) = N \cdot \exp(-a \cdot M) \), where \( a \) should be selected according to the flatness of the nonlinear component \( f_\alpha(M) \).

With the simulations, we confirmed that \( M_{\text{opt}} \) lies to the left of the \( M_{\text{train}} \) in most nontrivial cases, which corresponds to the condition of \( 0 < a \cdot M_{\text{train}} < 1 \). Therefore, the update rule needs to be modified to (8) because the linear term \( M \) is \((50 - \delta)\%\) of the total search time when it is minimum. We used \( \delta = 10 \% \) in the experiment described in the next section. Note that \( \delta \) should be selected carefully, based on the noise in the data.

\[
M(i + 1) = \frac{M(i)}{1 + \delta \cdot K(i)} \quad \text{for} \quad \delta = 10 \% \tag{8}
\]

6 Experiments

We applied the optimization procedure in Section 5 to design an RCNN classifier for the handwritten numerals in the NIST-database HWDB-1 \[9\]. We segmented the numerals in box3 through box5 with connected component analysis \[11\]. All the numerals were normalized to \( 24 \times 24 \) as shown in Fig. 6. The classifier was trained until 100.0 percent classification rate for 1,000 training vectors was achieved. The classifier has eight class vectors for each numerals, summing to 80 class vectors for 10 numerals. This conventional NN classifier achieved 95.2 percent classification rate for 1,000 test vectors.

Although the graph in Fig. 7a shows local minima unlike those in Fig. 4, we obtained a solution of good quality with the proposed design algorithm. This algorithm was finished in five steps, with the sequence \( M(i) \), as shown in Fig. 7b, finding an RCNN classifier with \( M_{\text{opt}} = 20 \) and \( K_{\text{opt}} = 48.7 \) while \( M_{\text{opt}} = 21 \), \( K_{\text{opt}} = 46.8 \) for the optimal classifiers obtained, using exhaustive search for all possible values of \( M \). With the proposed fast design of the classifier, the design time is decreased by 93 percent while the search time of the classifier is increased by about 2 percent compared to the optimal classifier. The search time and design time of the RCNN classifier compared to the conventional NN classifier are listed in Table 1. The RCNN classifier obtained with the proposed fast design has 38 percent reduction in the search time compared with the full search NN classifier. In contrast, although the classifier obtained with Li’s algorithm of three anchor vectors shows a very good result in image VQ coding applications \[5\], it has only 20 percent reduction in the search time for this classification problem, which corresponds to the RCNN classifier with three anchor vectors. This result supports the necessity of wide-range search for anchor vectors, especially in the classification problem. Note that the number of anchor vectors required in the classification problem, especially with high

**TABLE 1**

<table>
<thead>
<tr>
<th>Search Time and Design Time in the RCNN Classifier</th>
<th>Exhaustive design</th>
<th>Proposed design</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of distance calculation (relative to full search %)</td>
<td>46.8 (60%)</td>
<td>48.7 (62%)</td>
</tr>
<tr>
<td>No. of M values checked in classifier design</td>
<td>80</td>
<td>5</td>
</tr>
<tr>
<td>The number of anchor vectors (M)</td>
<td>21</td>
<td>20</td>
</tr>
</tbody>
</table>
input dimension and properly edited class vectors, is much larger than that in the image VQ coding problem in order to obtain substantial reduction in classification time.

7 CONCLUSION

For a given NN classifier with high-input space dimension and a large number of class vectors, we addressed the problem of the fast design of an RCNN classifier of near-minimal computational complexity with minimal efforts. We explained an algorithm of the RCNN classifier that exploits the triangular inequality and the concept of anchor vectors that are limited to the class vectors. We employed a new discriminative measure and a greedy algorithm in determining the sequence of anchor vectors which can be used to select an anchor vector set for a given number of anchor vectors. Based on the shape of the computational complexity curve obtained by experiment, we introduced an algorithm for determining a near-minimal RCNN classifier efficiently by recursively locating the intersection points of the linear and nonlinear terms instead of directly finding the minimum value. We applied the proposed method to the classification problem of handwritten numerals in the NIST database and obtained an RCNN classifier with the search time of 62 percent compared with that of the given full-search NN classifier. This is quite close to the 60 percent search time of the optimal RCNN classifier obtained by exhaustive search. The results showed the effectiveness of the proposed method and its potential for the fast design of the RCNN classifiers. Although we circumvented the problem of computing the computational complexity for all M with simplification of K(M), further studies on its analytic form are required to tackle a more challenging NN classifier design problem.
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