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Abstract - In this paper, we propose a new beamforming scheme that utilizes both long-term and instantaneous channel state information (CSI). First, the dimension of the channel is effectively reduced by considering dominant eigen-dimensions of the channel covariance matrix. Then, the beam weight is generated using the instantaneous CSI of the effectively dimension-reduced channel. The reduction of the channel dimension is determined to maximize the signal-to-noise ratio (SNR) in an average sense considering the amount of feedback signaling burden and spatial correlation of the channel. It is analytically shown and verified by computer simulation that the proposed scheme outperforms conventional beamforming schemes when the same amount of feedback signaling burden is utilized.

I. INTRODUCTION

The performance of wireless systems can significantly be improved by using multiple antennas. For example, when channel state information (CSI) is fully available to the transmitter, the use of a coherent beamforming technique (also called maximum ratio transmission) can significantly increase the performance of wireless systems with its processing simplicity [1]. The transmitter can estimate the CSI using the link reciprocity in time-division duplex (TDD) systems, or it can get the CSI from the remote receiver through a feedback channel [2]. The feedback signaling burden for the CSI can be reduced by using a codebook technique [3, 4], where the weight vector is reported in a form of the index of a codebook comprising a finite set of vectors. However, it still increases feedback signaling burden approximately in linear proportion to the number of transmit antennas [5]. Moreover, the CSI should be updated periodically due to the time-varying channel characteristics, requiring a large feedback overhead. The feedback signaling burden can be reduced by utilizing transmit antennas in good channel condition [6]. However, it needs to send additional information on the selection of antennas.

Experimental results indicate that multi-antenna channels are often correlated in real environments [7, 8]. This property enables the generation of beamforming weight vectors based on the long-term CSI [9, 10], which is called eigen-beamforming in what follows. The weight vector is determined by the eigenvector corresponding to the maximum eigenvalue of the channel covariance matrix. Then, we coherently generate the beamforming weight corresponding to the effective channel. The dimension of the effective channel can be determined to maximize the average SNR of the received signal according to the operating environment (e.g., the amount of the feedback signaling burden and the spatial correlation of the channel). Although the beamforming gain can somewhat be reduced by decreasing the dimension of the channel, the overall performance can be increased by reducing the quantization error of the beamforming vector.

The rest of this paper is organized as follows. The system model in consideration is described in Section II and the proposed scheme is described with the dimension reduction of the channel based on the long-term CSI in Section III. The performance of the proposed scheme is verified by computer simulation in Section IV and conclusions are finally summarized in Section V.

II. SYSTEM MODEL

Consider a multiple-input and single-output (MISO) system with $M$ transmit antennas and a single receive antenna. The received signal can be represented as

$$y = \mathbf{h}^\ast \mathbf{x} + n$$

(1)

where $\mathbf{h}$ denotes the $M$-dimensional Rayleigh fading channel vector whose elements are zero mean complex Gaussian random variables with unit variance but not independent, $\mathbf{x}$ is the $M$-dimensional transmit signal vector, $n$ is additive white
Gaussian noise (AWGN) with variance \( N_0 \), and the superscript * denotes the conjugate transpose.

Assuming that the data symbol \( s \) is transmitted using an \( M \)-dimensional beamforming vector \( w \), the transmit signal \( x \) can be represented as

\[
x = ws
\]

where \( E\{s^2\} = P \) and \( ||w||_2 = 1 \), resulting in an average transmit power of \( P \). Here \( E\{\} \) and \( \|\|_k \) denote the expectation operation and the Frobenius norm, respectively.

The channel covariance matrix defined by

\[
R = E\{|h|^2\}
\]

is a positive definite Hermitian matrix and thus can be decomposed as

\[
R = Q\Sigma^2 Q^*
\]

(4)

where \( Q = [q_1, \ldots, q_M] \) is an \((M \times M)\)-dimensional unitary matrix whose columns \( \{q_i\} \) are eigenvectors of \( R \) and \( \Sigma \) is an \( M \)-dimensional diagonal matrix whose diagonal elements \( \sigma_1, \ldots, \sigma_M \) are ordered non-negative eigenvalues of \( R^{1/2} \) (i.e., \( \sigma_1 \geq \cdots \geq \sigma_M \geq 0 \)). Using \( \text{Tr}[R] = \text{Tr}[\Sigma^2] = \sum_i \sigma_i^2 \) from (4), it can be shown that \( \sum_i \sigma_i^2 = M \).

The channel \( h \) can be expressed as [10]

\[
h = R^{1/2}h_u = Q\Sigma h_u
\]

(5)

where \( h_u = [h_u, \ldots, h_M]^T \) is an \( M \)-dimensional vector whose entries are independent and identically distributed (i.i.d.) zero mean complex Gaussian random variables with unit variance and the superscript \( T \) denotes transpose of a vector. Since \( Q^*h_u \) and \( h_u \) are identically distributed, (5) can be rewritten as

\[
h = Q\Sigma h_u.
\]

(6)

III. BEAMFORMING WITH HYBRID CSI

In this section, we present a new beamforming scheme that utilizes both the instantaneous and the long-term CSI. We first assume no quantization for the beamforming vector, and then consider the effect of quantization.

A. Proposed Beamforming without Quantization

The proposed beamforming considers the use of an eigenspace associated with eigenvectors corresponding to dominant eigenvalues of the channel covariance matrix. The eigenspace corresponding to the \( L \) largest eigenvalues can be chosen by multiplying an \((M \times L)\)-dimensional matrix \( Q_{1:L} \) whose columns are the first \( L \) columns of \( Q \). Note that \( Q_{1:L} \) maximizes the average channel gain, defined by \( E\{||h^* Q_{1:L} ||^2\} \), among all \((M \times L)\)-dimensional matrices with orthonormal columns [13]. Since \( Q_{1:L} \) is a function of \( R \), the feedback signaling overhead for the reporting of \( Q_{1:L} \) may not be significant (e.g., it can be assumed that the long-term CSI is unchanged during about 1000 ms even when the user is in a mobility of 1000 km/h [12]).

Letting \( h^*_i \left( \triangleq Q_{1:L}^* h \right) \) be an effective channel generated by \( Q_{1:L} \), the received signal can be represented as

\[
y = h^*_i x + n
\]

(7)

where \( x = w_s \) is the \( L \)-dimensional signal vector to be transmitted through \( h^*_i \) and \( w \) is the beamforming weight associated with \( h^*_i \). For a given \( h^*_i \), the optimum weight \( w \) can be determined by

\[
w = \frac{h^*_i}{||h^*_i||_F}
\]

(8)

Although the overall beamforming weight \( w = Q_{1:L}^* w \) is an \( M \)-dimensional vector, the proposed scheme needs to update only \( L \)-dimensional beamforming vector \( w \), implying the reduction of the feedback signaling overhead approximately by a factor of \( L/M \) compared to the coherent beamforming whose beam weight is an \( M \)-dimensional vector [1]. The antenna selection scheme also considers partial dimensions of the channel for the beamforming [6]. However, it is different from the proposed beamforming scheme that determines the dimension of the effective channel based on the long-term CSI without the use of instantaneous CSI.

The SNR of the received signal by the proposed beamforming can be represented as

\[
\gamma_{hyb}' = \frac{\|h^*_i \|_{F}^2}{\|h^*_i \|_{F}^2} \sum_i \sigma_i^2.
\]

(9)

Using \( h = Q\Sigma h_u \) from (6), it can be shown that

\[
h^*_i Q_{1:L} = h^*_i \Sigma' Q_{1:L} = h^*_i \Sigma Q_{1:L}
\]

(10)

where \( \Sigma_{1:L} \) is an \((M \times L)\)-dimensional rectangular matrix whose \( L \) diagonal elements are the same as the first \( L \) diagonal elements of \( \Sigma \) and whose off-diagonal elements are zero. Thus, (9) can be rewritten as

\[
\gamma_{hyb}' = \frac{\|h^*_i \|_{F}^2}{\|h^*_i \|_{F}^2} \sum_i \sigma_i^2 \sum_i \sigma_i^2.
\]

(11)

Finally, the expected value of \( \gamma_{hyb}' \) is given by

\[
E\{\gamma_{hyb}' \} = \sum_i \sigma_i^2.
\]

(12)
Note that the proposed beamforming scheme achieves a beamforming gain of \( \sum_{i=1}^{L} \sigma_i^2 \) which is the sum of the \( L \) largest eigenvalues of the channel covariance matrix. This beamforming gain is larger than that of the eigen-beamforming [1,1] whose beamforming gain is \( \sigma_0^2 \) and less than that of the coherent beamforming \([9]\) whose beamforming gain is \( \sum_{i=1}^{M} \sigma_i^2 \). In fact, the coherent beamforming and the eigen-beamforming are special cases of the proposed beamforming, i.e., \( L = M \) for the coherent beamforming and \( L = 1 \) for the eigen-beamforming. By properly choosing \( L \), the proposed scheme can optimally trade the performance against the feedback signaling burden. We consider this issue in the following subsection with the effect of quantization.

**B. Effect of quantization**

To reduce the feedback signaling burden, the beamforming vector is often reported in a form of the index of a pre-determined codebook. Assuming the use of a codebook \( C \) comprising \( 2^B \) unit-norm vectors \( \{v_1, v_2, \ldots, v_{2^B}\} \), the receiver determines a weight vector that maximizes the SNR among \( 2^B \) entries in the codebook and reports its \( B \)-bit index to the transmitter.

For given channel \( h_L \) and \( C \), the beamforming vector is determined by

\[
\hat{w}_L = \arg \max_{\alpha} \| h_L \alpha \|. \quad (13)
\]

The quantized beamforming vector \( \hat{w}_L \) can be represented as

\[
\hat{w}_L = \alpha_L(B) \left[ \frac{h_L}{\| h_L \|_F} + \sqrt{1 - \| \alpha_L(B) \|^2} \right] z
\]

where \( z \) is an \( L \)-dimensional unit norm vector isotropically distributed over a space orthogonal to \( h_L \) and \( \alpha_L(B) \) is a random variable related to the quantization noise. Since the codebook is usually generated in advance independent of the channel, \( \alpha_L(B) \) can also be assumed to be independent of \( h_L \).

The SNR of the proposed beamforming with the use of the \( B \)-bit quantization can be represented as

\[
\gamma_{hyb}^L(B) = \mathbb{E} \left[ \| h_L \alpha_L(B) \|_F^2 \right] = \mathbb{E} \left[ \| h_L \alpha_L(B) \|^2 \right] \| h_L \|^2.
\]

Since \( \mathbb{E} \left[ \| h_L \|^2 \right] = \sum_{i=1}^{L} \sigma_i^2 \), it can be seen that

\[
E \left[ \| h_L \|^2 \right] = \sum_{i=1}^{L} \sigma_i^2.
\]

Note that the SNR is reduced by a factor of \( E \left[ \| h_L \|^2 \right] \) due to the quantization, where \( 0 < E \left[ \| h_L \|^2 \right] < 1 \).

For further investigation of the quantization effect, consider the use of a random codebook whose entries are randomly chosen from an \( L \)-dimensional unit sphere. Then, it can be shown that \([14]\)

\[
E \left[ \| \alpha_L(B) \|^2 \right] = 1 - 2^B \beta \left( 2^B \frac{L}{L - 1} \right)
\]

where \( \beta(x, y) = \Gamma(x)\Gamma(y)/\Gamma(x + y) \) is the Beta function and \( \Gamma(x) = \int_{0}^{\infty} t^{x-1} e^{-t} dt \) is the Gamma function. It can be shown from (17) that (16) can be rewritten as

\[
E \left[ \gamma_{hyb}^L(B) \right] = \mathbb{E} \left[ \| h_L \alpha_L(B) \|^2 \right] \sum_{i=1}^{L} \sigma_i^2.
\]

Using an approximation \([5]\)

\[
E \left[ \| h_L \|^2 \right] = 1 - 2^{\frac{B}{L - 1}},
\]

(18) can further be simplified to

\[
E \left[ \gamma_{hyb}^L(B) \right] = \mathbb{E} \left[ \| h_L \alpha_L(B) \|^2 \right] \sum_{i=1}^{L} \sigma_i^2.
\]

It can be seen that as \( L \) increases, the term \((1 - 2^{\frac{B}{L - 1}})\) due to the quantization decreases, but the beamforming gain \( \sum_{i=1}^{L} \sigma_i^2 \) increases. This implies the existence of an optimum \( L \) that maximizes the average SNR of the received signal for a given \( B \). For example, when \( B \) is large, the quantization noise term is less sensitive to \( L \) and thus the use of a large \( L \) (i.e., larger beamforming gain) can provide better performance, and vice versa. The optimum \( L \) also depends on the correlation of the channel. For example, when the channel has a large correlation, the channel gain is mostly concentrated on a small number of eigenvalues, say \( l \) eigenvalues. In this case, the use of an \( L \geq l \) does not noticeably improve the beamforming gain. This implies that in highly correlated environments, the use of a small \( L \) may be desirable reducing the quantization noise.

For a given \( B \), the optimum \( L \) associated with the channel correlation can be determined as

\[
L' = \arg \max_{L \in [1, \ldots, M]} E \left[ \| h_L \alpha_L(B) \|^2 \right] = \arg \max_{L \in [1, \ldots, M]} E \left[ \| h_L \|^2 \right] \sum_{i=1}^{L} \sigma_i^2.
\]

In practice, the codebook specific parameter \( E \left[ \| h_L \|^2 \right] \) can empirically be found from (13) and (14) by

\[
E \left[ \| h_L \|^2 \right] = \mathbb{E} \left[ \| \alpha_L(B) \|^2 \right] \sum_{i=1}^{L} \sigma_i^2.
\]

where \( u \) is a random vector isotropically distributed over an \( L \)-dimensional unit sphere.
IV. PERFORMANCE EVALUATION

The performance of the proposed beamforming scheme is verified by computer simulation. We assume that the signal is transmitted over Rayleigh fading channel using a \((4 \times 1)\) MISO antenna scheme whose beam weight is generated using a random codebook and reported through an error-free feedback channel with zero-delay. We also assume that the transmit antennas are correlated with the channel covariance matrix given by [16]

\[
R = \begin{bmatrix}
1 & \rho & \rho^2 & \rho^3 \\
\rho & 1 & \rho & \rho^2 \\
\rho^2 & \rho & 1 & \rho \\
\rho^3 & \rho^2 & \rho & 1
\end{bmatrix}, \quad (23)
\]

The proposed scheme uses a reduced dimension given by (21).

Fig. 1 depicts the SNR of the received signal according to the quantization bit size when the average SNR is 10 dB and \(\rho = 0.6\), where the analytic results are from (18). It can be seen that although the use of \(L = 4\) provides the best performance with the use of a large quantization size (e.g., \(B \geq 10\)), the use of \(L = 2\) is optimum when the use of a quantization size is small (e.g., \(2 \leq B \leq 5\)). Fig. 2 depicts the SNR of the received signal associated with the channel correlation when the average SNR is 10 dB and \(B = 6\). It can be seen that the use of a large \(L\) is desirable when the channel is less correlated, but the use of a small \(L\) is desirable as the channel correlation increases. Adjusting \(L\) according to the channel condition and feedback signaling constraint, the proposed scheme can provide a desirable performance.

We evaluate the performance of the proposed scheme in terms of the transmission capacity in suburban macro environment of tapped delay-line model in [15]. For comparison, we also evaluate the performance of three conventional schemes: coherent beamforming, eigen-beamforming and antenna selection schemes [6]. The antenna selection scheme first selects \(n\) transmit antennas having the \(n\) largest channel gain and then applies the coherent beamforming technique to the selected antennas. We assume that all the schemes except the eigen-beamforming which utilizes only the long-term CSI, use the same feedback bits for each beam weight. Note that the antenna selection scheme uses some bits for the selection of transmit antennas (e.g., three bits for the selection of two antennas and two bits for the selection of three antennas) and the rest of bits for the beamforming weight.

Fig. 3 depicts the transmission capacity when \(B = 4\) and four transmit antennas are equally separated by two and ten wavelengths, yielding a correlation between adjacent antennas of about 0.96 and 0.63, respectively. The corresponding optimum value of \(L\) is two and three, respectively. It can be seen from Fig. 3 (a) that when the channel is highly correlated, the proposed scheme noticeably outperforms the conventional beamforming schemes and that the eigen-beamforming outperforms the coherent beamforming mainly due to that the most of gain is concentrated on the first eigen-value of the channel covariance matrix. The antenna selection scheme provides the worst performance mainly due to the use of fewer bits for the beamforming weight and reduced selection diversity gain in highly correlated environments. It can be seen from Fig. 3 (b) that even when the channel is moderately correlated, the proposed scheme still noticeably outperforms the conventional beamforming schemes.

Fig. 4 depicts the capacity of the proposed scheme associated with the quantization bit size when four transmit antennas are equally separated by six wavelengths, yielding a channel correlation between adjacent antennas of about 0.74. The optimum value of \(L\) is \(L' = 2\) for \(3 \leq B \leq 6\) and \(L' = 3\) for \(7 \leq B \leq 10\). It can be seen that the proposed scheme provides a large capacity gain over the coherent beamforming scheme particularly when the quantization bit size is small, implying the effectiveness of the proposed schemes in practical applications where the feedback signaling burden should be minimized. It can also be seen that although the eigen-beamforming can outperform the coherent beamforming when a small number of quantization bits is used (e.g., \(B = 3\)), its performance is still much smaller than that of the proposed beamforming scheme.

V. CONCLUSIONS

We have proposed a new beamforming scheme that utilizes both the long-term and instantaneous CSI. Exploiting the spatial correlation of the channel, the proposed scheme utilizes less amount of the feedback signaling overhead without noticeable performance loss compared to the use of full CSI. The simulation results show that the proposed scheme can effectively be applied to real environments where the channel is non-negligibly correlated and the amount of feedback signaling overhead is strictly limited.
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