A Residual Frequency Offset Compensation Scheme for OFDM System via SAGE Algorithm
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Abstract— In this paper, we propose an iterative detection scheme in the presence of residual frequency offset (RFO) for orthogonal frequency-division multiplexing (OFDM) system using the space-alternating generalized expectation-maximization (SAGE) algorithm. In the proposed algorithm, the expectation step intends to remove the inter-carrier interferences (ICI) due to RFO in the received signals. Then, the maximization step is utilized to estimate the required parameters (i.e. RFO, data symbols and channel state information) using the ICI canceled signals. Simulation results present that the proposed algorithm shows almost ideal performance as long as the normalized RFO value is within 0.2.
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I. INTRODUCTION

Orthogonal frequency-division multiplexing (OFDM) is an attractive technique to support high-rate data transmission over severely dispersed multipath fading channels. However, it is known to be very sensitive to the carrier frequency synchronization and channel estimation errors [1].

Carrier frequency offset induced by the mismatches of local oscillators in the transmitter and receiver causes the inter-carrier interferences (ICI), which may result in significant performance degradation. Several carrier frequency synchronization schemes for OFDM systems are reported in the literatures [2]-[6]. However, the residual frequency offset (RFO) due to imperfect synchronization still generates the ICI and degrades the transmission performance [7]. In order to estimate the RFO, [8] and [9] use the sub-carriers that are not actually modulated, considering the orthogonality between sub-carriers.

In this paper, we employ the space-alternating generalized expectation-maximization (SAGE) algorithm [10] to overcome the ICI due to RFO. In the proposed scheme, the expectation step intends to remove the ICI induced by RFO in the received signals and the maximization step is utilized to estimate the RFO, data symbols and channel state information (CSI) iteratively. Simulation results present that the proposed scheme outperforms the conventional RFO estimator [9] in all ranges of SNR and significantly compensates the performance degradation due to RFO.

The rest of this paper is organized in the following order. In section II, we describe the OFDM system to be considered. In section III, RFO compensation scheme based on the SAGE algorithm is proposed. Section IV presents the performance of the proposed algorithm over frequency selective fading channels evaluated by computer simulations. Some conclusion remarks are given in section V.

II. SYSTEM MODEL

Let \( N \) be the number of sub-carriers and \( N_s = 2N_s + 1 \) be the number of modulated sub-carriers. Note that \( N - N_s \) sub-carriers at the edges of the spectrum are not used. Then, the time-domain received signal vector over frequency selective fading channel can be expressed as

\[
\mathbf{r} = \mathbf{F}_n \mathbf{s} + \mathbf{w}
\]

where the normalized RFO \( \nu \) is presented in the matrix \( \mathbf{F}_\nu \) given by

\[
\mathbf{F}_\nu = \text{diag}\left\{ e^{\frac{2\pi i n \nu}{N}}, \ 0 \leq n < N \right\}
\]

and the transmitted data symbols are given in the diagonal data symbol matrix

\[
\mathbf{S} = \text{diag}\left\{ s_0, s_1, \ldots, s_{N_s-1} \right\}
\]

The sub-carrier signals are shown in the matrix \( \mathbf{F} \)

\[
[\mathbf{F}]_{n,p} = \frac{1}{\sqrt{N}} \exp\left( j \frac{2\pi (p-N_a) n}{N} \right)
\]

where \( n = 0, 1, \ldots, N - 1 \) and \( p = 0, 1, \ldots, N_s - 1 \). Moreover, the discrete Fourier transform (DFT) matrix \( \mathbf{D} \) is given by

\[
[\mathbf{D}]_{l,p} = \exp\left( -j \frac{2\pi (p-N_a) l}{N} \right)
\]

where \( l = 0, 1, \ldots, L - 1 \). In (1), \( \mathbf{h} = [h(0) \ h(1) \ \cdots \ h(L-1)]^T \) and \( \mathbf{w} = [w(0) \ w(1) \ \cdots \ w(N-1)]^T \) denote the channel impulse response (CIR) with \( L \) multipaths and the additive white Gaussian noise vector, respectively.
III. PROPOSED SCHEME

A. RFO Compensation using SAGE Algorithm

The frequency-domain received signal vector can be given as
\[ \mathbf{z} = \mathbf{F}^H \mathbf{r} = \mathbf{e} \cdot \mathbf{SD}_H + \mathbf{RSD}_H + \mathbf{v} \]  
(6)
where \((\cdot)^H\) denotes the conjugated transpose. It is seen that \(\mathbf{e}\) in (6) affects all sub-carriers constantly, which is defined by
\[ \mathbf{e} = \frac{1}{N} \sum_{n=0}^{N-1} \mathbf{e}^{(n)} \approx 1 + \frac{2 \pi \nu}{N} \]  
(7)
In (7), assuming \(\nu\) has a sufficiently small value and \(\mathbf{e}\) is given, we can obtain \(\nu\) approximately using Taylor’s series expansion \((e^{i\phi} \approx 1 + \frac{2 \pi \nu}{N})\) shown as
\[ \nu \approx \frac{N}{\pi (N-1)} \Im \{\mathbf{e}\} \]  
(8)
Moreover, \(\mathbf{R}\) in (6) induces the ICI due to RFO defined by
\[ \mathbf{R} = \mathbf{F}^H \mathbf{F}_p \mathbf{F} - \mathbf{e} \cdot \mathbf{I} \]  
(9)
where its diagonal terms are equal to zero.

In the proposed scheme based on SAGE algorithm, we intend to divide the received signal \(\mathbf{z}\) in (6) into the desired signal
\[ \mathbf{z}_D = \mathbf{e} \cdot \mathbf{SD}_H + \beta_D \mathbf{v} \]  
(10)
and the interference signal
\[ \mathbf{z}_I = \mathbf{RSD}_H + \beta_I \mathbf{v} \]  
(11)
which indicates the transformation from the incomplete observation \(\mathbf{z}\) to the complete observations \(\mathbf{z}_D\) and \(\mathbf{z}_I\) in the expectation-maximization (EM) algorithm [11]. Then, we try to estimate \(\mathbf{e}, \mathbf{s}\) and \(\mathbf{h}\) using the desired signal \(\mathbf{z}_D\) in (10).

In expectation step of the \((k)\)th iteration, the following expectations are evaluated
\[ \mathbf{z}^{(k)}_D = E[\mathbf{z}_D | \mathbf{e}^{(k)}, \mathbf{s}^{(k)}, \mathbf{h}^{(k)}] = \mathbf{e}^{(k)} \cdot \mathbf{S}^{(k)} \mathbf{D}_H^{(k)} + \beta_D^{(k)} \left( \mathbf{z}^{(k)} - \mathbf{e}^{(k)} \cdot \mathbf{S}^{(k)} \mathbf{D}_H^{(k)} - \mathbf{R}^{(k)} \mathbf{S}^{(k)} \mathbf{D}_H^{(k)} \right) \]  
(12)
\[ \mathbf{z}^{(k)}_I = E[\mathbf{z}_I | \mathbf{e}^{(k)}, \mathbf{s}^{(k)}, \mathbf{h}^{(k)}] = \mathbf{R}^{(k)} \mathbf{S}^{(k)} \mathbf{D}_H^{(k)} + \beta_I^{(k)} \left( \mathbf{z}^{(k)} - \mathbf{e}^{(k)} \cdot \mathbf{S}^{(k)} \mathbf{D}_H^{(k)} - \mathbf{R}^{(k)} \mathbf{S}^{(k)} \mathbf{D}_H^{(k)} \right) \]  
(13)
where \(\mathbf{e}^{(k)}, \mathbf{s}^{(k)}\) and \(\mathbf{h}^{(k)}\) denote the \((k)\)th estimates of \(\mathbf{e}, \mathbf{s}\) and \(\mathbf{h}\), respectively. Moreover, in (12) and (13), \(\mathbf{R}^{(k)} = \mathbf{F}^H \mathbf{F}_p^{(k)} \mathbf{F} - \mathbf{e}^{(k)} \cdot \mathbf{I}\) where \(\nu^{(k)} \approx N \Im \{\mathbf{e}^{(k)}\} / N \pi (N-1)\). It is seen that the expectation step of the proposed algorithm is equivalent to the interference cancellation (IC) process in the received signals. Note that there is no need to evaluate \(\mathbf{z}^{(k)}_D\) in (13), because the next maximization step employs only the desired signal \(\mathbf{z}^{(k)}_D\) in (12).

The maximization step of the \((k)\)th iteration evaluates the following equations;
\[ \mathbf{e}^{(k+1)} = \arg \max_{\mathbf{e}} \Lambda(\mathbf{e}, \mathbf{s}^{(k)}, \mathbf{h}^{(k)} | \mathbf{z}^{(k)}_D) \]  
(14)
\[ \nu^{(k+1)} = \frac{N}{\pi (N-1)} \Im \{\mathbf{e}^{(k+1)}\} \]  
(15)
\[ \mathbf{s}^{(k+1)} = \arg \max_{\mathbf{s}} \Lambda(\mathbf{e}^{(k+1)}, \mathbf{s}, \mathbf{h}^{(k)} | \mathbf{z}^{(k)}_D) \]  
(16)
\[ \mathbf{h}^{(k+1)} = \arg \max_{\mathbf{h}} \Lambda(\mathbf{e}^{(k+1)}, \mathbf{s}^{(k+1)}, \mathbf{h} | \mathbf{z}^{(k)}_D) \]  
(17)
where the log-likelihood function \(\Lambda(\mathbf{e}, \mathbf{s}, \mathbf{h} | \mathbf{z}_D)\) can be given as
\[ \Lambda(\mathbf{e}, \mathbf{s}, \mathbf{h} | \mathbf{z}_D) = \Re \{ \mathbf{z}^H \mathbf{SD}_H^\dagger \mathbf{e} \} - \frac{1}{2} \mathbf{z}^H \mathbf{SD}_H^\dagger \mathbf{SD}_H^\dagger \mathbf{z} \]  
(18)
Then, the solution of (14) can be given as
\[ \mathbf{e}^{(k+1)} = \frac{1}{||\mathbf{S}^{(k)} \mathbf{D}_H^{(k)}||^2} \left( \mathbf{S}^{(k)} \mathbf{D}_H^{(k)} \right)^H \mathbf{z}^{(k)}_D \]  
(19)
Moreover, assuming the constant envelope modulation and applying the least-square (LS) solution, (17) results in
\[ \mathbf{h}^{(k+1)} = \frac{\mathbf{e}^{(k+1)}}{||\mathbf{e}^{(k+1)}||} \mathbf{V} \left( \mathbf{S}^{(k+1)} \right)^H \mathbf{z}^{(k)}_D \]  
(20)
where \(\mathbf{V} = (\mathbf{D}^H \mathbf{D})^{-1} \mathbf{D}^H\). Note that it is known that \(\beta_D = \beta_I = 1\) is the optimal condition to maximize the Fisher information of \(\mathbf{z}_D\) and \(\mathbf{z}_I\) [10].

B. Initialization

The initial CSI \(\mathbf{h}^{(0)}\) can be given by the channel estimate in previous OFDM symbol assuming that the channel variation between adjacent OFDM symbols is negligible. For \(\mathbf{e}^{(0)}\) and \(\mathbf{s}^{(0)}\), however, the initial estimates should be evaluated by the received signal including ICI, because IC process can not be operated without the information of \(\mathbf{s}\).

In order to obtain \(\mathbf{z}_D^{(0)}\), we use pilot sub-carriers embedded in each OFDM symbol shown as
\[ \mathbf{e}^{(0)} = \frac{1}{||\mathbf{S}_D \mathbf{h}^{(0)}||^2} \left( \mathbf{S}_D \mathbf{D}_H^{(0)} \right)^H \mathbf{z}_p \]  
(21)
where \(\mathbf{z}_p, \mathbf{S}_p\) and \(\mathbf{D}_p\) denote the received signal vector at the pilot sub-carriers, the diagonal pilot symbol matrix and the DFT matrix composed of only pilot sub-carriers, respectively. Moreover, given \(\mathbf{z}_D^{(0)}\), we can obtain \(\nu^{(0)}\) as shown in (8). For \(\mathbf{s}^{(0)}\) we evaluate the following equation
Note that $\varepsilon^{(0)}$ and $s^{(0)}$ are very coarse estimates because $z_p$ and $z$ in (21) and (22) fully contain the ICI due to RFO.

IV. SIMULATION RESULTS

System parameters for our simulations follow IEEE 802.11a [12] and the sub-carriers are modulated by quadrature phase shift keying (QPSK). The FFT size and the number of modulated sub-carriers are given by $N = 64$ and $N_c = 53$, respectively. It is assumed that the power delay profile of CIR is given as $|h(l)|^2 \propto e^{-l/\delta}$, $0 \leq l < 8$ and each multipath varies according to Rayleigh distribution [13]. Moreover, one packet is composed of 100 OFDM symbols and the first symbol of each packet is set to be a preamble. It is assumed that the RFO is constant in each packet and the process for RFO in (14) and (15) is performed only at the first OFDM data symbol after the preamble. The final estimate of RFO is utilized at the other OFDM data symbols in the packet.

At first, we consider a static channel, which indicates that the channel is constant over a packet and the CSI is available at the receiver. Then, there is no need to include the process for CSI in (17). Fig. 1 shows the convergence properties of the proposed algorithm. It is seen that two iterations are enough to obtain the converged mean square error (MSE) performance of RFO estimate and bit error rate (BER) performance. Therefore, we fix the number of iterations to two in the following simulation results.

In Fig. 2, we present the BER performance of proposed algorithm according to the different values of the normalized RFO $\nu$. The performance is also compared with ideal performance without RFO, performance with no IC and those of initialization process described in section 3.2. It can be concluded that the proposed algorithm significantly compensates the performance degradation especially in high signal to noise ratio (SNR) and it achieves almost ideal
Figure 3. BER versus SNR in static-channels. (a) the normalize RFO $\nu = 0.1$, (b) the normalize RFO $\nu = 0.2$.

Figure 4. Comparisons of MSE performance versus SNR for RFO estimator in time-varying channels at the normalize RFO $\nu = 0.1$.

Figure 5. BER versus SNR in time-varying channels. (a) the normalize RFO $\nu = 0.1$, (b) the normalize RFO $\nu = 0.2$.

The following results show the BER performance of the proposed algorithm for a time-varying channel, which indicates that the channel variation should be tracked at each OFDM symbol. In our simulation, it is assumed that the carrier frequency and vehicle speed are set to be 5 GHz and 60 Km/h, respectively. In this case, the proposed algorithm should include the CSI process in (17).

Fig. 4 presents the MSE performance of proposed RFO estimator in (15) compared with that of conventional schemes in [3] and [9] over time-varying multipath channels. In our simulations, [3] uses the cyclic prefix composed of 16 samples and [9] employs 10 sub-carriers that are not actually modulated and the truncation factor of Taylor’s series is assumed to be one. It is seen that the proposed RFO estimator outperforms the performance as long as $\nu < 0.2$. Fig. 3 shows the BER performance versus SNR. It can be also observed that, in all ranges of SNR, the proposed scheme achieves ideal performance and remarkably compensates the performance degradation due to RFO.
conventional scheme in [9]. Moreover, in high SNR, the proposed scheme shows performance advantage compared with [3]. Fig. 5 indicates that the degraded performance due to RFO is also compensated significantly by the proposed algorithm in time-varying channels.

V. CONCLUSION

In this paper, we propose an iterative detection scheme using the SAGE algorithm in the presence of RFO for OFDM system. The expectation step in the proposed scheme extracts the desired terms from the received signals. Then, the maximization step is utilized to estimate the RFO, data symbols and CSI using the desired signals. Simulation results show that the proposed scheme needs two iterations to obtain the converged estimates. Moreover, it significantly compensates the performance degradation due to RFO and achieves almost ideal performance in all ranges of SNR, while the normalized RFO value is within 0.2.
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