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**SUMMARY** Hardware software cosimulation using various hardware and software implementation possibilities requires a cosimulation environment which has both flexibility and efficiency. In this paper, a hardware software cosimulation environment is developed using the backplane approach and optimized synchronization. To seamlessly integrate a new simulator, this paper defines and implements the backplane protocol for communication and synchronization between client simulators. Automatic interface generation facility is also devised for more effective cosimulation environment. To enhance the performance of cosimulation backplane, a series of optimized hardware software synchronization methods are introduced. Efforts are focused on reducing control packets between simulators as well as concurrent execution of simulators without roll-back. The environment is implemented based on Ptolemy and validated with a QAM example run on different configurations. With optimized synchronization method, we have achieved about 7 times speed-up compared with the lock-step synchronization.
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1. Introduction

Cosimulation is the major tool to validate the model of heterogeneous reactive embedded systems, which usually consist of programmable components as well as the application specific hardware modules. Through cosimulation, we can validate the functional correctness of the hardware and software working together, ahead of the final synthesis step. Also, cosimulation enables us to evaluate each design decision such as partitioning and component selection[1].

Cosimulation has gained extensive research focuses but with diverse approaches depending on their different emphasis on conflicting goals such as cosimulation speed, accuracy, flexibility, and so on[2]. To make a flexible cosimulation environment, we use a heterogeneous approach rather than a unified one. In the unified approach, the entire system, both hardware and software, is described with a single specification model, usually a hardware description language such as VHDL. The unified simulation is simple but computationally inefficient and not flexible. In a heterogeneous approach, component simulators are separate processes running concurrently and cooperatively. We propose a backplane approach, in which a new simulator has only to define the interface to the backplane, leaving existent simulators unchanged. Then, we may employ different models of component simulators with a tradeoff between accuracy and performance. Moreover, we can perform distributed cosimulation, in which component simulators run on different machines.

In a heterogeneous approach, component simulators communicate with each other. The previous approaches usually adopt direct connection of hardware simulators and software simulators (or host-compiled processes) [3][4][5]. They have a major drawback that a new simulator can not be added without cost of redefining the interfaces of previous existent simulators. Defining interface, however, is a tedious and error prone work. Moreover, in each design iteration, the partition is remade and the interface code should be rewritten. Our work also presents an automatic interface generation to reduce the user's burden[6].

As system complexity grows, cosimulation speed becomes a great concern. Research efforts on cosimulation speedup include using hardware accelerator, changing cosimulation models across levels of abstractions, and reducing the cosimulation overheads as tried in this paper. Since the proposed backplane processes the messages between component simulators with event driven scheduling mechanism, timed cosimulation can be performed. The time is synchronized when the hardware and software simulators exchange messages[5]. To reduce the cosimulation overhead, one may use the optimistic approach in which a component simulator rolls back when it receives a past event from the other simulator. This approach assumes that the component simulator supports rollback mechanism that is usually not the case. In this paper, we propose another approach to optimize the conservative timed cosimulation. In case the application task graph is tree-structured, we obtain a significant gain of cosimulation speed.

This paper is organized as follows: Section 2 reviews our cosimulation workflow. Section 3 describes the concept and implementation details of the proposed cosimulation backplane with the automatic generation facility. Section 4 presents methods to optimize the cosimulation performance and section 5 shows an example and experimental results. Finally, we conclude by summarizing our main contribution.
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3. Cosimulation Backplane

3.1 Cosimulation configurations in previous works

To build a cosimulation environment is to combine heterogeneous simulators. For hardware simulation, most people use a hardware simulator such as a VHDL or Verilog simulator. For software simulation, however, there have been three approaches pursued with their own merits and limitations.

First, a software program is executed with a processor simulator connected to a hardware simulator, which may achieve the most exact timing estimation[8]. For large systems, however, this approach is prohibitive because of its extremely long simulation time. Second, a software program is run as a module of the hardware simulator via its foreign interface [9]. In this approach, software processes, which are fully controlled by the VHDL simulator, are not adequate to model separate concurrent processes with the hardware.

Finally, a software program is executed on the development processor and communicates with the hardware simulator through UNIX IPC. In [3], the hardware and software descriptions are treated as separate UNIX processes which communicate through BSD sockets. Since it is targeting a specific application, it uses a fixed communication model between the hardware and software. A similar approach in [4] maintains two separate descriptions for hardware and software through the entire cosimulation process and models the communication as a message passing system. These works, however, consider only a fixed combination of simulators and a fixed topology of connections.

In all aforementioned approaches, there is no standard interface defined so that new communication code needs to be defined to integrate a new simulator. Also, data exchange between the software and the hardware parts is hidden in the simulated program. So, it is not visible to be probed. For arbitrary connection of various simulators, [10] defines a standard interface through which each simulator can communicate with others. In their approach, they use a C process as a standard interface so that a simulator should send the data to an automatically synthesized C process from which the destination simulator receives it. Their approach supports only dataflow model of computation, which implies timed cosimulation is not possible. Using a standard interface between heterogeneous simulators is the main feature of the Ptolemy[11], their cosimulation platform. Even though our research is also based on the Ptolemy environment, we propose another approach: backplane approach.

In our backplane approach, software simulators(processes) are run on the development processor and communicate with the backplane. A hardware simulator also communicates with the backplane. Therefore, the backplane is the master process to manage
the interprocess communication between software processes and the hardware simulators. As a standard interface for cosimulation, the backplane defines several rules that the client processes should meet. A new simulator can be seamlessly integrated with the backplane if it satisfies the interface rules.

A study on automatic interface synthesis for cosimulation is found in [12], where the VCI tool is developed in order to generate VHDL entities from the interface description called VCI specification. However, a designer should make the I/O descriptions whenever the graph topology is modified. A more automated approach of interface generation is studied in [10]. In their work, however, the application specification semantics are limited to a specific class of dataflow known as SDF[7]. Within the limitation of SDF semantics, they are able to statically schedule the graph and guarantee a deadlock free execution.

We aim to develop a technique of automatic interface generation from the partitioned dataflow graph. As shown in figure 1, the automatic interface generation is simply realized by insertion of communication nodes and generation of C or VHDL codes from them. Communication nodes are predefined in the library. [6] describes implementation details of automatically generated interface for VHDL simulation. The generated interface is compliant to the backplane protocol which is described in the following section.

3.2 Cosimulation Backplane

Figure 2 shows an architecture of the simulation backplane environment designed and implemented in this paper. The cosimulation environment is composed of three parts: the backplane program, interface link modules (one for each simulator) and the client simulators. To integrate a simulator, one link module needs to be created and placed between the simulator and the backplane. It acts as an interpreter between the simulator specific communication protocol and the backplane protocol. When a simulator runs with the generated code, the need for interprocess communication between the client simulator and the backplane arises. The backplane protocol is a standard way of communication between them. It consists of three groups of rules. They are communication rules, synchronization rules, and implementation rules.

**Communication Rules** This group of rules determines how the simulator and the backplane establish, maintain, and terminate the connection. Since the client simulator is invoked by the backplane, the backplane takes the initiative for the establishment of connection by calling a function defined in the link module for the simulator. Since we use the Berkeley socket IPC mechanism, the client process may run on a different machine to make a distributed cosimulation. The backplane is the scheduling engine of event driven model of computation. During cosimulation, the exchange of packets is serialized by the backplane to ensure the execution order of communication among multiple simulators. To terminate the connection, a special control packet is used. By receiving the termination packet generated by the backplane, a link module terminates the connection. When the client module terminates the simulation by itself, the simulator should notify the backplane by the sending a termination packet.

**Synchronization Rules** A group of rules is required for synchronization between client simulators. Though there is one physical socket connection between the backplane and a client process, there may be multiple logical connections in case there are more than one arcs at the partitioned boundary. Therefore, each packet needs to be identified from which port it is sent or to which port it is delivered. We assign a unique identification number to each port of the partitioned graph. When the backplane sends a packet to the client process, this id number is delivered as a part of the packet header. Since the backplane also inserts a time stamp into a header, a packet from the backplane contains three fields: id, time stamp, and message(data).

We enforce that the client process sends a signaling message, DONE signal packet, even though it does not generate a valid message at the current execution. In case multiple messages are transferred from/to the same port, a GO signal packet or a DONE signal packet is appended on each sequence of packets. By receiving this signal packet, the client simulator and the backplane can detect the end of transmission. These control packets are associated with negative id numbers.

The difficulty of synchronization among multiple concurrent event driven simulators is well understood[13]. If simulators use different time scales, the time scale is changed when packing and unpacking the message. By exchanging the time information, each simulator is controlled not to make a causality error, which is a main issue of section 4.

**Implementation Rules** This group of rules defines how to implement the link module which plays a role of a driver for its simulator. Like a conventional device driver in an operating system, its internal implementation is dependent on the supporting simulator while the backplane calls the same function. There are five call-back functions defined in the current implementation as listed in table 1.
In the setup stage, the backplane calls “modifyGalaxy” and “setPTInterface” functions once for each link module. In the “modifyGalaxy” function, the link module modifies the partitioned graph by inserting the communication nodes. The “setPTInterface” function makes a socket code with TCP port number given as an input parameter. After the C and VHDL codes are generated, the client simulators are invoked. At the beginning of cosimulation the client simulator calls “hostConnect” function to establish a socket connection with the backplane. In fact, a socket connection is established between the link module and the simulator.

Before the simulation of VHDL subgraph, the VHDL entities defined as communication nodes are inserted by the “modifyGalaxy” function. Therefore, any VHDL simulator supporting a foreign interface can be added without any modification of the program source, which is an important requirement for a backplane to support a commercial simulator like Synopsys VSS simulator. Sending and receiving messages from/to the backplane is done by the “ReadFromDevice” and “WriteToDevice” functions, respectively. The internals of the functions are dependent on the link module implementation. How the automatically inserted entities work can be found in [6].

4. Optimized Cosimulation

This section describes a series of methods to enhance cosimulation performance, while not loosing the benefits of our cosimulation backplane. There are two considerations from which the optimization mode of the cosimulation is selected before the cosimulation is performed. One is the topology of the partitioned graph and the other is whether the client simulator discloses its scheduling information or not.

**Basic Conservative Timed Cosimulation:** When the backplane sends a message to the client simulator, it appends the timestamp to indicate the current global time. The client simulator executes until its local clock reaches the global current time and sends the response packet. Even when there is no response packet at the current global clock, the client simulator sends a dummy response packet to notify the end of the time advancement and the local next event time. On receiving the response packet, the backplane schedules this response packet to its event queue.

Since not all the event driven simulators allow the user to get the next event time, the local next time is assumed a unit time increment from the current local time. This is the basic lock-step synchronization mode and is depicted in figure 3(a).

While this scheme always guarantees timing correctness, it will be very inefficient especially when the event interval of the client simulator is much shorter than that of the backplane. Since the local clock of the client simulator can not advance without the backplane’s intervention, at least two messages should be exchanged at each clock advancement between the backplane and the client simulator.

**Optimization Mode 1:** The simple but effective optimization is the use of the next event time to reduce the synchronization points of cosimulation. If the client simulator has an API to get the next event time, the client simulator requests to the backplane to schedule itself at the next event time not after a unit-time increment. For example, Synopsys VSS VHDL simulator provides getNextEventTime() in the CLI library. As shown in figure 3(b), it reduces the synchronization points drastically especially when the time unit of the client simulator is much smaller than the event interval. In basic and optimization mode 1, following inequality(1) is always true, which means the local clock is never ahead of the global clock.

\[ G_c = \text{last}(L_c) \geq \text{start}(L_c) \]

**Optimization Mode 2:** In mode 2, we allow the local clock to be ahead of the global clock while inequality (2) and (3) is true. The two inequalities mean that the client simulator is confirmed not to receive any past event.

\[ G_c \geq \text{start}(L_c) \]

\[ t + \epsilon = \text{next}(G_c) \geq \text{last}(L_c) \]

As shown in figure 3(c) and (d), if there is only one client simulator, the backplane sends the global next event time, which becomes the stop time of the

![Fig. 3 Synchronization schemes in various optimization modes](image)

<table>
<thead>
<tr>
<th>Function</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>modifyGalaxy</td>
<td>add communication nodes</td>
</tr>
<tr>
<td>setPTInterface</td>
<td>create socket connection code</td>
</tr>
<tr>
<td>hostConnect</td>
<td>make a socket connection</td>
</tr>
<tr>
<td>ReadFromDevice</td>
<td>send a message</td>
</tr>
<tr>
<td>WriteToDevice</td>
<td>receive a message</td>
</tr>
</tbody>
</table>

**Table 1 Call-back Functions**
client simulator, with input messages. Then, the client simulator can proceed until its local clock reaches the given stop time (case in (d)) or it generates a response message to the backplane (case in (c)). If it generates a response message before the stop time as in figure 3(c), the message becomes the next event in the backplane. Otherwise, the client simulator reaches the global next event time without producing result data as shown in figure 3(d). Then, the client simulator sends a response packet which contains the local next event time when the backplane will reschedule the client simulator.

**Optimization mode 3** : Up to mode 2, the backplane waits until the client simulator responds after it sends input messages. Therefore, no parallelism is exploited in the distributed cosimulation. In mode 3, we allow to send the simultaneous messages to multiple client simulators at the current global time. The global clock of the backplane, however, can not advance until it receives response packets from the client simulators. We run client simulators concurrently in the distributed environment.

The more optimization is possible when the partitioned graph is tree-structured as shown in figure 4. Here, the inequality (1), (2), and (3) are not forced to meet while inequality (4) and (5) are met.

4. \( L_{ci} \geq L_{ci} \geq L_{ci} \)

5. for each \( i, \forall t(L_{ci}) \geq L_{ci} \)

We topologically sort the partitioned graph : backplane, VHDL1, backplane, VHDL2 in figure 2. Then, the ancestor simulator can be ahead of the descendant simulator. Therefore, the backplane keeps track of an event time for each arc separately, not for the whole event queue. The backplane allows a past event to the global queue as long as it is not a next event on the associated arc. In our experiments, only the top-most client simulator run in mode 2. The other simulators run in mode 1 because it is not guaranteed that it will not receive any past event from the ancestor simulator after local clock advancement. While other optimization ideas are also found in previous works, we believe that this optimization based on the topological sort is unique in this paper.

**5. Experiments**

A 16-QAM modulation is chosen to demonstrate the proposed cosimulation environment. The QAM16 modulator produces a 16-point quadrature amplitude modulated signal. To make a modulated signal wave, a raised cosine pulse is used, where the excess bandwidth is 100% and the carrier frequency is twice the symbol rate. At this state, we manually partitioned the graph into software and hardware aiming to validate the correctness of the proposed cosimulation method.

The results shown in table 2, 3 and 4 are cosimulation time and overhead obtained by reading system timer at certain time points using gettimeofday() UNIX system call. We define the cosimulation time into four parts: VHDL simulation time, software simulation time, cosimulation backplane time, and transmission time (IPC : InterProcess Communication). After we measure the other times, we calculate the backplane time by subtracting them from the total time. Profiling results in table 2 and 4 are gathered after we cosimulate the QAM example with 320 loop counts. Under assumption that the transmission bandwidth is 19,200bps, the 320 loop counts mean 1 second of real time. The reason why the VHDL simulation time is much smaller than the total cosimulation time is that the VHDL model is very simple. The main source of low performance of cosimulation is the IPC overhead. The IPC overhead is mainly due to the number of control packets between the backplane and the client simulator. Table 3 shows how many control packets are needed between the backplane and the VHDL simulator. The IPC time as well as the number of control packets is reduced using mode 1 and 2. The backplane part, which includes the global event queue management, is also reduced according to the reduction of the number of control packets.

To experiment the optimization mode 3, we partition the hardware module into two parts. Each sub-module is simulated on the different machine. Even though more computational resources are used, as shown in table 3, the QAM simulation in mode 3 shows worse performance than mode 2 because the number of packets is increased due to the partition of the VHDL.
module. The other reason is that only one of the two VHDL simulators uses the mode 2. Since the optimization approach as well as the partitioned graph in mode 3 are quite different, comparison of mode 3 with other modes is not meaningful. Thus, we compare the result in case of serialized run of simulators with that in case of parallel run.

6. Conclusion

In this paper, we have described a backplane approach of cosimulation. Using the backplane protocols, defined and implemented in this paper, we can achieve a cosimulation environment which integrates a new simulator seamlessly. Only a link module is needed to be created for integration and no modification of simulator source code is required. We assumed that the input specification is a coarse-grain dataflow graph which is partitioned into software and hardware subgraphs. By adding communication nodes to the partitioned subgraphs, we achieve automatic interface generation.

Within our cosimulation environment, various cosimulation speedup approaches are devised and implemented. The efforts are divided into two categories: shrinking the number of control packets and utilizing concurrent simulation. Our efficient yet flexible cosimulation environment will be an useful validation and evaluation tool in the core-based design era.

The proposed approaches have been implemented based on Ptolemy, which provides our system with strong facilities such as graphical user interface, visualization, and C/VHDL code generation from the dataflow graph. To validate our cosimulation environment, we showed a QAM example which runs on two different configurations of cosimulation.
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