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Abstract

A study on thermal porosity model for compact heat

exchanger with louvered fin

Taek Keun Kim
School of Mechanical and Aerospace Engineering

Seoul National University

Due to the peculiar geometry of louvered fin and its complicated nearby
heat and flow distribution, the 3D numerical analysis of a compact heat
exchanger containing a louvered fin had been a difficult analysis task. In
this study, an empirical equation for friction coefficient of a louvered fin
was proposed by assuming it to be a porous medium, in order to enable the
3D numerical analysis of a compact heat exchanger containing it. In the
empirical equation for friction coefficient, the intrinsic permeability and
Ergun constant of the louvered fin were derived as a function of parameters
for the louvered fin. In order to determine the intrinsic permeability and
Ergun constant of the louvered fin, a database of friction coefficient at
Reynolds number from 0.001 to 30,000 was established for 14 different
types of louvered fin models that are magnified by a factor of three. For
Reynolds number from 100 to 1000, the friction coefficient data was
obtained from previous works, and for Reynolds number less than 100 or
greater than 1000, the friction coefficient data was obtained from a 3D
numerical analysis of two-pitch louvered fin. The aim of obtaining the
friction coefficient value for louvered fin at Reynolds number less than 100

or greater than 1000 is to determine the intrinsic permeability for the Darcy



term, which governs viscous force at very low Reynolds number, and to
determine the Ergun constant for the non-Darcy term (or Forchiemer term)
that governs the inertial force at high Reynolds number. To determine the
intrinsic permeability and Ergun constant from the database established
through experiment and numerical analyses, nonlinear and linear regression
analyses were performed consecutively, and a new friction coefficient of
louvered fin suitable for the properties of a porous medium was proposed.
By comparing the newly proposed friction coefficient to the coefficients of
the modified Darcy equation, which governs the momentum within a porous
medium, the intrinsic permeability and Ergun constant of the louvered fin
are obtained. For verification, the friction coefficients obtained from the
database of 14 louvered fin models using the empirical equation were
compared, showing the error within 10% on average. Furthermore, when the
intrinsic permeability value is obtained for 14 different types of model and
different Reynolds number, while the permeability of the louvered fin is
constant for Reynolds number less than 1, it is not constant for Reynolds
number greater than 1. This accurately corresponds to the theory of porous
medium. In the theory of porous media, the pressure drop in the fluid
passing the porous medium is linearly proportional to the Darcy speed when
Reynolds number is less than 1, with the proportionality constant being the
permeability, that is constant. However, if the Reynolds number is greater
than 1, the pressure drop within the porous medium varies nonlinearly with
Darcy speed, with the permeability thereof being no longer constant.
Therefore, it is observed that assuming louvered fin to be a porous medium
is very appropriate. For 3D performance prediction of a compact heat
exchanger, the permeability and Ergun constant proposed in this study, and
Colburn j factor from Kang and Jun (2011) were used. First simulation

compared the 3D numerical analysis of two-pitch louvered fin and the one



where thermodynamic porous medium model was applied. The comparison
showed that while the predicted outlet temperature differs by less than one
Celsius, the size of the volume element of the analysis with porous medium
model decreases to about 1/200 of the usual method. Second simulation
performed a numerical analysis of a compact heat exchanger containing
louvered fin. Compared to the experimental results, it was observed that the
error in the outlet temperatures of cooled air and coolant is within 2 degrees,
and that the error in the pressure drop in the cooled air is less than 10%.
Interestingly, if the compact heat exchanger used for verification of this
study is modeled wusing previous method without applying the
thermodynamic porous medium model, around 24.4 billion volume elements
are required for louvered fin alone, while the application of thermodynamic
porous medium model requires 2 million volume elements only. Moreover,
since less than 10 million volume elements are required for a 3D numerical
analysis of louvered fin, the performance prediction of compact heat
exchanger with louvered fin is now possible using a 3D analysis. For future
research, the permeability and Ergun constant can be determined for other
fins that are commonly used in compact heat exchangers, so that these can
correspond to the properties of porous medium. This will allow the field
engineers to easily design heat exchangers or car air-conditioning and
heating units with reduced design cost and development time, through free

selection of fins and easy performance prediction through simulation.
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1. Introduction

1.1 Motivation

In corporate research activity, there is an increasing demand for
computer-based design owing to the emphasis on shorter release time and
stronger cost competitiveness. Also, in practice, computer-aided engineering
(CAE) is actively used. Moreover, CAE is also commonly used in engine
cooling and air-condition systems design for cars. Following the advances in
hardware and software, prediction based on various physical models is
possible, enhancing the cost and business competitiveness of the companies.
While there are various components consisting of car engine cooling and
passenger space air-conditioning systems, the design and implementation of
heat exchanger is of particular importance to the thermal load system, in
terms of heat transfer. Therefore, it is significantly important to be able to
design a heat exchanger based on its predicted performance in the car
thermal load system. Figures 1.1 and 1.2 show the examples of CAE for
various heat exchangers. However, in the case of louvered fin-tube compact
heat exchanger, where louvered fin is equipped for improved heat exchanger
performance, it is nearly impossible to consider the louvered fin and tube
simultaneously for a numerical analysis, due to the complexity of the
geometry of louvered fin and fluid flow structure and the absence of vast
numerical resources required for simulating louvered fin. As a simple
example, one can estimate the number of lattices required to simulate a car
radiator using a numerical analysis. Figure 1.3 shows a traditional car
radiator model. In this model, there are 60 tubes and 61 louvered fins, with
each fins consisting of typically 400 pitches. Since the number of lattices

required resolving one pitch of a louvered fin is at the order of one million,



if the radiator model is simulated using current analysis methods, it is seen
that around 24.4 billion cells are required for a louvered fin alone.
Accordingly, it is observed that the analysis of louvered fin-tube compact
heat exchanger using traditional numerical analysis methods is highly
difficult for practical reasons. Therefore, a usual approach to the prediction
of louvered fin-tube compact heat exchanger is based on 1D relationship.
One of the common 1D approaches is €-NTU method. While this is a
classical method, it is still used in the industry owing to its fast prediction
and low computational requirements. However, since prediction is made
using 1D relationship, additional models are required for friction coefficient
(f) and heat transfer coefficient (f), and a correction factor is required to
adjust the analysis result. Moreover, due to the limitations of 1D analysis, it
is highly difficult to consider the change in performance with changes in
heat exchanger geometry, and to deduce the flow structure and heat transfer

distribution.



1.2 Objectives

As aforementioned, in a 3D numerical analysis of louvered fin-tube compact
heat exchanger, it was observed that the modeling of louvered fin is highly
difficult using traditional methods. Therefore, to solve this problem, a
louvered fin is assumed to be a porous medium. A porous medium here refers
to a hypothetical continuum that connects the solid part (louvered fin) that
forms the louvered fin, and fluid part (the air that passes through louvered fin).
This continuum can be characterized by permeability (K), Ergun constant (Cg),
and intrinsic heat transfer coefficient (/). An example of the analysis model
that a louvered fin is assumed as a porous medium can be seen in Figure 1.3. It
is believed that 3D numerical analysis of louvered fin-tube heat exchanger will
be possible if a louvered fin is assumed to be a porous medium, and that this
will be very useful for an actual louvered fin-tube compact heat exchanger
design, since the flow structure and heat distribution of the cooled air and

working fluid can be predicted.



1.3 Outline of the thesis

The contents addressed in each section of this thesis are as follow.

In Section 2, the theory of louvered fin will be addressed. Various friction
coefficients and heat transfer coefficients proposed for louvered fin models
will be reviewed, and two methods of predicting the performance of
compact heat exchanger will be introduced, including log mean temperature
difference (LMTD) method and e-NTU method. In Section 3, the theory of
porous medium will be explained. First of all, important and frequently cited
terms will be introduced. Then, the momentum equation within porous
media, and two approaches regarding the energy within porous media will
be explained.

In Section 4, a database for a louvered fin will be established in order to
determine the intrinsic permeability and Ergun constant of louvered fin. The
experiment and model as in Kang and Jun [1] will be used to establish the
database, and the data unavailable from the experiment of Kang and Jun [1]
will be obtained through CFD, so that the database covers 14 louvered fin
models at Reynolds number from 0.001 to 30,000.

In Section 5, a new form of friction coefficient is assumed, and the
friction coefficient of louvered fin as a porous medium is newly proposed,
through the nonlinear and multilinear regression analyses on the database
obtained in the previous section. Moreover, the permeability and Ergun
constant of louvered fin is given as a function of fin parameter, through
coefficient comparisons with the modified Darcy equation.

In Section 6, the permeability and Ergun constant, that reflect the
properties as a porous medium, and the Colbun j factor as in Kang and Jun
[1] will be used to perform a 3D numerical analysis on two-pitch louvered

fin and a compact heat exchanger containing a louvered fin. The result is



compared with the experimental data, and the accuracy and efficacy of the

model obtained from this study will be discussed.
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2. Heat transfer of around louvered fin

2.1 Previous study for louvered fin

There are various applications of compact heat exchangers, ranging from
micro- to macro-scale, and various fins exist for different applications. Fins
commonly used in compact heat exchangers are of five main types, including
offset fin, louvered fin, straight fin, pin fin, and wavy fin. However, in a
compact heat exchanger for cars, a louvered fin is most commonly used. This
is because a louvered fin is superior in terms of heat exchange amount and
manufacturability compared to the other four types of fins. Since 1950s,
research has been progressively conducted on the improvement of the
performance of louvered fin by numerous researchers. Achaichia and Cowell[5]
reported that the flow near the louvered fin has a transition from pipe flow to
boundary flow as Reynolds number increases. Webb et al [6] showed that for
offset strip fins and plain fins with equal hydraulic diameter, the heat transfer
coefficient () and friction coefficient (f) of the offset fin showed a 2.5 fold and
3 fold increase compared to plain fins, respectively, at Reynolds number of
1000 with hydraulic diameter reference. Moreover, Pearson et all (1992)[7]
reported that comparing plain fins and louver fins, the heat transfer coefficient
(/) and friction coefficient (f) of louver fins increased 1.3 folds and 2.1 folds,
respectively.

Davenport [8] obtained empirical equations by conducting an experiment
based on 32 models comprising flat tubes and corrugated louvered fins with
triangular, and this is shown in Table 2.1. Chang and Wang [2,3,4] proposed
models for heat transfer coefficient (j) and friction coefficient (f) of louver
fins, by using 91 models. In addition, Sudden and Svantesson [9] and
Sahnoun and Webb et al [10] proposed models for heat transfer coefficient ()
and friction coefficient (f). Recently, Kang and Jun [1] proposed heat
transfer coefficient (j) and friction coefficient (f) for 3-times magnified
louvered fins, and representative models from numerous researchers are

summarized in Table 2.1.



Table. 2.1 Various friction and dimensionless heat transfer coefficients
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2.2 Introduction to e-NTU/LMTD Method

As mentioned in Chapter 1, a 3D numerical analysis of louvered fin-tube heat
exchanger is nearly impossible due to the lack of physical model and
computational resources for modeling the louvered fin component. Therefore,
as an alternative, the performance analysis for louvered-fin tube exchanger is
possible through heat exchanger theory. Log mean temperature difference and
e-NTU methods are used to predict the louvered fin-tube heat exchanger

performance in heat exchanger theory, and these methods are introduced [11].

2.2.1 Log Mean Temperature Difference (LMTD)

There are mainly two methods of predicting the heat exchanger performance
through theory. The first one is LMTD method, and the second one is e-NTU
method. LMTD is a method of determining the heat exchanger when the mass
flow rate and temperature differences between inlet and outlet (or heat transfer
amount) are known, and &-NTU is a method of predicting the heat transfer
amount and outlet temperature when the entrance temperature, mass flow rate,
and heat exchanger specification are known. When the high-temperature and
low-temperature parts of the heat exchanger exchanges heat as shown in
Figure 2.1, LMTD is given by below.

Consider the differential area element dA; of the low-temperature and high-
temperature parts in Figure 2.1. The heat exchanger exchanges heat as much as
0Q through area dA,. Hence, the amount of heat exchange between low-

temperature and high-temperature parts is given by Equations (2.1) and (2.2).

Q =-m,C,dT, (2.1)
o0 = —n"lcCpchC (2.2)
Where,
dTh:_.5Q ch:_.5Q
mhcph mccpc
10



Meanwhile,

dT, —dT. =d(T, -1 )=-—2 % =—5Q[ 1 +LJ (2.3)

mhcph mccpc mhcph mccpc

Since the heat transfer amount through differential area dA4, in heat exchanger

is given by Equation (2.4):

S0 =U(T, - T.)dA,

Therefore,

d(Th—Tc>=—6Q[ L, ]

i, C,,  1h,C

¢~ pe
AL =10 g | L
Th _Tc ’ mhcph mccpc

Taking the integral from inlet to the outlet of the heat exchanger, Equation (2.4)

is obtained.

T, .—T
In h,out c,out — _UAS : 1 - 1 (24)
Th,in - Tc,in mhcph mccpc

Meanwhile, since

: 0 0
m(C, =—— m(C =—=
e hjin Th,out oo T T

cout ~ Lein

- Th,out )+ (Tc,out - Tc,in ))

ln Th,out - Tc,out - UAg ((

Th,in - Tc,in Q i
A
niL__ Y4 (AT, - AT,)
AT, 0
Therefore,

11



AT, — AT.
=UA 1 2
0=Ud, =1
In—-
AT,

Here, LMTD is defined as below:

AT, — AT.
AT, =220
Im ATi
In—
AT,

12

2.5)

(2.6)

A 2l &



2.2.2 The Effectiveness-NTU Method

Unlike LMTD method, e-NTU method determines the heat transfer amount
and outlet temperature when the size, mass flow rate, and inlet temperature of
the heat exchanger are known. To use this method, few terms and equations
must be defined. First of all, heat transfer effectiveness, ¢, is defined as in
Equation (2.7).

0 Actual heat transfer rate

£= 2.7)

O.ax * Maximum possible heat transfer rate

Moreover, the actual heat transfer amount in the heat exchanger is defined as

in Equation (2.8).

Q = Cc (TL’,out - Tc,in) = Ch (Th,in - Th,out) (28)
Where,
C.=mC,.,C,=m,C,, : Heat capacity rates

The maximum heat transfer amount that can be collected in the heat exchanger

is as in Equation (2.9).

ATmax = Tth -T

c,in

Q = Cmin (Th,in - Tc,in) (29)

Here,

Cin =min[C,,C, ]

Let us predict the radiated amount of heat and outlet temperature for parallel-
flow heat exchanger using e-NTU method.

By using the heat transfer effectiveness (¢), maximum heat exchange amount
(2.7), and the maximum heat transfer amount Equation (2.8),

the heat transfer amount of the actual heat exchanger can be obtained by
Equation (2.10).

13



Q = ngax = gcmin (Th,in - Tc,in) (2 10)

Therefore,
T ..—-T.
In h,out c,out — _UAS 1+ Cc
Tyin = Tein C, C, (2.11)

Meanwhile, since

Q = Cc (Tc,aut - Tc,in) = Ch (Th,in - Th,out)
Substituting this into (2.11),

Thin _Tcin +Tcin _Tcout _Q(T::out _Tcin)
’ ' ’ ’ c, - ’ UA, C.
In =— 1+
Th,in - Tc,in Cc Ch
Meanwhile, since
_ Q _ Cc (Tc,out - Tc,in) TC:OW B TCJ” —g Cmin
Qmax min (Th,in - Tc,in ) Th,in - Tc,in Cc

Therefore, from
I T, T,
1— 1+& c,out c,in :_UAS 1+ Cc
Cy ) Thin =T C, C,
I T. .-T..
exp| - Zcl 14 S || 1] 14 Lo | oo “ e
L CC Ch Ch Th’in _ T::’in

w4 C c\c.
expl = 22| 142 || =1 — g 14 =< |Smin.
Cc Ch Ch Cc

Hence, the heat transfer effectiveness in a parallel-flow heat exchanger is as

|

=]

=]

o

below:

14



1- exp{— lgls [1 + CC?CJ:I
¢ h (2.12)

gparallel Slow = (1 C J Cmm

C

c

o

Equation (2.12) can be written in a simple form as in Equation (2.13).

UAv Cmin
l—exp| ——| 1+ —
Cmin Cmax
gparallel flow — ijn (2 13)
]+ —min_
Cmax

Here, number of transfer units (NTU) is defined as follows:

Ud,  UA,
MU e, @1

Therefore, from the definition of NTU, it is observed that the heat transfer
amount increases with increasing NTU. It can also be deduced that, in general,

heat transfer effectiveness is a function of NTU and heat capacity ratio (c) as

shown in Equation (2.15).

Ud C.. |
8=function( o CLJ: function(NTU,c)  Where c:gﬂ

min

r
A — ™ P
i Q= (T, - T)dA,
T gt
L] —dT,
_l— lr g _—_—I Thou
AT, ar s ALl
cooul
l l': dT, I
- I
T AN =T 0T
T | |ATy= J}f.ol... ~Tou
" — —dA, I A,
1
T . ol
Hot dA & -
fluid — T oot
== T
e I

Cold Tluid
T.’. in

Fig. 2.1 Variation of the fluid temperatures in a parallel flow double-pipe heat

exchanger
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3. Heat transfer in porous media

It was shown in Sections 1 and 2 that it is extremely difficult to analyze the
performance of a compact heat exchanger containing a louvered fin through
computational fluid dynamics (CFD), due to the lack of computational
resources and physical models. Therefore, in order to solve this problem, a
louvered fin region is assumed to be a porous medium, and the performance
of compact heat exchanger with a louvered fin is predicted through a 3D

numerical analysis using appropriate friction and heat transfer models.

3.1 Terminologies

In order to assume a louvered fin as a
porous medium, few important concepts
must be understood. A porous medium
refers to a hypothetical continuum that
assumes the solid and the fluid phases,
such as the air passing through a
louvered fin, to be one whole part. Here,

similar to defining a test element

volume in a fluid continuum for the
mathematical treatment of a hypothetical continuum, in a porous medium,
representative element volume is defined as follows [12]:

Figure 3.1 REV (Representative Element Volume)
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In order to represent the relative ratio between fluid and solid in REV, porosity
can be defined as below. Here, porosity can be divided into true porosity and

effective porosity.

- Porosity (true porosity or total porosity)

% v v % Mtot%
8t: pores _ to;l_ s —1— s —1— totalzl_&

v, total Vtotal MfOf% P s

total
Vyores : Pore volume, Viowi : REV, Vi : Volume of solid in REV, Mo : Mass of

Here,

REV, p. : Apparent density, ps : Solid density

- Effective porosity

vV

interconnected pores

E =
e
Vtotal
Where,
Vinterconnected pores : Connected volume of non-isolated pores in REV
The study on fluid flow in a porous medium was formulated by Darcy during

mid-18" century, and Figure 3.2 shows the schematic of the experimental

apparatus used by Darcy.
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(Generalization of Darcy’s column

Ah/L = hydraulic
gradient

cross-sactional
area, A

Q is proportional
to Ah/L

q=Q/A

Datum, z =0

Figure from Hornbergeret al. (1998)

Figure 3.2 Schematic of Darcy Experiment

Darcy obtained the below equation regarding flow rate and pressure gradient.

Alptpd) 10 G.1)

L K 4

Where, u : viscosity, K : permeability, O : flow rate, 4 : surface area

From Darcy equation, it can be seen that the Darcy velocity and pressure
gradient between the two ends of the porous medium are linearly proportional
to each other, and that permeability acts as conductance in Darcy equation.
Namely, the pressure difference between the two ends of porous medium
becomes smaller with greater permeability. Table 3.1 shows the example of

porosity and permeability of various materials.
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Table 3.1 Comparison of Porosity and Permeability according to various

materials
Material Porosity Permeability Surface per unit
Q K [I:}TI2] volume [nm"]
Agar-agar 2x 101044 % 10°°
Black slate powder 0.57-0.66 49x 1071012 % 1070 1% 10389107
Brick 0.12-0.34 agx1071-22x 107
Catalyst (Fischer-Tropsch, granules only) 045 56x10°
Cigarette Lix 103
Cigarette filters 0.17-0.49
Coal 0.02-0.12
Concrete (ordinary mixes) 0.02-0.07
Concreté (bituminous) 1= 107923 % 1077
Copper powder (hot-compacted) 0.00-0.34 33k 10815 x 1078
Cork board 24% 10751 x 1077
Fiberglass 0.88-0.93 560-770
Granular crushed rock 045
Hair (on mammals) 0.95-0.99
Hair felt 83x100-12x107%
Leather 0.56-0.59 95% 10710-12x 107 12x 10%1.6x 104
Limestone (dolomite) 0.04~0.10 2 10712 55 10710
Sand 0.37-0.50 2x 10718107 150-220
Sandstone ("oil sand") 0.08-0.38 sx 107123 1078
Silica grains 065
Silica powder 0.37-0.49 13%10710-5 x 1010 68% 1389 % 10°
Soil 043-0.54 29%10%-14% 107
Spherical packings (well-shaken) 0.36-0.43
Wire crimps 0.68-0.76 38x 1075-1x 1074 2940

In order to determine the Darcy velocity and pressure gradient in a porous
medium, permeability must be obtained, which is the proportionality constant.
In a classical perspective, there are three ways of obtaining permeability. First
model of permeability is the capillary model. Capillary model replaces the
pores with capillaries that correspond to the internal structure of the porous
medium, and the model of permeability can be established relatively easily. In
other words, by replacing the flow within a porous medium as pipe flow
through multiple capillaries, the relationship between permeability, porosity,

and Darcy velocity can be established.
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For example, approximating an arbitrary porous medium with a capillary
model bundle as in Figure 3-4, and assuming each capillary to be a pipe with
diameter d, the relationship between pore velocity (u,), diameter (d), and

pressure drop in a fully developed flow within a capillary is given by below:

ey
u = -=
P 32u\ dx
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Meanwhile, by the relationship between Darcy velocity and pore velocity,

uy o, =T
D= T 080 dx 32

1//1///////
P
e ey z
- A 2 N zd
6.6 T
Za A 7,
" 4
OO
A

~

Where, N is the number of capillaries and 4 is the surface area of the porous
medium

Figure 3-4. Bundle of capillary tubes

By comparing Equation (3.2) with Darcy equation (3.1), the relationship
between permeability (K), capillarity diameter (d), and porosity (¢) can be
obtained as below:

_nrd? K Ap _ed’

= U , K=——
g (0 u L 32 3.3)

However, if the structure within a porous medium cannot easily be
approximated with a simple capillary model, variations as shown in Figure 3-5
are used, which significantly reduces the accuracy and robustness of the

capillary model.
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Figure 3-5. Various capillary models for porous media

The second model of permeability is the hydraulic radius model, which is a

semi-heuristic approach. Here, the hydraulic radius is defined as follows:

volume available for ﬂoy

. A. _ Cross section available for flow ol _ €
" p wetted perimeter total wetted surfacelV,,, ay
By defining the specific surface ay as below:
_total particle surface _ ﬁ B Asf _ Ay
volume of particles V, V,,(1-¢) l-¢
Hydraulic radius can be defined as follows:
de
d =4r =———
g (1-e) (3:4)

Here, using Hagen-Poiseuille equation for pipe flow through a pipe with
hydraulic radius dj, the following equation regarding pore velocity, hydraulic

radius, and pressure drop is given:
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2
u :L(_d_pj (3.5)
P16k u\ dx

Where, ki is Kozeny constant, and for circular capillary & = 2.
Let us consider a case where a tank is filled with spherical particles with
diameter d.

In this case, the specific area and hydraulic radius are given as follows:

Y
aO = = 4 = —

Voo S d
d - 4 2ed

a,(1-¢) 3(1-¢)
Here, permeability is as follows:

_ed? g

= = d?
2
16k, 36k, (1-¢)

If Kozeny constant is 5, we obtain Carman-Kozeny equation as below:

83

= J (3.6)
180(1—¢)’

K
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If Kozeny constant is 25/6, we obtaine Blake-Kozeny equation as below:

3

K d? (3.7)

Figure 3-6 describes the friction coefficient with increasing Reynolds number
for the case where a tank is filled with spherical particles with diameter d. As
shown in Figure 3-6, while it can be seen that for Reynolds number below 1,
the friction coefficient decreases linearly with increasing Reynolds number,
for Reynolds number above 1000, friction coefficient is a constant that is
irrespective of Reynolds number, and for Reynolds number from 1 to 1000,
friction coefficient changes nonlinearly with increasing Reynolds number.
Hence, it is seen that for Reynolds number below 1, the permeability is
constant, and that Darcy equation is in effect. However, if Reynolds number is
greater than 1, permeability is no longer constant due to the increase in inertial
force, and an additional inertial term is added to Darcy equation as it is not
explained only with Darcy equation. Finally, if Reynolds number is greater
than 1000, the effect of viscous force represented by Darcy equation is
minimal, and friction coefficient is proportional to the square of Darcy

velocity.
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Figure 3-6. Friction factor for flow in a porous medium (Ward, 1964)

Third model of permeability is the drag model. In drag model, the porous
medium is assumed to be filled with spherical particles. Here, the interaction
between spherical particles is assumed to be sufficiently small. Hence, the
drag coefficient for flow near spherical particles can be defined as follows. Yet,
the flow is assumed to be a creeping flow, where Reynolds number is

significantly small.
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Here, since there is force equilibrium between the drag force on spherical

C, =

particles and pressure drop in the fluid, below equation can be obtained:

Ap-A=F(N,, -AL)

Meanwhile, the solution to Stoke’s flow is known to be as below:

F =3mudu,

Therefore, below equation can be obtained:

A _
L

vol.

U
-3mudu, :Eupg (3.8)

Where,

B e
N, 3xd

vol.

(3.9)

However, since in a drag model, it is assumed that there is a minimal
interaction between the spherical particles consisting a porous medium, it can
used for a porous medium with scarce pores in its interior. In this study, a
semi-heuristic approach and modified Darcy equation were used to define

permeability.
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3.2 (Modified) Darcy equation

As mentioned in Section 3.1, Darcy equation is the momentum equation for
flow governed by viscous force with Reynolds number less than 1. However, if
Reynolds number is greater than 1, it is seen that the effect of inertia must be
considered because of the properties of porous medium. From the visualization
results from Dybbs and Edwards [13] and Masuoka [14], the flow pattern
within a porous medium with increasing Reynolds number can be known.

If Reynolds number is less than 1, it can be observed that the viscous force is
much greater than inertial force, with inlet length about 3 times greater than
the diameter of the spherical particles because of the properties of porous
media. Moreover, the channeling effect near the wall is around 1-2 times
greater than the diameter of the spherical particles. Figure 3-7 shows the
approximate velocity distribution when Reynolds number is less than 1. Here,
the average velocity does not consider no-slip condition. In order words, the
velocity is not 0 at the wall. Since there is a contact with the spherical particles
at the wall, the porosity at the plane where spherical particle contacts the wall
is 1, but decreases closer to the center. Hence, near the wall, the flow behaves

as if it passes through a channel, and this is referred to as a channeling effect.

Velocity Distribution

(| (| (| (| L1l L1 [ _
Averaging Velocity

£=1.0 Point Contact
Figure 3-7. Schematic of flow regime for Rep < 1
For Reynolds number from 1 to 150, the flow characteristics inside a porous

medium are as below. Inertial force is greater than viscous force as Reynolds
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number is greater than 1, and it can be seen that boundary layer and streamline
are formed along the spherical particle. Yet, flow is still laminar. However, for
Reynolds number from 150 to 300, it is seen that the mixing with streamline
also exists. Furthermore, for Reynolds number greater than 300, strong mixing
and turbulent effects can be observed, and from here onwards can be classified

as turbulent flow.
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Similar research has been conducted by Masuoka [14], where flow

visualization result was obtained as below.

Re = 240 Re = 990

Figure 3-8. Flow across a Bank of Tubes in a Narrow Gap (Masuoka, 1996)

Therefore, the momentum equation inside a porous medium can be classified
into four main models. First model is when Reynolds number is less than 1,
and viscous force is dominant, of which the momentum equation is Darcy

equation.

Vp=—-—-u, (3.10)
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Since Equation (3-10) is the relationship between Darcy velocity, which is the
average velocity, and pressure drop, it does not satisfy the no-slip condition at
the wall. Therefore, to satisfy the no slip condition at the wall, viscous term is

added to Darcy equation, which is given by Brinkman equation [15,16], as

below:

Vp = —ﬂﬁD + 1, Vi, (3.11)
K

Where,

oy =, [1+2.5(1-¢)]

If the permeability increases significantly and porosity approaches 1,
Brinkman equation becomes momentum equation for Stokes flow, and if
permeability approaches zero, Brinkman equation becomes Darcy equation.
The third momentum equation for a porous medium is modified Darcy
equation. As aforementioned,, even if the Reynolds number is greater than 1
due to the flow characteristics within porous medium, the inertial force is
appreciably greater than viscous force. Therefore, to be applied in an actual
engineering situation, the effect of inertial force must be considered. Hence,
the model with inertial force term added to Darcy equation is the modified

Darcy equation, or the Forchhiemer equation, which is as below [17,18].

- 2

Vp=——-u _ G u
p K P \/Ep D (3.12)
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Finally, governing equation inside porous media, which considers all of
viscous force, inertial force, and no-slip condition at the wall, is the Brinkman-
Forchheimer-Extended Darcy equation as below:

Hr - 2. C = |
sz—?uD + Vil —K—§2p|uD|uD (3-13)

In this study, modified Darcy equation was used as the momentum equation

for a porous medium that describes the louvered fin.
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3.3 Local Thermal Equilibrium Approach

In order to treat the solid and fluid that form REV as a hypothetical
continuum, the concept of porous medium was introduced. For heat inside
such porous media can be treated with two different approaches. When the
heat capacity and thermal conductivity of the solid and fluid are not
significantly different, a local thermal equilibrium approach is possible. In
other words, the solid and fluid inside the REV have the same representative
temperature. In order to develop the local thermal equilibrium approach and
local thermal non-equilibrium approach in the following discussions, we
define some equations including the definition of phase average. Phase

average of, which can be a scalar, a vecter, or a tensor, is defined in three types:
<W>EledV (3.14)
V

1
7 =;J;/al//dV (3.15)

% EV% ,[, v (3.16)
Here, Equation (3-14) is the simple volume average, Equation (3-15) is the
superficial volume average, and Equation (3-16) is the intrinsic volume
average. Superficial and intrinsic volume averages are appropriately used for
phase average within porous media. Moreover, there are two theorems
regarding phase average. First is the theorem for the volume average of a

gradient, and is as below:
1 ~
(V)=Viy) oL | i o)
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Second theorem is the theorem for the volume average of a divergence. For a

vector or a second order tensor, the second theorem can be described as below:
- 1 -
<V-b>_v-<b>+;Lj‘b~ndA (3.18)

Moreover, the generalized transport theorem inside porous media is as below

(Slattery, 1999)[18].

%Lde: J;/aﬁ—l/t/dV+ [ wii,-hda (3.19)

Where, #, is the velocity at surface area 4(¢), and  is alinit vector normal
to A(t). Therefore, by using the definitions of phase average as introduced
above, and the local thermal equilibrium approach, the energy equation inside
REV can be derived. The heat conduction equation for solid and fluid phases

inside REV is as below:

(Pcp)f%zv'kaTf in ¥,
(pcp)s, 687;9 :V.kSVTg in VS’

Since the temperature and heat flux at the phase boundary 4, must be equal:

T, =T,
-k VT, =iy -k VT,

Moreover, by taking the phase average for each phase, Equations (3-17) and
(3-18) can be obtained for fluid and solid phases, and (3-19) for the boundary:

o)’ 2 P U
(pc, ) 2 <az> =k, V- V(T) V=L jﬁvnﬁrfdm; [, s kT a3



=V k(T)'V(-&)+V -k (1-e)V(T)

ot ’
+v-5j ﬁS,.TSdA+ij kT, i ydA (3.18)
Voo, Vo
And at the boundary A
Tf/ _ Ts/
: (3.19)

g '(kfva —k VT, ): 0

Summing Equations (3-17) and (3-18) and applying boundary conditions (3-19)
yields:

) o, 0V <0l -0 oy 25 | ]

Here, constitutive equation is given as follows (Nozad et al. (1985)[19]):

T)=b,-V<T>

A

T!=b -V<T>
Therefore, the heat conduction equation using a local thermal equilibrium
approach is as follows:

o<T >
ot

[e(pe,), +(1=&)(pc,),] =V-(K, V<T>)inV (3.20)

Here,

K, =[gk +(1—e)k 1T kf_k“"[”BdA
=[ek +(1-¢ +— g
€ f s V M, BEf

In a similar manner, the governing equation for convection heat transfer using

a local thermal equilibrium approach can be derived as follows:
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e, ), + 4=, ) D (o, ) ()=, ), v-(5 -9(7) in v G20

Here,

D : Total diffusivity tensor, defined as:

b= K\
b)),
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3.4 Local Non-thermal Equilibrium Approach

As aforementioned, the energy equation within a porous medium allows
two different approaches. There is a local thermal equilibrium approach,
where average temperatures of solid and fluid inside the porous medium are
assumed to be equal, as in Section 3.3. In this approach, there is only one
energy equation inside porous medium, since the average temperatures of
solid and fluid are assumed to be equal. Therefore, less computational
resources are required for calculation. However, if the ratios of heat capacity
or conductivity between solid and fluid are large, or certain phase forming a
porous medium generates heat, then the thermal equilibrium approach is
inappropriate. The cases where thermal equilibrium approach is appropriate
are extremely limited. Typical example of the case where ratios of heat
capacity and conductivity of each phase are small and there is no heat
generation is insulation materials. In most applications, and in particular in
louvered fin with porosity assumption, the ratios of heat capacity and
conductivity between air and aluminum are significantly large, and thus the
energy equation inside a porous medium must be solved through a thermal
non-equilibrium approach.

There are two ways of deriving the energy equation for a porous medium
using a thermal non-equilibrium approach. First way is to obtain the energy
equation in a mathematical way through phase average, and the second way is

to obtain the energy through a semi-heuristic approach.
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3.4.1 The local phase volume averaging

Let us assume that the porous medium consists of aluminum, which is solid,
and air, which is fluid. Then, the energy equation for each phase in a porous

medium is as below:

or, .
(pcp)_,» = T VI | =VR T in Y (3.22)
(Pcp)f 6;; =V-k VI, in ¥, (3.23)
At the boundary A

T, =T,
fg kN =g KV,

By taking the phase average for the liquid phase, below equation is obtained:

(pc )f{8<T>'f +<ﬁ>.f -V(T)f}

ot
(3.24)

_ LT YL B ,
-V. [kfv(ﬂ 7 [ A nﬁT/-dAJ ~(pc,), V(@) 7 L/ Ay -k, VT)dA

In a similar manner, taking the phase average of the solid phase, the energy

equation for solid phase is obtained as below:

oT ' s k . , 1 ) '
(pcp)f <at> :V.(kSWT) +7SLAnSfTSdAJ+7L iy VA (3.25)

At the boundary, 4y T) =T/ + ({T}S - <T>f)

Ak NTp =0y kN +1, '(ksV<T ) =k VAT >f)
Meanwhile, from Equations (3.24) and (3.25), the constitutive equation for 7~
is:
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by (1) b, 1) v, 7y ~(r)’)

7 =5,
7 =6, -V(r) +b, V(1) 4y, (1) (1))

Therefore, substituting and simplifying these equations, the energy equation

for fluid phase is given by below:

a@f + |:<l7>f tay %(2<ﬁﬁl//f>ﬁ - <ﬁfv ' V’;ff>ﬁ) - <L7"//f >/} : V(T}'f

+|:af%( 2<ﬁf1//f> <ﬁﬁ.V5ﬁ> j+<ﬁ'z//f> :l v(T)
-V {a{z+27f<ﬁfbﬁ>f}—<ﬁ;3ff>f}v<T)f+v [mfi—:@l}fy —<1713f>fJ v(T)
ca g2 ) oy (o)) )

Similarly, the energy equation for solid phase is as below:

w{as ﬁ(z(

ot V,

=
N
(E—
<
—
~
-
-

o) —<ﬁsf.v5sf.>'ﬁ H-WTV{%AV—:S(—X%%V ~ (i, vb,)"

—v {a (1+2A7f<ﬁsf5“>ﬁ )]V(T}S +v.(2@?A7f<ﬁsf5vf>ﬁ].v<T>f +as7f<ﬁsf V)’ () ~r)’)

)

At the boundary, Ay :

k(i VY =k (i -V, )"
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Here,

(V=g ], Qaa

By simplifying the equations into a more concise form, finally, the following

equation is obtained:

a<T>f R ;- s = r — s Aﬁ
+v, -V(TY +v.-V(T) =V-D,-V(T) +V \Y% -
a (T) +7,-V(T) g V(T) 5 V(T) Voo, of
AT o s o O = oS Lo = s Ay ( ;o )
~ V(T) +v,-V(T) =V-D,-V(T)" +V-D -V(T) e, (T)" —(T)
(3.28)
ljff, D, 5 P : Total thermal diffusivity tensors

D sf
hs f . The interfacial convective heat transfer coefficient

hy =k (V)" ==k, V)"

Equation (3.28) is obtained by taking the phase average in energy equation in
each phase of the porous medium. The energy transfer between solid and
liquid phases is done through the last term of the governing equation.
However, since Equation (3.28) is much more complicated compared to the
original governing equations (3.22) and (3.23) and has many tensor terms that
must be pre-determined, there is a significant limitation for practical
applications. Therefore, in the next section, another approach is introduced,
that solves these problems while conforming to a thermal non-equilibrium

approach.
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3.4.2 The heuristic two-medium treatments

The governing equation obtained by taking the phase average of governing
equations for each phase under a thermal non-equilibrium approach is much
more complicated than the original governing equations, and has many tensor
terms that must be determined, thus having limitations for practical
applications. In order to solve this problem while conforming to a thermal
non-equilibrium approach, a semi-heuristic thermal non-equilibrium approach
is introduced. Since this approach has a semi-heuristic property, the
mathematical rigor degrades, but its simplicity and conciseness allows use in
many practical applications. There are three main types of models following

the semi-heuristic thermal non-equilibrium approach.

Schumann model

ary  ,aTyY  hy4, s s
ALy 2 e (o —pry)
Ty hy A, ; 7 3.29
(o -y (329

This is the most simple, but least accurate of all introduced models. In this
model, while the energy transfer due to interphase convection is described, it

has the limitation that energy transfer due to conduction is not described.

Continuous-solid model

f f f 2 f
Ay A AL, b gy )
ot ox  elpe,), Ox (pe,) s
ory (k) Ty hyd (<T>s _<T>f) (3.30)
o (-&)pe,), ox*  (I-&)pc,),
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Continuous-solid model is capable of considering both conduction and
convection between phases, and high accuracy is guaranteed if the conduction
and convection heat transfer coefficients can be determined appropriately.

Therefore, in this study, this model will be used as the energy equation.

Dispersion-Particle-Based model
S S 2 A
8<T> +<u>f 6<T> :l <k> +Dxxd 0 <T2> + hszO (Tsf —<T>f)
ot ox e\ (pe,), Ox e(pe,)y

W 1o

TN 2
ot (pc,), r” or or (3.31)
oT, ( f)
—k, or =hy\ly =(T)" | on 4,
Here,
Ty =T, on A

D,"/a,;=0.5Pe, Pe=cu,d/a,
This model is the most accurate of all three models introduced, but is also the

most fastidious of all three, as it still requires the determination of tensor

value in order to solve this model.
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Therefore, the governing equations for louvered fin with porosity assumption

are summarized as below:

Continuity equation

Vi, =0

Momentum equation

- C o=
Vp = _ﬂuo _—EP|UD|“D

K K1/2

Energy equation

ory’ i, or)” _ () T hyd,
ot g Ox e(pe,), o’ e(pc,)

(7 -y

ory (k) oY hy A4y ({T}S— <T>f)

o (-e)pe,), o (1-e)pc,),

Hence, in later chapters, the intrinsic permeability, Ergun constant, and
interfacial heat transfer coefficient (4y) of louvered fin will be obtained, in

order to solve the above governing equations.
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3.5 Previous Study of Fin as Porous media

Following the 1960s, the research on porous media was actively conducted,
and in particular, theory of porous media was applied to the area of mechanical
engineering after 1980s and numerous researches are still in progress. J.C.Y.
Koh and R. Colony [20] assumed micro-channels used for cooling of
electronic devices as porous media in order to predict the temperature
distribution inside micro-channels, and verified this through an experiment. In
their research, Darcy equation was used as momentum equation, and uniform
heat flux conditions were used as thermal boundary conditions. Moreover, a
numerical analysis was used to obtain the solution. S.J. Kim and D.Kim [21]
assumed micro-channels to be porous media, and used modified Darcy
equation as momentum equation. For energy equation, two energy equations
that conform to thermal non-equilibrium assumption in porous media were
used. Uniform heat flux conditions were used as thermal boundary conditions,
and obtained an analytical solution. H.I. You and C. H. Chang [22] determined
the permeability and Ergun constant of pin fin, and H.I. You and C. H. Chang
[23] assumed pin fin to be a porous medium, and used modified Darcy
equation as momentum equation. Moreover, uniform temperature conditions
were used as thermal boundary conditions. Also, Nusselt number of pin fin
was predicted using CFD. D. Kim, S.J. Kim and A. Ortega [24] determined the
intrinsic permeability and Ergun constant of pin fin in order to utilize a porous
medium approach, used uniform heat flux conditions as thermal boundary
conditions, and reported that performance and power consumption of pin fin
can be predicted using CFD for not only laminar but turbulent flow regimes. D.
K. Kim, J. H. Jung and S. J. Kim [25] found the optimal fin thickness for
plate-fin heat sink using a porous medium approach. Summarizing the

previous works, it is observed that relatively simple forms of heat exchanger
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models have been used, and that thermal boundary conditions are uniform heat
flux or uniform temperature conditions. However, this paper treats louvered
fin, which has a highly complicated geometry, and the thermal boundary
condition at the fin-tube boundary is neither uniform heat flux nor uniform
temperature conditions. Therefore, if a thermodynamic porous model of
louvered fin is successfully established for performance prediction in this

thesis, a general methodology can be proposed from this study, that is

irrespective of the geometry of heat exchanger or thermal boundary conditions.
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4. Construction of Data Base for louvered fin

4.1 Design for louvered fin

The detailed design and terminology pertinent to louvered fin are shown in

Figure 4.1.

1 pitch
Half Louver Pitch, HLp -«
Andle, A . Thickness, Fth
P S = s s PO S S P ST S S S S S R R S S S S
T T~ T - T T I T ) T - Lol [ [ = - & Gl - f
| eading Edge, LE Full Louver Pitch, Lp Re-direction Length, S2 Non-louvered Region, S1
h Fin Depth, Fd 4

Fig. 4.1 Detail description of louvered fin parameters

While there are various parameters used in a louvered fin design as shown in
Figure 4.1, louver pitch (L,), louver angle (L,), and louvered fin height (H) are
particularly important factors that have dominant effect on flow friction and
heat transfer performances of louvered fin. In general, for constant effective
surface area of a heat exchanger, there is an increasing trend for heat transfer
performance and friction resistance as louver pitch (L,) and louvered fin height
(H) decrease, and louver angle (L,) increases. In louvered fin heat transfer,
majority of heat transfer is attributed to the louver. A louvered fin enhances the
heat transfer performance by suppressing the growth of thermal boundary
layer through terminating the thermal boundary along the direction of flow.

Moreover, louvered fins are manufactured by roll forming process, and thus
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very advantageous for mass production. These are the reasons why a louvered
fin was selected for compact heat exchangers for cars rather than various other
heat exchanger fins. Figure 4-2 shows the louvered and un-louvered regions in
a louvered fin. While un-louvered regions are unnecessary for improving the
heat transfer performance and friction resistance property, un-louvered regions
must be included for manufacturing processes. The loss from non-louvered
regions are due to a span-wise coherent structure as in the work of Cui and

Tafti [26].

| Fd =Td |

Tp

Lp

Fig. 4.2 Schematic for louvered-, Un-louvered regions

From, the numerical results of large eddy simulation (LES) by Cui & Tafti [26],
it was shown that even if the Reynolds number is around 1000 with reference
to louvered fin pitch (L,), locally, the flow is strongly turbulent, and is at
unsteady state rather than steady state, due to the span-wise coherent structure

generated from un-louvered region and vortex occurring at the edge of
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louvered region. As such, the 3D numerical analysis of flow and heat transfer
near louvered fin is a highly challenging task. However, as the louvered fin
depth (F4) becomes relatively large (greater than 35mm), the error between
numerical analysis and experimental results becomes smaller, and as the
louvered fin depth becomes relatively small (less than 20mm), the error
between numerical analysis and experimental results become larger. This is
because if fin depth (F,) is larger, the momentum in stream-wise direction is
much larger than the loss due to span-wise directional coherent structure
generated from a un-louvered region, reducing the error between analysis and
experimental results. Meanwhile, if the fin-depth (F,) is smaller, the loss due
to a span-wise directional coherent structure generated from the un-louvered
region is relatively large, causing the increase in error between analysis and
experimental results. The flow around louvered fin is well depicted by the dye
visualization shown in Figure 4.3. As it can be observed from Figure 4.3, there
are two different types of flow near the louvered fin. Namely, these are
louvered direct flow and duct direct flow. In general, duct direct flow is
dominant for smaller Reynolds number, which changes to louvered direct flow
as Reynolds number increases. In general, the design of louvered fin intends
for louvered direct flow to be dominant. This is because the heat transfer in
louvered fin occurs in louver, as aforementioned. However, as shown in Figure
4.4, in an actual louvered fin flow, louvered direct flow and duct direct flow
coexist.

In the next section, in order to observe the accuracy of the numerical
analysis of flow and heat transfer of louvered fin presented in this thesis, the
experimental result and the numerical analysis results from previous works are

compared against each other.
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Fig. 4.3 Duct- and Louvered- directed flow around louvered fin

Fig. 4.4 Real flow around louvered fin

Above characteristics can be observed for different Reynolds numbers,

through the numerical analysis of flow and heat transfer in flow near louvered

fin as well. In Figure 4.5 and 4.6, the flow and temperature fields at Reynolds
48

e



number 0.1, 100, 400, and 800 are shown. As can be seen here, when Reynolds
number is very low, or 0.1, duct direct flow is dominant in the flow near
louvered fin, and as Reynolds number increases, the flow has a transition to
louvered fin.

Figure 4.7 shows the flow and heat transfer characteristics near louvered fin

for different Reynolds numbers, from the work of Archaichia & Cowell [5].
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50




¥ T TTTTTT p
Line pf/Lp 8 (deg}
01 Ly =081 mm 1 260 29
« - 2 266 20 J
= . 4.11 28 4
g -
= N Flat Plate 7]
=
5 ~ Duct Flow 5
= L Ag=a i
o
N
0-01 ! 1 1t P11l 1 1 ay LIt
10 100 1000

Reynolds Number - Rey

Fig. 4.7 Stanton number curves demonstrating transition from duct to flat-plate

flow (Achaichia & Cowell, 1988)
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4.2 CFD results validation for louvered fin

In order to verify the accuracy of the flow and heat transfer analysis results to
be used in this study, a comparison was made to the experimental data from
Achaichia and Cowell [5] and analysis results from Atkinson et al [27]. Figure
4.8 and Table 1 show the geometry of the louvered plate fin used in Achaichia

and Cowell [5] and the specifications of the fin used in this study.

Ai'r flow

Fig. 4.8 Achaichia & Cowell’s experiment model

In this study, a numerical analysis was performed for variants 1 and 3 of the
test samples from Achaichia and Cowell [5]. Meanwhile, Atkinson et al [27]
performed a 3D numerical analysis for flow and heat transfer based on the test
data and the information on louvered fin test samples of Achaichia and Cowell
[5]. The louvered plate fin in Atkison et al [27] did not consider the un-
louvered region unlike Achaichia and Cowell [5]. The model of the louvered

plate fin used in the work of Atkison et al [27] is shown in Figure 4.9.
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Table 4.1 Test samples conducted by Achaichia & Cowell

Tube Min. free
Fin Louver Louver Transverse Hydraulic flow area
Pitch Pitch Angle Pitch Rows of Diameter frontal area
Variant F (mm) L (mm) « (deg) T (mm) Tubes dy (mm) a

1 2.02 1.4 25.5 11 2 3.33 0.813
2 325 1.4 25.5 11 2 494 0.822
3 1.65 1.4 25.5 11 2 2.69 0.808
4 2.09 1.4 21.5 11 2 3.37 0.814
5 2.03 1.4 28.5 11 2 3.30 0.813
6 2.15 1.4 255 1 1 3.47 0.813
7 1.70 14 25.5 1 1 2.76 0.807
8 2.1 0.81 29 11 2 338 0.812
9 1.72 0.81 29 il 2 2.81 0.807
10 333 0.81 29 i 2 5.02 0.820
I 2.18 1.1 30 I 2 349 0.813
12 2.16 0.81 20 1l 2 345 0.812
13 2.16 1.1 28 8 2 314 0.746
14 217 1.1 22 14 2 3.66 0.850
15 2.17 1.1 22 8 2 316 0.747

o = ratio of minimum free-flow arca to frontal area.

In this study, a numerical analysis was performed for variants 1 and 3 of the
test samples from Achaichia and Cowell [5]. Meanwhile, Atkinson et al [27]
performed a 3D numerical analysis for flow and heat transfer based on the test
data and the information on louvered fin test samples of Achaichia and Cowell
[5]. The louvered plate fin in Atkison et al [27] did not consider the un-
louvered region unlike Achaichia and Cowell [5]. The model of the louvered

plate fin used in the work of Atkison et al [27] is shown in Figure 4.9.

53
P e i)



Fig. 4.9 Louvered plate fin model using Atkinson et al. study

Since Atkinson et al [27] did not consider the un-louvered region, there is no
change in the geometry of louvered fin in span-wise direction, and thus this
model can be considered as 2D. However, in this study, two types of models
are considered for a numerical analysis of flow and heat transfer, including the
one without un-louvered region similar to Atkinson et al [27], and the one that
considers the louvered region similar to Achaichia and Cowell [5], in order to
consider the un-louvered region as well. Figure 4.10 shows the models of
louvered plat fin used in this study. Moreover, in Figure 4.11, the boundary
conditions used in the numerical analysis of louvered plate fin in this thesis are

specified.
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(b)

Fig. 4.10 (a) Louvered plate fin without un-louvered region, (b) Louvered

plate fin with louvered region

55



Periodic Condition

Periodic Condition

Fig. 4.11 Boundary conditions for louvered (plate) tin

In this study, a numerical analysis of flow and heat transfer was performed
using the boundary conditions specified in the work of Achaichia and Cowell
[5], and the result was compared to the results from Achaichia and Cowell [5]
and Atkinson et al [27]. Figure 4.12 shows the comparison of friction
coefficient, and Figure 4.13 shows the comparison of Stanton number. As
shown in Figure 4.12, there is a good agreement between the test data from
Achaichia and Cowell [5], CFD data from Atkinson et al [27], and the CFD
data from this thesis. However, in terms of Stanton number in Figure 4.13,
which represents the heat transfer performance, the simulation model for
Achaichia and Cowell [5] is closer to the test data of Achaichia and Cowell [5]
than the numerical results from Atkinson et al [27]. As such, it is seen that
there is no shortcoming in using a numerical analysis in this study as a tool for
obtaining the flow and heat transfer characteristics of louvered fin. Therefore,
in the next section, we obtain through a numerical analysis the data for
Reynolds number less than 100 or greater than 1000, for which the empirical

equation for a louvered fin from Kang and Jun [1] is not guaranteed to hold.
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In order to use the CFD data for Rer, > 1,000 in the database, the actual CFD
results were compared to the following correlation proposed by Achiachia and
Cowell [5]. Below is the correlation proposed by Achaichia and Cowell [5].
Achaichia and Cowell’s correlation (150 < Rez, < 3,000)

f,=596Re, (0.318logRe; , ~2.25)
P

f _ 0.895fA1.07F—0.22L0.25T0,26H0.33
H=Lsina

where F': fin pitch, L : louver pitch, 7' : tube transverse pitch, a : louver angle

As a result, the graph as in Figure 4.14 was obtained for Re;, > 1,000 with

increasing Reynolds number.
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Fig. 4.14 Comparison of Experimental and CFD results for louvered plate fin

Therefore, it is seen that the following analysis error is included, for different

Reynolds number.

Rer, < 1,000: within 2% error
1,000 < Re;, <2,500: within 10% error
Rer, > 3,000: within 20% error
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Therefore, the CFD results for Re;, > 1,000 can be taken as the values for the

database.

59
A 2l &



4.3 Construction of Data Base for louvered fin

In order to perform the flow and heat transfer analysis for heat exchanger
assembly with a louvered fin, porous media approach for a louvered fin is used
in this paper. In order to apply the porous media approach, the momentum
equation for the louvered fin region, assumed to be a porous medium, will be
chosen to be modified Darcy equation, and for energy equation, a local
thermal non-equilibrium approach is taken, in order to solve the equation for
the louvered fin and the air passing through a louvered fin. The governing

equation in a porous medium used in this thesis is as below:

Vi, =0 4.1
My~ Cp >
Vp=-"Lg 4.2)
p KD JK PUp
T, o°T,
(1-&)p,C; at :ksey-’_hsfasf(Tf -T) (4.3)
oT aT, o°’T,
S ey f
gpfcf|: ot +<u> Ox :|_ kfe ax2 + than (Tv _Tf) (44)
Where,

kr.=¢ky : Effective thermal conductivity of the fluid
kse=(1-¢)k, : Effective thermal conductivity of the solid
ag: Wetted area per volume

hy : Interstitial heat transfer coefficient

u,=<u>': Average pore velocity

¢ : Porosity

K : Permeability

Ck : Ergun constant
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Hence, in order to solve the governing equation in a porous medium, the
permeability (K), Ergun constant (Cg,) and interstitial heat transfer coefficient
(hsy) must be determined first.

In order to determine the momentum equation inside porous media, the
permeability (K) and Ergun constant (Cg) must be predetermined. Modified
Darcy equation consists of viscous term and inertial term inside a porous
medium, and considers the characteristics of a porous medium. If the Reynolds
number inside porous medium is greater than 1, the effect of inertial force
must be considered. Therefore, in many applications, Reynolds number is
generally greater than 1. In particular, for car heat exchangers, the Reynolds
number is between 100 and 1000, and thus the viscous force is insignificant
compared to inertial force. Hence, the pressure difference from fluid passing
through louvered fin has the exponent from 1 to 2 in previous works on a

louvered fin (Table 2).

Table 4.2 Relation pressure drop passed in louvered fin and velocity for

various friction models

Re;, <150
Ap ~ 1%
Achaichia and Cowell

150 <Rth <3000 (1988)
Ap ~ 1%
110 <o, <1000 Sunden and Svantesson
Lttt (1992)
130 < Rth < 800 Kang and Jun
A= (2011)
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While this can be the best regression curve for Reynolds number between
100 and 1000, when Reynolds number is less than 100 or greater than 1000,
the error between tests with previous models increases. Therefore, in order to
determine the permeability (K) and Ergun constant in modified Darcy equation,
the pressure drop and heat transfer amount must be obtained for Reynolds
number from less than 1 to greater than 1000. Meanwhile, Kang and Jun [1]
proposed the friction and heat transfer models as in Equations (4.5) and (4.6)
through an experiment for Reynolds number from 200 to 800, using the same

model as that used in this study.

13O<ReLP <800

0.233
L
f=481Re, "% (cosh)"** {—p] (4.5)
4 Fp
0.364
j=4181Re, L (4.6)
v F,cos6

Therefore, when a louvered fin is assumed to be a porous medium and
modified Darcy equation is selected as the momentum equation, the
permeability (K) and Ergun constant (Cr) of the louvered fin must be
determined. Since the effects of viscous force from pressure gradient and
inertial force must be considered separately, the friction coefficient must be
obtained from very low Reynolds number (~1) to very large Reynolds number
(~30,000).

In this study, the friction coefficient is obtained from the empirical equation
of Kang and Jun [1] for Reynolds number from 100 to 1000, and for Reynolds
number less than 100 or greater than 1000, the friction coefficient data is
obtained using CFD. The test model used in the work of Kang and Jun [1] is a

3-times magnified model of louvered fin, and detailed verification is referred
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to references [28, 29]. Table 4.3 summarizes the geometrical characteristics of

the model used in Kang and Jun [1] and in this study.

Table 4.3 Detail geometries information of louvered fin for present study

5 Lp9 Lp9 Lp9 Lp9 Lpll Lpll Lpll Lpll Lpl3 Lpl3 Lpl3 Lpl3 Lpl4 Lplo
Name Symbol 5, 357 A3 A37 A2 A2 A3 A37 A2 A2 A3 A3 A2 A
L;‘::l:' I, 27 27 27 27 33 33 33 33 39 39 39 39 42 30
La‘:l“g‘l:' 6 22 27 32 37 22 27 32 37 22 27 32 37 271 22
Non-
louvered  §; 525 525 525 525 405 405 405 405 405 405 405 405 630 539
region
Re-
direction S, 233 233 233 233 3.00 3.00 300 3.00 300 3.00 3.00 3.00 3.60 6.15
length
D“%‘l‘l”f Fy 540 540 540 540 540 540 540 540 540 540 540 540 540 555
Finpitch F, 364 364 364 364 364 364 364 364 364 364 364 364 364 364
micl;;‘:ﬁs Fa 027 027 027 027 027 027 027 027 027 027 027 027 027 027
hfi‘g“m H 236 236 236 236 236 23.6 23.6 236 23.6 236 23.6 236 236 27.2
]I:’;’g‘t: L, 186 186 186 186 186 186 18.6 186 186 186 186 186 18.6 222
ge‘z’tfl T; 540 540 540 540 540 540 540 540 540 540 540 540 540 555
;‘:‘C’l‘) T, 292 292 292 292 292 292 292 292 292 292 292 292 292 328
‘f::’t; T. 56 56 56 56 56 56 56 56 56 56 56 56 56 56
‘“Z‘_‘“ I, 300 300 300 300 352 352 352 352 408 408 408 408 473 338
0}}‘:&?:, 17 17 17 17 15 15 15 15 13 13 13 13 1 15
‘\0‘;‘2';5‘ - 35 35 35 35 35 35 35 35 35 35 35 35 35 35
HEX
7 - 1188 1188 1188 1188 118.8 1188 1188 1188 1188 118.8 1188 1188 118.8 132.8
mrt:‘:nl . Al Al Al Al Al Al Al Al Al Al Al Al Al Al
Fd=Td I
( )
& ] Fo
C )
—\\\\w;gg/
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By organizing the data from the empirical equation of Kang and Jun [1] and
CFD for Reynolds number less than 100 or greater than 1000, a database is
established for friction coefficients of 14 different types of louvered fin for

different Reynolds number as shown in Figure 4.13.
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Fig. 4.13 Data-Base for louvered fin’s friction factor combined by Experiment

correlation and present CFD
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5. Statistical Treatment

5.1 Non-linear regression

The aim of this study is to propose empirical equations for intrinsic
permeability (K) and Ergun constant (Cg) in the momentum equation for a
porous medium in terms of parameters for a louvered fin by assuming a
louvered fin as a porous medium. In order to establish empirical equations for
permeability (K) and Ergun constant (Ck), not only the empirical equation of
Kang and Jun [1] was considered, but also viscous and inertial forces, for
which a database was established in Chapter 3 for Reynolds number less than

100 and greater than 1000 that was not considered in Kang and Jun [1]. In this
chapter, a new empirical equation that can consider both viscous and inertial
forces is proposed, through a regression analysis on the established database.
Figure 4.13 shows the distribution of friction coefficient for 14 louvered fin
models, which was obtained by combining an empirical equation and the CFD
results from this study. A peculiar aspect of this graph is that friction
coefficient decreases linearly until Reynolds number of 1000, but has a
constant value irrespective of Reynolds number after the Reynolds number of
1000.

Such pattern in friction coefficient distribution is very similar to the
distribution of the friction coefficient obtained from a sphere with same
diameter. Examining Figure 5.1, it is seen that the friction coefficient is
divided into three main regions depending on the Reynolds number. When
Reynolds number is less than 1, the friction coefficient is completely linear.
When Reynolds number is greater than 1000, the friction coefficient is
constant irrespective of Reynolds number. Moreover, when Reynolds number

is between 1 and 1000, the friction coefficient decreases nonlinearly because
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of the inertial force effect. Here, the friction coefficient models for each region

can be proposed in three different types as below:

2

Ap _ IHMMD Blake-Kozeny Equation (5.1
L &*d’
Ap  150(1-¢) L751-¢ 5 oo 5
T—ﬂWuD +p7 53 Up rgun cquation ( . )
Ap 1.751-¢ .
A = p7—3u D Burke-Plummer Equation (5.3)

&

Blake-Kozeny equation holds for Reynolds number less than 1, and has the
property that pressure gradient is proportional to the Darcy velocity (up).
Blake-Plummer equation shows that pressure gradient is proportional to the
square of the Darcy velocity (up’). Moreover, in Ergun equation, it is seen that
the viscous and inertial forces must be considered together, when Reynolds
number is between 1 and 1000. Since it is seen that the friction coefficient
distribution for louvered fin also consists of three regions, it can be deduced
that the porosity assumption for louvered fin is appropriate.

Friction coefficient can be assumed as Equation (5.4), in order to propose a
new empirical equation for friction coefficient of louvered fin from Figure
4.13, and in order to separate the proposed empirical equation into viscous and

inertial forces.

— Cl
Re L,

/

+C, (5.4)

Where, C; and C; are functions of louvered fin parameters.
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Fig. 5.1 Classical correlations of friction factor for spheres immersed by bathe

In obtaining the empirical equation through a regression analysis based on
Equation (5.4), the empirical equation cannot be obtained through multi-linear
regression since the equation is nonlinear. Hence, C; and C are obtained from
a nonlinear regression analysis from each of the 14 models of louvered fin, and
the empirical equation (5.4) is obtained by performing a multi-linear
regression analysis on C; and C>.

In order to obtain C; and C; for the louvered fin model using a nonlinear
regression analysis, the friction coefficient is assumed as a function with

variables as shown in the following [30]:
fi=g,:L,.F,,0)+e, (5.5)

Where, i corresponds to a single arbitrary Reynolds number for each louvered

fin model. Moreover, for each louvered fin model, Reynolds number values
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from 29 points were chosen. u,; is the pore velocity, and has the following

relationship with Darcy velocity (up):

4 = (5.6)

Moreover, L,, F), 6 and ¢ are louver pitch, fin pitch, lover angle, and porosity

respectively, and e; is the random error. Expanding the Taylor series of

Equation (5.5) to the first order for L,, F),, 6, Equation (5.7) is obtained:

of(u,) o lu, ) o u,)
—f(u. )= AL 4+ - UAF 4= ZAQ +e. 5.7
vi=fiu,) oMt AR : (5.7)

Where y; is the true value obtained from the database.

By applying Equation (5.7) to n data points, the matrix form in Equation (5.8)

is obtained.

[D]=[z]a4]+[E] (5.8)

Here, matrices [D],[Z],[ A A][E] are as follows:

[of(u,) Ofi(u,) ofi(u,) |
] ] oL, OF, 00
yl_fi(upl) a_fz(upl) afz(”pl) a-fz(uﬁl)
Y2 _fz(”pz) aLp an o
pl-| -
_yn_fn(up,,)_ af,,(u,,l) afn(upl) afn(um)
oL, oF, 00 |
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)
AL
p
[Ad]=| AF, [£]=
AG
_en_

Moreover, let us define the residual function Sr as follows:

2
SFZZ[Di _ZAAjZﬁJ

i=1 j=0

Using least squares method, partial derivatives with respect to each louver fin

parameter is taken.

aSr_O 8Sr_0 oSr

~r Y o5 =Y —=0
oL, = oF, = 00

Using a recursive algorithm, the optimal C; and C. for each of the 14 louvered
fin models can be obtained as /A4 approaches 0. Table 5.1 shows the values of
C; and C; for 14 louvered fin models obtained from a nonlinear regression

analysis.
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Table 5.1 C; and C; values

Model C C,
Lp9A22 17.87247 0.05430
Lp9A27 22.58648 0.06200
Lp9A32 29.88127 0.07140
Lp9A37 34.30446 0.08270
Lpl1A22 20.51004 0.06040
Lpl1A27 24.70168 0.06650
Lpl1A32 32.48772 0.08200
Lpl1A37 36.02504 0.09240
Lpl13A22 24.26002 0.06340
Lpl13A27 27.11923 0.06830
Lpl13A32 33.23943 0.08170
Lpl13A37 38.23295 0.10430
Lpl4A27 29.95682 0.07750
Lpl10A22 20.39249 0.05930
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5.2 Multi-linear regression
5.2.1 friction factor (f) correlation

Through a nonlinear regression analysis, optimal C/ and C2 were obtained
from each of the 14 louvered fin models, and from now on CI and C2 will be
turned into functions of louvered fin parameters using a multi-linear regression
analysis. In order to perform a multi-linear regression analysis, C/ and C2 are

assumed to be in the form of Equations (5.9) or (5.10).

by,
.\
C;=In e (cosH)b‘-’ (F_pJ (j=L2) (5.9)

p

Or

L
C, = by, + b, In(cosh) + b,, ln(F—p]

p
(5.10)

L
C, =by, + by, In(cosd) + by, h{F—P]

p

Where,

L i
Assuming that  x;; =In(cos6,), x,; = h{FLJ and using least squares method,

D
below matrix is obtained:

DI T I
2
Xy Xy X1i%0;
2
Xoi X1iX2; Xoi

o Zyi
(= leiyi (5.11)
2 ZXZiyi

> &>
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Solving the above matrix, below empirical equations are obtained for C; and

Cy:

C, =14.8+13.3In(L, / F,)—1041In(cos &)

(5.12)
C, =0.0455+0.0327In(L, / F,)—0.224In(cos )

Therefore, new empirical equation of friction coefficient for a louvered fin

obtained by assuming a louvered fin as a porous medium is as below:

fe 14.8+13.3In(L, / F,) —1041In(cos 6)

Re,
! (5.13)

Figure 5.2 shows the newly proposed empirical equation for a louvered fin

with respect to Reynolds number and louvered fin models.
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; ; ............. Lp9A32
s L 1| ——— Lp9A37
8 10 E 3 —— Lpl0A22
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"2 10 3| —— Lpi1a27
g 101 - E B Lp11A32
k= E 3| ——— Lpl1A37
I ¥ ] Lpl3A22
10 E Lpl3A27
- ] Lpl3A32
10 g Lpl3A37
: 3 — — Lpl4A27
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103 102 10! 10° 10! 10? 10 10* 10°

Re I

Figure 5.2 Friction factor distribution followed by new correlation equation

about louvered fin
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5.2.2 Heat transfer coefficient (Colburn j factor)

This study took a thermal non-equilibrium approach for energy equation in
porous media, and hence has separate energy equations for fluid and solid
regarding energy inside porous medium. In a porous medium, the governing

equations for each phase are as follow:

Energy equation for fluid phase

A A A

ot g Ox _g(pcp)f o e(pe,),

(<T> ~(ry ) (5.14a)

Energy equation for solid phase

a1y K ) hyd,
o (=e)pe,), o (-,

((T}S (1) ) (5.14b)

Therefore, in order to solve the energy equation for louvered fin with
porosity assumption, the interfacial heat transfer coefficient (k) must be
determined. Hence, in this study, the heat transfer model of Kang and Jun [1]
was used to determine the interfacial heat transfer coefficient.

The heat transfer model of Kang and Jun[1] is as follows:

I 0.364
i=1.81Re, "% 2 _ (5.15)
/ tpa F,cos0
Moreover, the distribution of heat transfer coefficient with different Reynolds
number and louvered fin model obtained from the 3D numerical analysis in
this study is as follows. In Figure 5.3, it is seen that the data is in good

agreement with the empirical equation of Kang and Jun [1] for Reynolds
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number between 100 and 1000.

J factor distribution with respect to Reynolds number
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Figure 5.3 Colburn j factor distribution followed by new correlation equation

about louvered fin
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5.3 Verification of present correlations

5.3.1 Comparison of present correlation and Data-Base

In order to verify the empirical equation for friction coefficient of louvered fin
newly proposed in this study, the empirical equation was firstly compared to
the database regarding louvered fin. The data used for comparison pertains to

4 types of louvered fin models (Lp9A22, Lp9A27, Lp9A32, Lp9A37).

1% g
mf O CFD(Dressnt studr)
E A Eang & Jon
F —— Correlation (Pras=nt swdy)
w [
21|
B i
.
e g
10 |
10 L
s 10 17 Ll 1 ¥ 10¢ 10
Fa _
(a) Lp9A22
1% g
10 ; O CFD (Prezent study)
A Kang & Tun
F —— Cogralation { Prazent study)
1
2|
B i
I
e g
10 |
10 L
JLEC [ 1 1@ 1 ¥ 10¢ 10
Re, _
(b) Lp9A27
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Fig. 5.4 Comparison of friction factors between previous data and novel

correlation of present study of louvered fin

It is observed that the error between new empirical equation for friction

coefficient of louvered fin and database is within 10% on average.
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5.3.2 Permeability and Ergun constant of louvered fin

Momentum equation for louvered fin assumed as a porous medium is as in
Equation (5.16).

Vp= —%% _%pWDWD (5.16)
Here, K is the permeability (m?) and Cr is Ergun constant.

Equation (5.16) is the modified Darcy equation, where its first term of the
right-hand side is referred to as the Darcy term, and the second term is referred
to as non-Darcy or Forchhiemer term. In the theory of porous media, when
Reynolds number is less than 1, the pressure drop in the flow through porous
medium is linearly proportional to Darcy velocity. Here, the permeability is
constant, and the momentum equation is Darcy equation. However, if
Reynolds number is greater than 1, the pressure drop in the flow through
porous medium is no longer linearly proportional to Darcy velocity, and the
permeability is not constant either. Therefore, non-Darcy effect, or namely,
inertial force appears. Hence, if a louvered fin is assumed to be a porous
medium, and modified Darcy equation is used as momentum equation, the
intrinsic permeability and Ergun constant of louvered fin must be determined.
In previous chapters, this study obtained an empirical equation for the friction
coefficient of the louvered fin with porosity assumption, and in general, the
relationship between pressure drop and friction coefficient is described by

Equation (5.17).

2
%ZfﬁL Up (5.17)
L 2 Lp &

By substituting Equation (5.13) into Equation (5.17), and comparing the
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coefficients with the modified Darcy equation, the intrinsic permeability and
Ergun constant of the louvered fin with porosity assumption can be obtained as

below:

Permeability of louvered fin

2
X 26‘Lp

C. (5.18)

Ergun constant of louvered fin

G,

I N
2L, (5.19)

CE
Therefore, the intrinsic permeability and Ergun constant of louvered fin was
turned into a function louvered fin parameters (louver pitch, louver angle, and
fin pitch) and the porosity of louvered fin. Figure 5.5 shows the permeability

of louvered fin with different Reynolds number and louver model.
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Fig. 5.5 Permeability as a function of the Reynolds number for various

louvered fin geometries

In this figure, it is seen that when Reynolds number is than 1, the permeability
is constant irrespective of louver fin model, and that when Reynolds number is
greater than 1, the permeability is no longer constant. This is accurately in line
with the theory of porous media. According to the theory of porous media,
when Reynolds number is less than 1, viscous force is dominant, and pressure
gradient is linearly proportional to Darcy velocity. Hence, permeability is
constant. However, if Reynolds number is greater than 1, inertial force comes
into effect, the pressure gradient is no longer linearly proportional to Darcy
velocity, and thus permeability is no longer constant. Therefore, it is

appropriate that louvered fin was assumed to be a porous medium in this study.
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5.4 Need to new friction correlation for louvered fin

Numerous researchers previously developed friction coefficient models for a

louvered fin for its performance enhancement. These models have high

accuracy for the operating range of a car. However, these models are not

appropriate for friction coefficient equations assuming louvered fin to be a

porous medium. It can be seen that in previous friction coefficient models,

pressure gradient of louvered fin is proportional to an exponent between 1 and

2 with respect to velocity. This cannot represent any of viscous or inertial

forces. It is, however, designed for the best agreement with test results in the

operating range of a car. Therefore, the prediction accuracy degrades

significantly outside of the operating range of a car (in terms of Reynolds

number, between 100 and 1000).

1000.000

10.000 -

1.000
100 10,00 7

1000.00

10000.00

¢ APDB
B APNEHT Kang

APNEHT

Fig 5.6 Comparison of louvered fin friction factor according to wide range

Reynolds number
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Figure 5.6 shows the comparison between the database of louvered fin, friction
model of Kang and Jun [1], and the CFD analysis result with porosity
assumption using Equation (5.13). For Reynolds number between 100 and
1000, the three data sets are in good agreement, but when Reynolds number is
less than 100 or greater than 1000, the friction coefficient from Kang and Jun
[1] has a significant difference to the value from the database. However, the
CFD results computed using the friction coefficient obtained from this study
are in good agreement with the database. Therefore, it is seen that the friction
coefficient equation for a louvered fin with porosity assumption is with good
agreement to the properties of porous media compared to previous numerous

previous friction coefficient equations.
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6. Validation
6.1 Validation for louvered fin

In the previous chapter, the intrinsic permeability, Ergun constant, and
interfacial heat transfer coefficient were determined for a louvered fin with
porosity assumption. Using these determined values, the following governing

equations of porous medium can be solved.

Continuity equation

Vi, =0 6.1)

Momentum equation

Hy C S
vp=—"Li, —K—%p|uD|uD (6.2)

Energy equation

Fluid side
f - f f f
ory aolry (W FrY

ot & Ox _g(pcp)f o e(pc,)

7y ~(ry) (630

Solid side

oary _ (k) o) kA (<T>s_<T>f) (6-3b)

ot (I-e)pe,), ox*  (1-&)pe,),

Moreover, the intrinsic permeability, Ergun constant, and interfacial heat

transfer coefficient are as follows:
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K- Cp (6-4)
1
C

C,=—2 K )

E 28sz (6-5)
C L 0.364

h=18124070 g, 008 _Zp (6-6)

gPr?? r Fp cosd

First verification test is the comparison between CFD results for two-pitch
louvered fin and the one with porosity assumption. The analysis model and the

conditions used for the two-pitch louvered fin in this study are as follow:

Periodic Condition

Periodic Condition

Fig. 6.1 Boundary conditions for louvered fin

The temperature distributions in fluid and solid sides obtained from the CFDs

of two-pitch louvered fin and the one with porosity model are as follow:
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Fluid Region
With fin geometry

IV_.)( 19.999

Without fin geometry

IIV_.X 19.999

24 999

Temperature ()
29.959 35.000

40.000

45 000

24.999

84

Temperature (C)
30.000 35.000

40.000

45.000



Solid Region
With fin geometry

Without fin geometry

38.000

39400 40.

Temperature (C)

42.200

43.600 45.000

Temperature (C)

39.400 40.800

42.200

43.600 45.000

Table 6.1 Comparison of Full 3D 2-pitch louvered fin and NEHT simulation

Lp9A22
Reynolds
580
680

780

Outlet temperature of fluid [C]

CED)
872
36.3
35.4

NEHT Simulation
38.8
37.8
36.9

Table 6.1 shows the predicted outlet temperatures with increasing Reynolds

number obtained from the CFD of two-pitch louvered fin and NEHT CFD. It is
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seen that the difference between the predicted temperatures from these two
simulations is within one degree. However, while the number of volume
elements required for CFD of two-pitch louvered fin CFD was 2 million, the
number of volume elements required for NEHT simulation was only 10,000.
Therefore, using the porosity model developed in this study, while there is 1
degree error in the outlet temperature, the required number of volume elements
decreases by a factor of 200. Thus, except for special situations, engineers do
not have to use 200 times larger computational resources for improvement of 1
degree in accuracy. However, comparing the surface temperature predicted
from two-pitch louvered fin CFD and NEHT simulation, the surface

temperature predicted by NEHT simulation has no significant meaning locally.
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6.2 Experimental Set up

In order to experimentally validate the CFD results from this study, test was

conducted by using the below experimental set-up.

1. INLET AIR TEMP. : 20~ 52°C

2011. 02. 17
2. AIRFLOW RANGE : 850 ~ 17000 CMH
3. WATER/COOLANT FLOW : 20 ~ 120 LPM(WATER)/150 LPM[COOLANT)
4. WATER/COOLANT TEMP. : RT ~ 80°C [WATER)/100 C{COOLANT)
HEATER
<3 AirFlow COOLER | Fomm
NI i : ﬂ
___________ 220mm|
2 720mm
M\
||| Nozle —_ BLOWER —— MOTOR
Tin{2EA)/Pj
[
g i 120%150mm Coolant Flowmeter
|
—a—>

Tnut(.ZE)\]anut

COOLANT SYSTEM

Fig. 6.2 Experimental Set up for Compact Heat Exchanger

Above experimental apparatus consists of working fluid part and cooled air
part. The cooled air part controls the amount of air through the suction in the
blower, and the temperature of the air from 20 to 52 degrees by using the
heater in the front of the cooler. Moreover, four temperature sensors were
equipped in series along the core, 220mm in front of the compact heat
exchanger, and a total of 16 sensors were equipped 720mm behind the core of
heat exchanger. Similarly, pressure sensors were equipped at the front and
back of the core, in order to measure the pressure loss in the cooled air. The
working fluid part can control the amount of flow using coolant flowmeter,

and pressure and temperature sensors were equipped 120-150mm behind the
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heat exchanger. Moreover, this device can control the flow rate from 20 to 150

Ipm depending on the working fluid, and inlet temperature of the coolant can

also be controlled from 90 to 100 degrees. Table 6.2 summarizes the

specifications of this experimental apparatus.

Table 6.2 Capacity of Experimental apparatus

| ftem | Unit _____ Range

Dry Bulb Temp.

Air Flow Range
Water Temp.

Water Flow Range
Coolant Temp.
Coolant Flow Range

Water/Coolant Side Pressure Drop

Air Pressure Drop

88

°C
CMH
°C
[/min
°C
I/min
mmHg

mmAq

20.0~50.0

850~17,000

25~90
20~180
25~110
20~180
0~1,000
0~150



6.3 Uncertainty Analysis

Uncertainty can be defined as the possible value of error. If the accuracy of the
measurement device is known, the uncertainty of the experimental apparatus
used in this study can be evaluated using the methods proposed by Kline and

McClintock [31]. Uncertainty model proposed by Kline and McClintock[31] is

as below.
If the test result R is a function of » independent variables (x;, x2, ... ,x,) and
denoting the uncertainty of these independent variables by w;, ws, ..., w, , and

the overall uncertainty by wr,

R=R(x,, X, Xypeees X))

oR ) (or Y OR
We=||—w | +| —w, | +-4| —w,
ox, 0ox, ox,

Or,
2 2 2 2 2 2 2
[ We j X, OR | [ W, x, OR wy, x, OR w,
Rk — | L 4| = — R —
R R ox, X, R 0Ox, X, R 0Ox, X,

First of all, let us calculate the uncertainty in the heat quantity of air.

The equation for heat quantity of air is as below:
Qair = m c AT

air™ p,air

Taking the partial derivative with respect to each independent variable,
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2 2 w 2 2
[ Yo, j — ( M‘}Vha,r j I I ( War j
Qair mair Cp,air AT

Therefore, considering the accuracy of the measurement device used in this
study, the uncertainty of the heat quantity of air is seen to be 2.97%.
Secondly, let us calculate the uncertainty of f factor (Fanning friction factor),

which is a dimensionless variable describing pressure drop in the air.
ffactor is defined by the below equation.

_ 28p A
pairu 20 A

tot

Similarly, taking the partial derivative of the above equation with respect to

independent variables,

2 2 2 2 2 2
(&J ) (&J ’ (hj ’ 4( Wuc j i (&J . ( WAmr j
f Ap pair uc Ac Am,

Therefore, uncertainty of f factor is 5.09%.

Thirdly, let us calculate the uncertainty of dimensionless heat transfer

coefficient j factor (Colburn j factor). j factor is defined by the below equation.

hPr2/3

pair Cp,airuc

j=StPr*® =

Taking the partial derivative with respect to each independent variables,
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2 2 2 2 2 w 2 2
BIRTIRCISRERREINES
] h 3 Pr Ioair cp,air uc

Therefore, the uncertainty of j factor is seen to be 3.29%.
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6.4 Validation for Compact Heat Exchanger with louvered fin

The second verification test for a louvered fin model with porosity assumption
is the evaluation of analysis for a 3D model of compact heat exchanger
containing a louvered fin. For this verification, a small radiator model (with 60
tubes and 61 louvered fins) was used. The analysis model is shown in Figure

6.2.

Fig. 6.3 Computational domain for compact heat exchanger

The governing equations for louvered fin with porosity assumption are
Equations (6.1) - (6.3), and the required constants are described by Equations
(6.4) - (6.6). However, the regions except the louvered fin region have the

following governing equations.
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Continuity equation

V-u=0

Momentum equation

pg—jw(ﬁ-v)ﬁ =—Vp+uV’i+ pf

Energy equation

DT
C —=V-«VT
Pep Dt

Turbulence model

2
ﬂ,=pC,,?, M=y +

0 o
o)+ Lo k)= -2
= k) . (ousk) .

O ()2 ()2 [ 4108
ot (pg)+ Ox;, (pukg)— Oox; [0'8 Ox;

0 | u Ok
oy OX;

—J+G—p€

] + (CIEG - CZSPg{%j

C,=0.09,0,=100,0,=130,C, =144, C,, =1.92

4 . Ou.
G = g, o) S
8x_]- ax_,. ox;

1

Where,

k : Turbulent kinetic energy

¢ : Rate of dissipation of turbulent kinetic energy

Wi : Turbulent viscosity

i : Laminar viscosity

G : Rate of generation of turbulence energy
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The volume grid of the compact heat exchanger containing a louvered fin used

in this study is shown in Figure 6.3.

Air Outlet

oolant Outlet

7

Air Inlet

Fig. 6.4 Volume grid for compact heat exchanger with louvered fin

Moreover, the number of volume elements used in this grid model was divided

into each region, and this is shown in Table 6.3

Table 6.3 Number of cells for each region consist of compact heat exchanger

| Air | Coolant | __Fin | Solid__

1,178,120 4,096,350 2,146,226 616,832

The number of volume elements required for this analysis model is around 8
million. In particular, 2 million cells are required for the louvered fin with
porosity assumption, which is 1200 times less than 24.4 billion cells for the
louvered fin without porosity assumption. Specifications of louver fin and tube
are shown in Table 6.4
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Table 6.4 Louvered fin-tube parameters

Louver  Louver  Depthof Fin Tube Tube Tube

Pitch Angle Fin Pitch Depth Pitch Width

(L, mm) (deg) — (Fymm) (Fpmm) (Tymm) (T,mm) (T, mm)
0.8 23) 14 1.1 14 7.3 1.8

Fd=Td

F

_£°;\\\\\_,/
Uac

Boundary conditions are given by inlet temperature of 20°C and frontal

Fth

velocity of 2,4,6,8, and 10 m/s for air, and for coolant, inlet temperature of
80°C and volumetric flow rate of 20,40,60,80, and 100 liter/min.
Performing a numerical analysis using above boundary condition, the results

were obtained as shown in Table 6.4.
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Table 6.5 Comparison of Experimental

exchanger containing louvered fin

and Numerical data for compact heat

Coolant 20 Ipm 20 Ipm 20 Ipm 20 Ipm 20 Ipm
Air 2m/s 4 m/s 6 m/s 8 m/s 10 m/s
Exp. Num. Exp. Num. Exp. Num. Exp. Num. Exp. Num.
dp [Pa] 3099 3838 89.44 10104 | 169.56 | 18635 | 267.92 294.6 390.11 4259
Tout,cool [C] 69.18 69.51 63.85 64.55 61.34 61.93 59.28 60.38 5813 59.35
Toutair [*C] 5897 59.37 49.79 48.94 43.77 42,61 39.71 38.54 36.72 3575
Heat Capacity [W]
Coolant 40 lpm 40 lpm 40 lpm 40 lpm 40 lpm
Air 2m/s 4 m/s 6 m/s 8 m/s 10 m/s
Exp. Num. Exp. Num. Exp. Num. Exp. Num. Exp. Num.
dp [Pa] 31.09 38.8 89.83 10103 | 17014 | 18635 | 26645 294.6 386.09 | 425.89
Tout,cool [C] 7418 7418 70.23 70.92 67.91 69.03 66.43 67.84 65.25 67.01
Toutair [*C] 62.96 63.65 55.56 53.98 49.7 47.42 454 4292 42.34 39.71
Heat Capacity [W]
Coolant 60 Ipm 60 Ipm 60 Ipm 60 Ipm 60 Ipm
Air 2m/s 4 m/s 6 m/s 8 m/s 10 m/s
Exp. Num. Exp. Num Exp. Num. Exp. Num. Exp. Num.
dp [Pa] 30.89 388 88.55 101.03 167.3 186.35 | 26547 294.6 386.48 4259
Tout,cool [C] 75.98 7597 73.09 7357 71.25 7213 69.9 7119 69.02 70.53
Tout,air [*C] 64.14 65.31 57.33 56.08 5172 49.52 47.6 44.89 44.45 41.53
Heat Capacity [W]
Coolant 80 lpm 80 lpm 80 Ipm 80 lpm 80 Ipm
Air 2m/s 4 m/s 6 m/s 8 m/s 10 m/s
Exp. Num. Exp. Num Exp. Num. Exp. Num. Exp. Num.
dp [Pa] 30.99 38.79 89.04 10104 168.58 186.34 265.37 2946 383.24 4259
Tout,cool [°C] 76.91 76.92 74.74 75.02 73.24 73.86 72.06 73.08 71.27 72.54
Tout,air ['C] 64.98 66.21 58.36 57.28 52.81 50.76 48.72 46.1 45.69 4263
Heat Capacity [W]
Coolant 100 Ipm 100 lpm 100 Ipm 100 Ipm 100 lpm
Air 2m/s 4m/s 6 m/s 8 m/s 10 m/s
Exp. Num, Exp. Num. Exp. Num. Exp. Num. Exp. Num.
dp [Pa] 30.89 388 88.75 101.04 | 16838 | 18635 | 264.78 294.6 386.38 4259
Tout,cool [°C] 77.71 77.51 75.73 75.94 74.5 74.95 73.53 74.3 7279 73.84
Toutair [°C] 65.28 66.76 59 58.04 53.6 5154 49.54 46.83 46.28 43.35
Heat Capacity [W]

Moreover, Figure 6.4 shows the pressure drop in the air, outlet temperature of

the air, and outlet temperature of coolant with respect to inlet temperature.

Comparing the analysis results with experimental data, it is seen that the air

pressure drop is accurate within 10%, and that the predicted outlet temperature

is accurate within 2° C. Figure 6.5 shows the surface temperature of the

compact heat exchanger for each coolant inlet flow rate and for each air frontal

velocity. For constant coolant outlet temperature, as the frontal velocity of air

increases, the temperature of louvered fin-tube surface decreases owing to an
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increase in heat transfer. Therefore, it is observed from the verification
regarding louvered fin and a 3D performance analysis of compact heat
exchanger containing a louvered fin that the friction coefficient equation for
louvered fin with a porosity equation obtained in this paper is highly effective.
Therefore, since the engineers can predict the performance through an analysis
without the need for actual test, a fast and accurate analysis is possible with

low cost, enhancing the design and manufacturing cost competitiveness.

Comparison of experimental and numerical data for cooling air

500 i Tr+rr,rgrrrr.r.rr.rr.r. rrrrrrrr.0rrrrr.r— 11 i

400 B - i

E ¥ f
a 300 !
[e] = A
© - i
o = i
= = -
@ 200 -
@ L N
o - 4
100 C B Experimental result 1

| Numerical result )

0 i 1 | 1 1 1 1 1 1 1 1 1 1 1 1 1 | 1 1 1 1 1 | 1 L 1 1 1 1 1 I
0 2 4 6 8 10 12

Frontal velocity [m/s]

(a) Comparison of Experimental and numerical data for pressure drop
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Temperature [*(C]

Comparison of experimental and numerical data for cooling air
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(b) Comparison of Experimental and numerical data tor cooling air outlet

temperature

Temperature [=(]

Comparison of experimental and numerical data for coolant
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(c) Comparison of Experimental and numerical data for coolant outlet

temperature
Fig. 6.5 Comparison of experimental and numerical data according to mass

flow of coolant and air
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Distribution of surface temperature according to mass flow of coolant

and air (Coolant = 20lpm)

Temperature (C)
0 46.400

Temperature (C)
23.000 30.800 38.600 2o

23.000 30.800 38.600 400 54.200 62.000

54.200 62.000

Vair = zm/S Vair = 4 m/S

Temperature (C) Temperature (C)
601 46.4

23.000 30.800 38.600 46.400 54.200 62.000 23.000 30.800 38. 00 54.200 62.000

Vv o= 6m/s A% . 8m/s

a ai

Temperature (C)
23.000 30.800 38.600 46.400 54.200 62.000

Vair = 10m/s
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Distribution of surface temperature according to mass flow of coolant

and air (Coolant = 40lpm)

Temperature (C) Temperature (C)
38.600 46.400 0 46.4

23.000 30.800 54.200 ______62.000 23.000 30.800 38.600 00 54.200 62.000

Vv i 2m/s Vair =4m/s

a

Temperature (C) Temperature (C
600 46.400

54.200 62000 23, 30.800 38600 46.400 54.200 000
- 'm b T ﬂ

23.000 30.800

-

Vair = 6m/s V. =8m/s

air

Temperature (C)
23.000 30.800 38.600 46.

400 54.200 62.000

=

Vair = 10m/s
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Distribution of surface temperature according to mass flow of coolant

and air (Coolant = 60lpm)

Temperature (C)
Temperature (C) 23.000 30.800 38.600 46.400 54.200 62.000
38.600 6.

23.000 30.800 400 54.200 62.000

V. =2m/s Vair = 4m/s

Temperature (C)
01 46.

Temperature (C)
23.000 30.800 38.600 8.600 46.400

400 54.200 62.000 23. 0"0_30-500 3 54.200 62.000

Vair = 6m/s Vair = 8m/s

23.000 30.800 54.200 62.000

Temperature (C)
5.600 46.400

Vair = 10m/s
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Distribution of surface temperature according to mass flow of coolant

and air (Coolant = 80lpm)

Temperature (C) Temperature (C)
00 6.401

23.000 30.800 38.600 46.400 54.200 62.000 23.000 30.800 38.600 54.200 62.000
_

Vair =2m/s Vair =4m/s

: Temperature (C)
Temperature (C) 23.000 30.800 38.600 46.400 54.200 62.000
23.000 30.800 38.600 46.400 54.200 62.000

Vair = 6m/s Vair = 8m/s

Temperature (C)
23.000 30.800 38.600 46.400 54.200 62.000

Vair = 10m/s
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Distribution of surface temperature according to mass flow of coolant

and air (Coolant = 1001pm)

Temperature (C) Temperature (C)
8.600 46.400 38600 46.400

23.000 30.800 54.200 62.000 23.000 30.800 54.200 62.000
air air
Temperature (C) Temperature (C)
23.000 30.800 38.500‘ 46.400 54.200 62.000 23.000 30.800 38.600 46.400 54.200 62.000

Vair = 6m/s Vair = 8m/s

Temperature (C)
23.000 30.800 38.600 46.400 54.200 62.000

Vair = 10m/s
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6.5 Comparison of CFD and 1D simulation using new f correlation

Figure 6.6 compares the new friction model proposed in this paper and the

previous friction model from Kang and Jun [1].

450
—Kang & Jun
400 F .
—New correlation =

350 | m Test

300

Pressure Drop [Pa]

0 I I I I 1 I I I I 1 I I I I 1 I I I I 1 I I I I 1 I I I I J
0 2 4 6 8 10 12

Frontal Velocity [m/s]

Fig. 6.6 Prediction of pressure drop according to friction models

In Figure 6.6, Kang and Jun model [1] has the tendency to underestimate the
test data, and the new correlation model has the tendency to overestimate the
data. Thus, thereby showing both models have a similar degree of error.
However, since the experimental data from Kang and Jun [1] considers the
pressure drop in the core only, the results can be closer to the experimental
data if the losses at inlet and outlet are taken into account. Figure 6.7 shows
the performance comparison between the 3D simulation results obtained using
a new correlation model, and the 1D simulation results obtained using the
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model from Kang and Jun [1]. As can be seen in this Figure, the 3D simulation
results are closer to the experimental results, and this is because the CFD

analysis can consider the stream-wise change in the temperature of the tube.

400
—1D Simulation

—3D Simulation

® Experiment

[
e
<

Heat Capacity | kW]

15.0

10.0

0 2 4 6 8 10 12

Frontal velocity [m/s]

Fig. 6.7 Comparison of 1D and 3D Simulation

Figure 6.8 shows the comparison between the pressure drops predicted from
Darcy equation and modified Darcy equation according to frontal velocity. In
this figure, since Darcy equation describes the pressure drop from viscous
force without considering inertial force, the pressure drop curve appears as a
linear equation of frontal velocity. In contrast, modified Darcy equation
considers viscous and inertial forces simultaneously, and pressure drop
increases nonlinearly with frontal velocity. Meanwhile, as frontal velocity

becomes smaller, the contribution of viscous force to pressure drop becomes
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larger, owing to the increase in viscous force.

450

400

350

300

150

Pressure Drop [Pa]

100

50

Fig. 6.8 Comparison of Darcy- and Modified Darcy equation

—Darcy equation

—Non-Darcy equation

6
Frontal Velocity [m/s]
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7. Conclusion

7.1 Summary

This thesis assumed a louvered fin to be a porous medium in order to enable
3D performance evaluation of compact heat exchangers containing a louvered
fin, and obtained the intrinsic permeability and Ergun constant of louvered fin
under porosity assumption. 3D performance evaluation of compact heat
exchanger containing a louvered fin was performed using the obtained
permeability and Ergun constant, and Colbun j factor from Kang and Jun [1] as
interfacial heat transfer coefficient. Comparing with the experimental results,
the accuracy of the predicted pressure drop in cooled air was observed to be
within 10%, and the accuracy of predicted outlet temperatures of cooled air
and coolant was seen to be within 2°C. Hence, the results from this thesis can
be summarized into four main categories.

Establishment of database to obtain a new friction coefficient of louvered fin

If a louvered fin is assumed to be a porous medium, a new friction coefficient
equation for a louvered fin must be developed. This is because viscous force is
dominant for Reynolds number less than 1, and for Reynolds number greater
than 1, both viscous and inertial forces affect the pressure drop in fluid passing
through a porous medium. Moreover, for Reynolds number greater than 1000,
the value is constant irrespective of Reynolds number. Therefore, in order to
obtain the friction coefficient of louvered fin that reflects the properties of a
porous medium, the ranges of Reynolds number less than 1 and Reynolds
number greater than 1000 are required. Permeability can be determined when
Reynolds number is less than 1, and Ergun constant can be determined when
Reynolds number is greater than 1000. Previous friction coefficient equations

for a louvered fin are typically for the range of Reynolds number between 1
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and 1000, which corresponds to the operating range of a car. Hence, this thesis
obtained the friction coefficient of louvered fin for Reynolds number from
0.001 to 30,000.

In order to develop and verify the new friction coefficient equation, the test
results and model information from Kang and Jun [1] were used in this thesis.
The friction coefficients for Reynolds number from 100 to 1000 were obtained
from the data of Kang and Jun [1], and for Reynolds number less than 100 or
greater than 1000, database was established using CFD. Below table shows the
fin-tube parameters for 14 different types of louvered fin model used in this

study and the work of Kang and Jun [1].
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Determination of intrinsic permeability and Ergun constant of louvered fin

To solve the louvered fin model with porosity assumption through a 3D
numerical analysis, the intrinsic permeability and Ergun constant of louvered
fin must be determined. Hence, in this study, the intrinsic permeability and
Ergun constant of louvered fin was determined through the regression analysis
on the database of friction coefficients obtained in the previous step. The

friction coefficient of louvered fin was assumed to be of below form:

=5

= +C,
Re;
»

Since the assumed form of friction coefficient is nonlinear, first of all, a
nonlinear regression analysis was performed on 14 different types of louvered
fin model to determine the most suitable C; and C,. A multi-linear regression
analysis was then performed to turn C; and C; into functions of louvered fin
parameters, including louver pitch, louver angle, and fin pitch. Finally, the

friction coefficient equation for louvered fin was obtained as below:

. 14.8+13.3In(L, / F,) —1041n(cos 0)
Re,

P

+0.0455+0.03271In(L, / F,) —0.2241n(cos )

By substituting the above empirical equation into the equations for pressure
drop and friction coefficient and simplifying, the intrinsic permeability and

Ergun constant for louvered fin under porosity assumption were obtained.

2
K:28LP
Cl
C,=—2 K
2& Lp
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Model C C,
Lp9A22 17.87247 0.05430
Lp9A27 22.58648 0.06200
Lp9A32 29.88127 0.07140
Lp9A37 34.30446 0.08270
Lpl1A22 20.51004 0.06040
Lpl1A27 24.70168 0.06650
Lpl1A32 32.48772 0.08200
Lpl1A37 36.02504 0.09240
Lpl13A22 24.26002 0.06340
Lpl13A27 27.11923 0.06830
Lpl13A32 33.23943 0.08170
Lpl13A37 38.23295 0.10430
Lpl4A27 29.95682 0.07750
Lpl10A22 20.39249 0.05930

Ensuring reliable analysis accuracy

Permeability and Ergun constant of the louvered fin under the porosity
assumption were obtained, and the following was deduced from applying the
obtained permeability equation to 14 different types of louvered fin model
with different Reynolds number. The pattern of change in the permeability of
louvered fin accurately reflects the properties of porous media. In other words,
for Reynolds number less than 1, pressure drop in the fluid passing through a
porous medium is linearly proportional to velocity, and permeability is
therefore constant. However, when Reynolds number is greater than 1, the
pressure drop is no longer linearly proportional to velocity, and hence

permeability is not constant as well. The permeability of louvered fin in this
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study reflects this phenomenon. Therefore, it is highly appropriate to assume
louvered fin to be a porous medium. By using the intrinsic permeability of
louvered fin, Ergun constant, and j factor from Kang and Jun [1], a 3D
performance analysis was performed for a compact heat exchanger containing
louvered fin. It was observed that the pressure drop is predicted within 10%
accuracy, and that the outlet temperatures of cooled air and coolant are

predicted within 2° C accuracy.
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Comparison of experimental and numerical data for cooling air
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temperature

Comparison of experimental and numerical data for coolant
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(c) Comparison of Experimental and numerical data for coolant outlet

temperature

A tool that can replace the experiment for louvered fin compact heat
exchanger performance measurement.

It was observed that, using the intrinsic permeability and Ergun constant
developed in this thesis and interfacial heat transfer coefficient of Kang and
Jun [1], a 3D performance evaluation of compact heat exchanger containing a

louvered fin is possible, and that the accuracy of this is reliable.
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7.2 Future work

The application of compact heat exchanger is not limited to the use in cars,
but can also be extended to all devices that require efficient heat exchange.
There are 5 common types of heat exchanger fins.

Louvered fin

Offset fin

Wavy fin

Pin fin

Straight fin
Traditionally, the above five types of fins were used for a long time depending
on the application, and numerous researchers have developed models for
friction and heat transfer coefficients of each type as well. However, the
demand for a 3D numerical analysis is continuously increasing, given the
significant increase in numerical resources and the desire for improved
competitiveness through reduction in development time. However, despite the
increase in numerical resources, a 3D numerical analysis of louvered fin had
been significantly limited due to the complex geometry and difficult flow and
heat transfer dynamics. However, in this study, it was shown that the 3D
numerical analysis of compact heat exchanger containing a louvered fin can be
performed with reliable degree of accuracy. Therefore, future works will
develop friction coefficient equations for the other four types of fins that are
appropriate for porosity assumption unlike previous works. Once the friction
coefficient equations are obtained for these 5 types of fins, it is expected that
the engineers will be able to obtain and analyze results from numerical
analysis for various geometries and conditions using the desired fin, and thus

replacing experiments.
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