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ABSTRACT

AN IMPEDANCE-MATCHED
BIDIRECTIONAL MULTI-DROP
MEMORY INTERFACE

WO00-YEOL SHIN

DEPARTMENT OF ELECTRICAL ENGINEERING AND
COMPUTER SCIENCE

COLLEGE OF ENGINEERING

SEOUL NATIONAL UNIVERSITY

In this thesis, an impedance-matched bidirectional multi-drop (IMBM) DQ bus is
proposed, together with a 4.8Gb/s transceiver for a memory controller which supports this
bus. Reflective ISl is eliminated at each stub of the IMBM DQ bus by resistive
unidirectional impedance matching. The IMBM DQ bus generates no reflections during
write operations, and the reflections that are generated during read operations do not
reach the memory controller. Therefore, the IMBM DQ bus transmits and receives both
read and write signals without reflective ISI. In addition, the IMBM DQ bus is more
tolerant to stub length mismatches than a conventional stub-series terminated logic
(SSTL) DQ bus. The proposed DQ bus is applicable to memory system applications
which require both high speed operation and high capacity, which the conventional multi-

drop and point-to-point bus cannot handle.



Because the IMBM DQ bus attenuates the voltage of signals in a manner inversely
proportionate to the number of modules, a new clocking architecture is necessary to
support the IMBM DQ bus. In this thesis, a 4.8Gb/s transceiver which uses shifted phase-
locked loop (PLL) clock is proposed for data sampling instead of the received strobe
signal. A prototype memory controller transceiver was designed and fabricated in a
0.13pum CMOS process, and it operates with a 1.2-V supply voltage. Its effectiveness was
demonstrated on various measurement configurations. At 4.8Gb/s, this transceiver, with a
4-slot, 8-drop IMBM DQ bus, has an eye opening of 0.39Ul in TX mode and 0.58Ul in
RX mode at a threshold of 10° BER, whereas a comparable transceiver with a
conventional 4-slot, 8-drop stub-series terminated logic (SSTL) has no timing margin
under the same test conditions. Our transceiver consumes 14.25mW/Gb/s per DQ in TX

mode and 13.69mW/Gb/s per DQ in RX mode.

Keywords: Impedance matching, memory controller, memory interface, multi-drop DQ
bus, Stub-Series Terminated Logic, transceiver

Student Number: 2005-21422
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CHAPTER 1

INTRODUCTION

1.1 MOTIVATION

The combination of rapid increases in both the speed of processors and the capacity
of memory modules means that memory interfaces are now required to handle enormous
amounts of data during read and write operations. The scaling of CMQOS transistors and
the development of new IO circuit technology has allowed the data rate of memory
interfaces to reach 16Gb/s per channel [1.1.1] [1.1.2]. However, higher speeds [1.1.1]-
[1.1.4], such as those achieved by the XDR and GDDR memory interfaces, require the
use of a point-to-point bus topology rather than a multi-drop bus topology. A point-to-
point bus topology can achieve much higher data-rates than a multi-drop bus topology
because each stub of a multi-drop channel bus topology generates undesired reflections,

causing inter-symbol interference (ISI), as shown in Fig. 1.1.1.
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Fig. 1.1.1. Reflective Inter-Symbol Interference (ISI) caused by conventional multi-drop bus

topology.

Unfortunately, point-to-point channels require too much PCB area to allow their use
in high-capacity memory systems such as DRAM modules for personal computers and
servers. This is why recent DDR2/3 memory interfaces [1.1.5] uses Stub-Series
Terminated Logic (SSTL) in spite of the resulting reflection at each stub. Nevertheless,
unlike previous DDR1/2/3 interface, shown in Fig. 1.1.2, the next-generation DDR
memory interface may adopt a point-to-point interface bus topology because conventional
multi-drop channels cannot handled data rates that exceed 2Gb/s [1.1.6]. This makes it
necessary to find some way to increase the data transfer rate while maintaining the multi-
drop bus topology, which turns the focus to ISI as caused by reflection. | expect that
three- or four-connector module memory, with at least six or eight ranks, will be needed
in next-generation multi-core PC, server, and workstation architectures. Therefore, a new

approach is necessary to support both high-speed data rates and high memory capacities.
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Various approaches are being taken to address this problem. Fully buffered DIMM

(FBDIMM) with an advanced memory buffer (AMB) [1.1.7] [1.1.8] and a cascading

memory architecture [1.1.9] [1.1.10] has a daisy-chained point-to-point bus topology

which is not affected by the reflection problem. However, FBDIMM has more latency

than the multi-drop bus topology. Latency or fast access time has priority over data

throughput because the CPU waits until the first data arrives. Alternatively, impedance

matching by means of a 2Z,Q transmission line in the last part of a memory module can
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significantly reduce the reflection in a channel [1.1.11]. However, this sort of matching
can only be applied to a two-slot configuration. The configuration method of the PCB
trace with a separate location on the board can reduce the reflection dramatically [1.1.12],
but this scheme is also limited to two or three slots. Moreover, an impedance-matching
scheme [1.1.13] in which the characteristic impedance of the PCB trace is changed for
proper impedance has a physical problem because a smaller characteristic impedance
means that a PCB trace with a wider width is necessary, which necessitates a larger PCB
routing area for a heavy parallel memory interface.

In this thesis, an impedance-matched bidirectional multi-drop (IMBM) DQ bus and
memory controller transceiver supporting the IMBM DQ bus are proposed. The IMBM
DQ bus achieves data-transfer rates on the order of Gb/s without reflective ISI at each
stub while maintaining the advantages of a multi-drop channel, such as minimum latency
during read and write operations. The proposed memory controller transceiver offsets the

weaknesses of the IMBM DQ bus caused by voltage attenuation from the DQ bus.

1.2 THESIS ORGANIZATION

This thesis consists of six chapters. Chapter 1 is an introductory chapter which
describes the necessity of the IMBM DQ bus. In chapter 2, various types of memory
interface architecture and circuits will be introduced. They will be classified into different

types. In chapter 3, the proposed IMBM DQ bus and its principles are introduced. The



advantage of the IMBM DQ bus will be discussed and a generalized IMBM DQ bus will
be introduced. A steady-state model of an IMBM DQ bus will also be discussed. In
chapter 4, the memory controller transceiver architecture and the TX and RX circuit
details are presented. The measurement setup and experimental results are given in
chapter 5. Finally, in chapter 6, the proposed IMBM DQ bus and the transceiver are

summarized.



CHAPTER 2

INTRODUCTION TO MEMORY INTERFACE

2.1 MEMORY INTERFACE INTRODUCTION

A memory interface is a comprehensive concept that can include everything related
to data transmission between a memory controller (host) and a memory module (slave). A
memory interface is composed of the bus topology, the clocking architecture, the signal
driving method, the termination scheme, the deskew method, the sampling method, the
data coding scheme, and other components. Fig. 2.1.1 shows the typical structure of a
memory interface with dual-socket, multi-core CPUs, memory controllers, and memory
modules. The structure can differ according to the application and system specifications.
Commonly used memory interfaces are as follows: Double-Data-Rate (DDR) Dynamic
Random Access Memory (DRAM) [2.1.1], Graphic DDR (GDDR) [2.1.2], Low Power
DDR (LPDDR) [2.1.3], eXtreme Data Rate (XDR) [2.1.4], mobile XDR [2.1.5], Fully-
Buffered Dual-Inline Memory Module (FBDIMM) [2.1.6], Serial-Port Memory
Technology (SPMT) [2.1.7], M-PHY [2.1.8] and Wide 10 [2.1.9]. These memory

interfaces have different characteristics depending on their purpose.



Multi-Core CPU

Fig. 2.1.1. Typical structure of a memory interface with multi-core CPUs.

The DDR memory interface is used for personal computer applications. PC
applications require moderate bandwidths and capacities. The bandwidth of the DDR2
memory interface can be as high as 800Mb/s per pin, and the total aggregated bandwidth
of a DDR2 module can reach 1.6GB/s. Recent DDR3 memory interfaces have a
maximum bandwidth of 2133Mb/s per pin. FBDIMM is used for high-capacity server
applications. Because the Advanced Memory Bus (AMB) in the FBDIMM interface
gathers and serializes DDR signals, the bandwidth of FBDIMM is much higher than that
of the DDR interface. FBDIMM1 has a bandwidth of 4.8Gb/s per pin while for

FBDMM2 the bandwidth can reach 9.6Gb/s [1.1.7] [1.1.8]. Graphic memory applications

2 A2 tskw
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require higher throughput than that of DRAM for PCs. The pin bandwidth of GDDRS5 is
5Gb/s, while that of XDR is 6.4Gb/s. Recent XDR2 interfaces reach 12.8Gb/s. Mobile
memory focuses on low power consumption. The bandwidth of LPDDR2 is 1.066Mb/s.
Serial memory interfaces such as SPMT and M-PHY have bandwidths of 7.5Gb/s and

5.8Gb/s, respectively. Fig. 2.1.2 shows various memory interfaces and the recent

bandwidth trend.

Bandwidth per device Bandwidth per pin
6.4GB/s ~ 9.6GB/s XDR DRAM 3.2Gb/s ~ 4.8Gb/s
2.1GB/s ~ 4.3GB/s (DDR3 SDRAM ) 1066Mb/s ~ 2133Mb/s
0.8GB/s ~ 1.6GB/s (DDRZ SDRAM ) 400Mb/s ~ 800Mbl/s

(DDR )

1.0GB/s ~ 1.6GB/s

SDORAM(x32) 266Mbls ~ 400Mb/s
0.5GB/s ~ 0.8GB/s (DDR SDRAM )
1.0GB/s ~ 1.3GB/s (LPDDR SDRAM (x32) ) 266Mb/s ~ 333Mb/s
0.4GB/s ~ 0.6GB/s (SDRAM(X32) )

100Mb/s ~ 166Mb/s
0.2GB/s ~ 0.3GB/s (SDRAM )
16Mb 64Mb 128Mb 256Mb 512Mb 1Gb Memory Density

Fig. 2.1.2. Memory interface and its bandwidth trend.

2.2 BusTopoOLOGY

Generally, there are two types of bus topologies for a memory interface — multi-drop
bus and point-to-point bus [2.2.1], [2.2.2]. The multi-drop bus connects a memory

controller to multiple memory modules through a shared bus, as shown in Fig. 2.2.1. The



multi-drop bus is used to enhance the memory capacity while maintaining the number of
PCB traces. However, this sharing scheme creates stubs in the bus. The impedance of the
transmission line leads to discontinuities at each stub. This causes a reflection wave, as
shown in Fig. 1.1.1. The maximum achievable data bandwidth is limited by the reflection
wave in the multi-drop bus. Thus, a multi-drop bus is adopted for a memory interface
which requires high capacity with a moderate per pin bandwidth, such as DDR1, 2 and 3.

The bus topology of the DDR4 memory interface is not yet determined to the best of my

knowledge.
T T T T T T
2 ® ® 2 ? ®
Memory > > > > > >
Module
Memory VTT1 vIT2
Controller

PCB Trace Conn.
Vref

Fig. 2.2.1. Multi-drop bus topology.

On the other hand, the point-to-point bus, as shown in Fig. 2.2.2, connects a memory
controller and a memory module one by one. Because there is no stub in the point-to-
point bus, reflection does not occur if the source and destination have a proper

termination. Thus, the point-to-point channel can transmit data at a higher speed and with



better signal integrity than the multi-drop channel. The point-to-point bus topology,
however, cannot handle multiple memory modules simultaneously. This means that the
point-to-point bus topology is limited when used with large-capacity memory systems.
Thus, memory interfaces which focus on high-speed data transmission and high data
throughput, such as the GDDR, XDR, and SPMT interfaces, adopt the point-to-point bus
topology. In the case of a mobile memory interface such as the LPDDR interface,
destination port is not terminated to reduce the amount of power used. This causes a
reflection wave on the destination side and degrades the signal integrity. Because the
multi-drop bus can be more severely damaged than the point-to-point bus, LPDDR adopts

the point-to-point bus.

Memory VTT1 VTT2 Memory
Controller Module

PCB Trace
Vref Vref

Fig. 2.2.2. Point-to-point bus topology.

To mitigate the limitations of the multi-drop bus, the daisy-chained bus [1.1.7],
[1.1.8] and the cascade bus schemes [1.1.9] [1.1.10] have been proposed. Fig. 2.2.3 shows
the architecture of the FBDIMM interface, which adopts a daisy-chained bus [2.1.6]. An
AMB chip serializes and transmits high-speed data after collecting the DDR signal from

the DRAM module [2.2.3]. First, the AMB receives southbound data from the host
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controller. If the destination of the data is the first AMB, the first AMB receives the data
and sends the data to its own module. If the data should go to another module, the first
AMB passes the data to the next AMB. The host and AMBs are connected to the point-to-
point bus for high-speed operation. Northbound data is transmitted from the memory
module to the host controller in the same way. Although the FBDIMM can easily increase
the capacity and the number of modules via daisy-chained connections, the daisy chain
increases data latency and impairs the system performance. Data concentration on the
central AMB chip causes heat dissipation and requires a careful cooling scheme and a

radiation panel.

DRAM DRAM (&=

Packetized 0'\

DRAM
Command/ ] Stub Bus DDR 7
Write Data - @ 800 Mb/s DRAM (&
(10 lanes)

[ > DRAM (&=p
[ N N J AMB 0
PAN \ / DRAM &>
F:ff&::;? <«»|| Differential P2P DRAM &=
> @ 4.8Gb/s DRAM (&=
DRAM (&=p DRAM (&=p

Fig. 2.2.3. FBDIMM architecture and AMB [2.1.6].

The cascading memory architecture in Fig. 2.2.4 uses a bus scheme similar to that of
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FBDIMM, but the cascading architecture uses only a one-directional rotational bus and
does not use a central buffer chip such as an AMB chip. Although the cascading memory

bus can solve the heat concentration problem, its latency does not decrease.

DIMM

¥
¥
¥

»---»

DRAM
v
DRAM
v
DRAM
v
DRAM
DRAM

Host

> == =p M

Fig. 2.2.4. Cascading memory architecture [1.1.9].

2.3 CLOCKING ARCHITECTURE AND CIRCUITS

Each memory interface organizes its own clocking architecture for optimized
memory interface performance. In this section, several recent clocking architectures and
circuits are introduced. Most memory interfaces utilize an asymmetric type of
architecture between memory controllers. However, DRAM uses a different process, as
the memory controller is implemented with the standard logic CMOS process, whereas
DRAM is implemented with a slow memory process. Most complex functions, such as
system clock synthesis, deskewing, phase alignment, and training and optional equalizing
are implemented on the memory controller side [1.1.1]. DDRx, GDDRx, LPDDRX,

XDRx and mobile XDR adopt the asymmetric architecture.
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Fig. 2.3.1. Clocking architecture of the DDR3 interface [2.3.1].

Fig. 2.3.1 shows the clocking architecture of the DDR3 DRAM interface [2.3.1].
Both read and write data operations require phase alignment circuits such as a Delay-
Locke Loop (DLL) [2.3.2] or a phase interpolator (PI) [2.3.3], [2.3.4], as shown in Fig.
2.3.1. These phase alignment circuits in both directions are located in memory controller

unit (MCU). DDR3 DRAM does not have a phase-aligned circuit for data sampling. Only

DLL, which adjusts the launch time of read data, is in DDR3 DRAM.

13



woos \_ / A N A N A N

woQ XI37XD6XD5XD4XD3XD2XD1XDOX
RDQS \{g\/\/\/\/
RDQ fX[?)?XDGXD5XD4XD3XD2XD1XDOX

Fig. 2.3.2. Center-aligned WDQS and edge-aligned RDQS.

The DDR3 DRAM interface utilizes a source-synchronous clocking scheme using
read-strobe (RDQS) and write-strobe (WDQS) signals. The source-synchronous clocking
scheme has an advantage in terms of its ability to track high-frequency jitter from the
transmitter because the strobe and data signal have the same jitter variation [2.3.5]. In the
case of write data transmissions, write DQ data is directly sampled by WDQS, which is
delivered by an on-chip inverter based buffer. A phase-shifting circuit is not used in the
DRAM circuit for write data sampling. The skew between write DQ (WDQ) and WDQS
is compensated by the phase interpolator (P1) and the skip circuit in the MCU. The MCU
transmits WDQS after shifting some amount of phase. At the sampler of DRAM, the
WDQS is center-aligned with WDQ for an optimal timing margin, as shown in Fig. 2.3.2.
The skew and the optimum transmit phase are measured during the initial calibration
period by sweeping the WDQS phase using a phase interpolator. Read data (RDQ) is also
sampled by the RDQS signal in the MCU. Because no phase-shifting circuit-adjusting
timing between RDQS and RDQ exists in DDR3 DRAM, RDQ and RDQS are
transmitted with edge-aligned timing, as shown in Fig. 2.3.2. The RDQS signal is shifted

by 90° through replica DLL (RDLL) and PI in the MCU. Then, a 90°-shifted RDQS
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signal is used for RDQ sampling. Essentially, the optimal degree of RDQS shift is
measured during the initial calibration. It may not be precisely 90° depending on the trace
mismatch and circuit mismatch. Due to source-synchronous clocking, sampled read and
write data is in the strobe clock domain. FIFO in both MCU and DRAM passes data into

the system clock (CLK) domain.
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Fig. 2.3.3. (a) Block diagram and (b) timing diagram of DLL in DDR DRAM [2.3.1].
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Fig. 2.3.3 shows a block and timing diagram of DLL, which is the only phase-
shifting circuit in DRAM. As noted above, DLL is used to adjust the launch time of read
data. To calculate the read latency (CAS latency) of DRAM in the integer multiple of
clock cycle, DRAM launches read data with precisely the same phase of the received
system clock (Ext. Clock). To achieve this, DLL with replica delay which imitates the
delay sum of the input and output buffer aligns the edges of the output read data and the

external clock.

Graphic Controller GDDR5 SGRAM
CMD sampled by CK/CK# as SDR
ADD/CMD centered with CK/CK# ADD sampled by CK/CK# as DDR
CMD/ADD TX X X DRAM
CMD/ADD core
: TX %] X[RX WCK2CK
CKICK# Alignment
(1GHz)
PLL/DLL To EDC pin
Data Tx/Rx r onloff
WCK/WCK#
(2GHz)
early/late Clock Phase |«
Controller
Phase Detector/ _ r]_(:)_[
Phase accumulator > 1 1X X I
Receiver early/late from DQ[0]-[7]
clock J calibration results 4Gbps N DRAM
A\ A
Clock Phase
Controller
For 8 data bits

Fig. 2.3.4. Clocking architecture of the GDDRS5 interface [2.1.2].

The GDDRS5 interface also adopts an asymmetric architecture, as shown in Fig. 2.3.4.
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Because the data bandwidth of the GDDRS interface is much higher than that of the DDR
interface, GDDRS5 uses only a point-to-point bus and various training schemes. During a
write operation, GDDR5 uses modified source-synchronous clocking. WCK (Write
Clock) replaces the WDQS of the earlier GDDR interface. WDQS is a pulsed strobe with
pre-amble, burst width and post-amble operations, but WCK is a free-running continuous
clock signal. In addition, WCK can be selectively filtered by PLL in Synchronous
Graphic RAM (SGRAM) depending on the operation condition. The controller
determines whether or not to turn on PLL. WCK is also used for timing alignment
between CK (including CMD/ADD) and WCK. The bang-bang phase detector [2.3.6] in
GDDDR5 SGRAM detects the phase difference and generates an EDC signal which
contains early/late phase information. During a read operation, GDDR5 uses
mesochronous clocking, meaning that a forwarded clock or strobe is not used for read
data recovery. As shown in Fig. 2.3.4, a Clock and Data Recovery (CDR) circuit is used
at the receiver of the read path in the controller. The CDR continuously tracks data timing

variations in the read data.
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Fig. 2.3.5. Clocking architecture of the Terabyte Bandwidth Initiative from Rambus [1.1.1].

Fig. 2.3.5 shows the clocking architecture of the tentatively named Terabyte
Bandwidth Initiative from Rambus, whose bandwidth is 16Gb/s per DQ [1.1.1] [1.1.2].
This interface also adopts asymmetric architecture between the controller and DRAM.
Both write and read data transactions use mesochronous clocking and do not use pulsed
strobe or forwarded clock operations. The controller and DRAM only share a reference
clock which provides frequency information. As shown in Fig. 2.3.5, no phase adjusting
circuits exist on the DRAM side. The phase mixer in the controller adjusts phase both the
write and read data. For a proper write operation, the controller transmits optimally
phase-shifted write data, after which DRAM receives the read data with its own fixed
phase PLL clock. DRAM transmits read data as well with its own fixed clock. For a
proper read operation, the controller shifts the sampling clock of the read data with an
optimum phase-shifting value. The optimum amount of phase shifting is determined

during the initial calibration and via periodic calibration in the idle state of DRAM.
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Because this architecture does not use a forwarded clock and source-synchronous
clocking scheme, proper selection of the interval time for periodic phase calibration is
very important. During the initial calibration period, the controller finds the edge position
of the write and read data timing using a sweeping phase mixer. It then determines the
optimal operation point of the phase mixer at the center of the previously determined
edges. During the periodic calibration after normal operation, the controller finds the
locations of drifted edges based on the past edge position. Doing this reduces the

calibration time by eliminating the entire phase sweeping range.
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Fig. 2.3.6. Clocking architecture of mobile XDR [2.1.5].
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Mobile XDR [2.1.5], whose bandwidth is 4.3Gb/s per DQ, also uses an asymmetric
type of clocking architecture which is similar to the previously mentioned architecture of
GDDRS5, as shown in Fig. 2.3.6. During a write operation, it uses the source-synchronous
clocking scheme. The forwarded clock, CIk, is used for data sampling in DRAM. On the
other hand, mesochronous clocking is used for read data transactions. There is no strobe
or forwarded clock for read data. DRAM in the mobile XDR interface does not have a
timing-adjustment circuit, like the Terabyte Bandwidth Initiative interface. In addition,
clock-synthesizing PLL does not exist in the mobile DRAM for low-power operation in
DRAM. The Clk signal is used for the system clock in the DRAM in this case. Creating a
proper transmit phase for write data and a proper sampling phase for read data is the role
of the controller. Optimum phases are also found during the calibration period.
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Fig. 2.3.7. Clocking architecture of AMB1 and FBDIMML1 [1.1.7].
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Unlike the previously mentioned forms of clocking architecture, a memory interface
which adopts the concept of a serial link and interface uses the symmetric clocking
architecture. FBMM1, 2 and SPMT and M-PHY all adopt the symmetric clocking
architecture. First, a 4.8Gb/s FBDIMML1 interface uses symmetric mesochronous
clocking for both northbound and southbound data transactions [1.1.7]. In Fig. 2.3.7,
CDR circuits recover the sampling clock for received data. For a daisy-chained bus,
MUX selects the transmit data between its own DRAM data and received data from the
preceding AMB. To reduce latency during clock recovery and clock domain crossing
operations in FIFO, the FIFO bypass mode can be enabled. In the FIFO bypass mode, the
MUX selects the data which bypasses FIFO, and the recovered clock of CDR is used for
the MUX and TX driver instead of the system clock from its own PLL. Unlike the XDR
interface, CDR in AMB1 continuously tracks the phase information of the received data
using a phase detector. In other words, FBDIMM does not use a training period for

optimum data sampling, instead using a CDR circuit for continuous jitter tracking.
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Fig. 2.3.8. Clocking architecture of AMB and FBDIMMZ2 [1.1.8].

Fig. 2.3.8 shows the clocking architecture of the 9.6Gb/s FBDIMM?2 interface
[1.1.8]. Unlike FBDIMML1, FBDIMM adopts a symmetric-source synchronous clocking
scheme using a forwarded clock. Because the forwarded clock has the same jitter
variation with the transmitted data, the receiver of the AMB can recover data with high
jitter tolerance. To achieve this, correlated jitter of the forwarded clock should not be
filtered by the CDR circuit in the FBDIMM?2 interface. Thus, the CDR should have a
high-frequency jitter tracking bandwidth (phase locked loop), as shown in Fig. 2.3.9. On
the other hand, the loop bandwidth of the static skew correction loop (phase recovery
loop) can be very low. Toifl’s dual-loop adjustable PLL [2.3.7] with a forwarded clock

reference is a candidate for this function.
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Fig. 2.3.9. CDR architecture of AMB and FBDIMM?2 [1.1.8].

The SPMT interface shown in Fig. 2.3.10 and the M-PHY interface adopt a serial
interface and symmetric mesochronous clocking [2.1.7]. Both interfaces use the
symmetric clocking architecture and a common CDR scheme for clocking and data
recovery in the receiver. These serial memory interfaces can reduce the pin count and
system cost through their use of a serial interface, whereas the overall system latency

increases due to the serializing and deserializing operation.
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Fig. 2.3.10. Clocking architecture of SPMT [2.1.7].

Clocking architectures and features of various memory interfaces are summarized in

Tables 2.3.1 and 2.3.2.
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Table 2.3.1. Clocking Architecture and Features (Asymmetric Architecture).

Asymmetric clocking architecture

Memory
interface Terabyte Mobile
DDR3 GDDR5 Bandwidth
e XDR
Initiative
Bandwidth |, 1336his | ~7.5Gbis 16Gbls 4.3Gbls
per DQ
Bus topology h(/lilzltls-lg:g)p Point-to-point | Point-to-point | Point-to-point
Signaling Single-ended | Single-ended Differential Differential
Duplex
scheme (DQ) Half duplex Half duplex Half duplex Half duplex
Source Source Source
Write synchronous synchronous
X synchronous Mesochronous
clocking (strobe) (forwarded (forwarded
clock) clock)
Read Source
. synchronous | Mesochronous | Mesochronous | Mesochronous
clocking (strobe)
Write DLL+PI DLL+PI PLL+PI Unknown
hase shift in controller in controller in controller in controller
P (fixed) (training) (training) (training)
read DLL+PI (gop;;?nnuagh? PLL+PI Unknown
. in controller in controller in controller
phase shift (fixed) CDR (training) (training)
in controller g g
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Table 2.3.2. Clocking Architecture and Features (Symmetric Architecture).

Symmetric clocking architecture

Memory
interface
FBDIMM1 FBDIMM2 SPMT M-PHY
Bandwidth 4.8Gb/s 9.6Gb/s 7.5Gb/s 6Ghls
per DQ

Bus topology

Point-to-point

Point-to-point

Point-to-point

Point-to-point

Signaling Differential Differential Differential Differential
Duplex . . . .
scheme (DQ) Dual simplex | Dual simplex | Dual simplex | Dual simplex
Source
Clocking Mesochronous synchronous Mesochronous | Mesochronous
(forwarded
clock)
Continuous Dual loop Continuous Continuous
Phase shift CDR CDR CDR CDR
in slave in slave in RX in RX

2.4 COMMAND AND ADDRESS ARCHITECTURE

In the conventional DDR memory interface, data is transmitted and received via a

source-synchronous scheme. On the DRAM side, write data is sampled by a write strobe

signal. Thus, sampled write data is in the strobe clock domain. For high-speed operation,
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a DQ data line is shared only by DRAM with the same DQ channel (ranks 0, 1, 2 and 3).

On the other hand, command (CMD) and address (ADDR) (C/A) functions are shared by

all DRAM and every module. Thus, the C/A bandwidth is lower than that of DQ. For

synchronized operations among all DRAM chips, C/A is sampled with the system clock

(CK) in each instance of DRAM. In other words, C/A is in the system clock domain,

whereas DQ is in the strobe clock domain. In the controller and DRAM, FIFO plays a

domain crossing role from the strobe clock domain to the system clock domain. Fig. 2.4.1

shows an example of the clock domain structure of GDDR3 DRAM [2.4.1]. Each

instance of DDRx and GDDRx (up to GDDR4) has a similar clock domain structure

containing the strobe clock domain and the system clock domain.
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Fig. 2.4.1. Clock domain of GDDR3 DRAM [2.4.1].
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Up to the DDR2 memory interface, C/A is transmitted through a T-branch, as shown
in Fig. 2.4.2 [2.4.2]. The length of the traces of C/A from the memory controller to each
DRAM chip is tightly matched to avoid byte-alignment failure. The T-branch, however,
creates impedance discontinuity points and stubs. Due to the stubs and impedance
discontinuity, undesired reflection occurs and degrades the maximum data bandwidth of

the C/A channel.

D D D D D D D D
DRAM | DRAM | DRAM | DRAM | DRAM | DRAM | DRAM | DRAM |

REG

RDIMM

Fig. 2.4.2. T-branch network for C/A of the DDR?2 interface [2.4.2].

To reduce the number of impedance discontinuities and to loosen tight length-
matching requirements, the DDR3 interface adopts the fly-by C/A bus topology [1.1.5].
As shown in Fig. 2.4.3, C/A signals come into the DIMM module then connect to each
memory device sequentially. Thus, the length of the stub is minimized and reflections are
suppressed. Although the bandwidth of the C/A channel can increase due to the fly-by

C/A network, the time difference from the controller to each memory chip can rise. The
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first chip of the C/A network receives a command first. Likewise, the last chip lastly
receives a command from the controller, as shown in Fig. 2.4.3. This skew means that
each memory chip transmits or receives data at a different time, leading to C/A-DQ

mismatch, byte alignment failure, and synchronization failure.

Address, Cmd, Clks

Skew
trained out at
initialization

Fig. 2.4.3. Fly-by network for C/A of DDR3 interface [1.1.5].

To avoid this C/A-DQ mismatch, DDR3 introduces write leveling and read leveling
operations. In a write leveling operation, DDR3 DRAM compares the CK phase and DQS
phase and then returns the phase comparison information to the controller. Because the
C/A is synchronized with the CK signal and DQ signal is synchronized with DQS signal,
the mismatch between C/A and D/Q can be eliminated if CK and DQS are in phase. To
implement this operation, the controller appropriately delays the transmit timing of DQS
and DQ until CK and DQS have no phase difference, as shown in Fig. 2.4.4. If the

DRAM receives C/A and CK earlier, the delay of the DQS signal for this DRAM has a
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small value. In contrast, the delay of the DQS signal for DRAM, which receives C/A later,

has a larger value.

Source
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diff_DQS 1T\ /\ / o\
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diff_Clk _/_\
phase detecting
diff_DQS / \ / \
#3
delay DQS I/ \ / \ / \
I

Fig. 2.4.4. Write leveling operation in the DDR3 interface [1.1.5].

For the read leveling operation, the controller loads pre-defined data from the Multi-
Purpose Register (MPR) of the DRAM chip during the calibration period, as shown in
Fig. 2.4.5. If read data from the MPR arrives early, the controller sets a larger delay value
of DQS and DQ for this DRAM chip. In the opposite case, the controller sets a smaller

delay value during the calibration period.

Memory
Array
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Switch Y

DQ, DM, DQS, /DQS Pads
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Fig. 2.4.5. Read leveling operation in the DDR3 interface [1.1.5].
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In the DDR memory interface, the C/A and DQ cannot transmit using the same bus
topology because the C/A signal should be shared among all chips, whereas the DQ signal
is not shared in the same module. If the C/A signal is duplicated and is not shared among
memory chips, which means that every chip has a dedicated C/A channel with the same
content, the C/A signal can be transmitted in the same manner as the DQ signal [1.1.1].
The Terabyte Bandwidth Initiative and serial memory interfaces use this concept. As
shown in Fig. 2.4.6, the Terabyte Bandwidth Initiative configures the C/A link and

transmits C/A signals with a high bandwidth.
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Fig. 2.4.6. C/Alink of the Terabyte Bandwidth Initiative interface [1.1.1].

The FBDIMM interface, which adopts the serial link concept and a daisy-chained
bus, transmits the C/A by packetizing C/A data with write data, as shown in Fig. 2.2.3. By
packetizing, the FBDIMM interface does not require a dedicated C/A channel, while

additive circuit overhead is necessary for de-packetizing [2.1.6].
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2.5 SIGNALING AND TERMINATION SCHEME

As shown in Tables 2.3.1 and 2.3.2, each memory interface adopts a different
signaling scheme. The memory interface affiliated with DDR (DDRx, GDDRX, and
LPDDRX) uses a single-ended half duplex signaling scheme. Half duplex means that TX
and RX share a data bus but that each side does not transmit data when the other side is
transmitting. The memory interface, which is based on serial interface technology such as
FBDIMM, SPMT and M-PHY, uses differential dual-simplex signaling. Dual-simplex
means that the interface has a dedicated TX and RX channel.

Each memory interface uses a different type of driver circuit. DDRx and LPDDRXx
use a push-pull type of voltage mode driver in the transmitter, as shown in Fig. 2.5.1

[2.5.1].

Pull up
up

predrlver
Wle WPx2 WPxil;J WPx iJ WleG
pre driver code

ODT cal. code up code 4I‘J 4 ZL::L:F
Rx16 Rx8 Rx4
N ) _ ${X] DQ PAD
Pull down
predrlver Rx16 Rx8 Rx4
dn j j j j Pull down

pre driver code driver
ODT cal. code dn code
WNx1 WNx2 WNx4 WNX8 WNX16

Fig. 2.5.1. Voltage mode driver of the DDR memory interface [2.5.1].

The mobile XDR interface uses a N-over-N type of voltage mode driver, as shown in
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Fig. 2.5.2. [2.5.2].

x Vr Vs
@ | Regulator Regulator
EL (impedance (swing
x control) control)
vr 3} Vs
tx data —>
tx clk <«— Serializer TXP
TXN
clkP, clkN —3}
Pre driver N over N driver

Fig. 2.5.2. Voltage mode driver of the mobile XDR memory interface [2.5.2].

The voltage mode driver uses less power than the current mode driver by one quarter
or half depending on the termination method. Although the voltage mode driver consumes

less power, it requires circuit overhead for impedance control, swing level control and its

de-emphasis configuration [2.5.3].
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Fig. 2.5.3. Current mode driver of XDR, FBDIMM, SPMT and M-PHY.

XDR, the Terabyte Bandwidth Initiative, FBDIMM, SPMT and the M-PHY interface
adopt the differential current mode signaling shown in Fig. 2.5.3. Although the current
mode driver consumes more power than the voltage mode driver, it can easily adjust its
output voltage swing, termination impedance and de-emphasis configuration [2.5.4].

Each type of memory adopts a different destination-side (receiver-side) termination
scheme. First, the LPDDR interface does not terminate at the receiver to reduce the
termination power. Thus, the LPDDR interface requires careful source termination and
rise time control to suppress the reflection signal. A memory interface which uses current
mode signaling adopts a fixed form of source-destination double termination, as shown in
Fig. 2.56.3. The GDDR interface adopts the Pseudo Open Drain (POD) signaling scheme
shown in Fig. 2.5.4 [2.5.5]. When the transmitter transmits a “High” signal, POD
signaling does not consume any current. Thus, the Data Bus Inversion (DBI) and Address
Bus Inversion (ABI) schemes, which convert the data polarity when data has more

“High” than “Low” signals, are used in the GDDRS interface.
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Gt

Pseudo Open Drain (POD) interface of GDDR 3/4/5

>

Fig. 2.5.4. POD signaling for GDDR 3/4/5 [2.5.5].

The signaling scheme of the DDR interface should be considered with the bus
topology. The DDR interface uses the Stub-Series Terminated Logic (SSTL) bus topology
[2.2.2]. In the SSTL DQ bus, bus suppresses reflection is accomplished by inserting a
series resistor (Rstub) in each stub, as shown in 2.5.5 (a). The DDR interface adopts a
push-pull type of termination scheme. Unlike other memory interfaces, the DDR memory
interface selectively turns on the source and destination termination resistor, as shown in
Fig. 2.5.5 (b) [2.5.1]. This scheme is termed the On Die Termination (ODT) control
scheme. To enhance the voltage margin of the write and read signal, the termination
resistor of the active module is disconnected. When the destination is in an open state, the

entire signal is reflected, and thus the destination can receive 2X times the voltage. Using
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this phenomenon, the DDR memory interface controls the termination resistor depending
in the operation mode. Although this ODT scheme enhances the voltage margin, the
reflected signal on the destination side does not settle during high-speed operation faster

than 2Gb/s. Thus, a careful channel design is required when the bus uses the selective

ODT scheme.
ON/OFF —
() )-T-() )—|
Rstub Rstub
ON/OFF —]
p—oNioFF p— ONIOFF
Chipset
| onvorrF | onvoFF
DRAM DRAM
Slot 1 Slot 2
(a)
Configuration For Write For Read
Slotl Slot2 Write to Slot 1 Slot 2 Chipset | Read from Slot 1 Slot 2 Chipset
Slot 1 OFF ON OFF Slot 1 OFF ON ON
Present Present
Slot 2 ON OFF OFF Slot 2 ON OFF ON
Present Empty Slot 1 ON - OFF Slot 1 OFF - ON
Empty Present Slot 2 - ON OFF Slot 2 - OFF ON
(b)

Fig. 2.5.5. (a) SSTL bus of the DDR memory interface. (b) ODT table for the DDR2

interface [2.5.1].
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2.6 EQUALIZATION IN MEMORY INTERFACE

In the conventional DDR memory interface, a channel equalization circuit which
compensate for the frequency-dependent loss in the channel is not used because the Inter-
Symbol Interference (ISI) caused by reflection is dominant in the moderate Gb/s
bandwidth range. However, when the bandwidth of the memory interface increases, the
memory interface typically adopts various equalizing circuits [2.6.1]. FBDIMM?2 uses 3-
tap TX de-emphasis for equalization to achieve a 9.6Gb/s bandwidth [1.1.8]. An
asymmetric equalization technique is proposed in the 16Gb/s Terabyte Bandwidth
Initiative interface [1.1.1]. As shown in Fig. 2.6.1, a DRAM chip does not have an
equalizing circuit due to the slow memory process. Both the TX de-emphasis equalizing
circuit for write data and the RX continuous-time linear equalizer (CTLE) for read data

are present on the controller side.
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Fig. 2.6.1. Asymmetric equalization scheme in the Terabyte Bandwidth Initiative [1.1.1].

As the data rate of the GDDR memory interface continues to increase, some GDDR5
vendors have begun to adopt a RX decision feedback equalizer (DFE) circuit in GDDR5

DRAM [1.1.3]. In future memory, more complex and powerful equalization schemes will

be necessary due to the increased data rate of the memory interface.

2.7 EMERGING TECHNOLOGY

To mitigate the limitations of the previously introduced memory interface, various

circuit and architecture schemes have emerged. In the clocking circuit technique, an
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injection-locked oscillator (ILO) is introduced for jitter tracking of the forwarded clock
[2.7.1]-[2.7.3]. Because the ILO achieves a high jitter tracking bandwidth without a
feedback loop, CDR using an ILO consumes less power and occupies a smaller area.
However, an ILO requires complex and precise frequency tuning.

In the bus topology area, the 3D-IC scheme is popularly used in DRAM interfaces
[2.7.4]-[2.7.6]. By eliminating the off-chip interconnect with a heavy capacitive load and
stub due to the use of a multi-drop connection, 3D-IC can achieve data transmission with
a dense arrangement and low power consumption. Through-Silicon Via (TSV) technology
is used for the wire-lined 3D-IC scheme. Fig. 2.7.1 shows a DRAM chip that implements

TSV technology.

TSV (~300) Slave
Core test
| DRAM Core [+ ©7e e
RankS! l\ Core test
Rank2 ?Slave Chips || DRAM Core Logic
Rank1 DRAM C Core test
Rank0 I X ore Logic
| PCB | Master Chip | DRAM Core |——| RD/WR |—| oo PAD|
—t uffer
® ®
Master

Fig. 2.7.1. DDR DRAM with 3D-TSV technology [2.7.4].

A wireless 3D-IC scheme using inductive coupling [2.7.7]-[2.7.8] and an optical

signaling scheme using fiber interconnect [2.7.9]-[2.7.10] have also been actively

researched to replace conventional memory interface technology.
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CHAPTER 3

IMPEDANCE-MATCHED BIDIRECTIONAL
MuLTI-DrROP DQ BuUS

3.1 IMPEDANCE-MATCHED BIDIRECTIONAL MuLTI-DROP DQ Bus

When a transmission line has an impedance discontinuity, a reflection wave occurs
[2.2.1] [2.2.2]. In the case of a conventional SSTL DQ bus, a series resistor of Z0/2Q
reduces the ringing and reflection, as shown in Fig. 3.1.1 (a), but this bus cannot suppress
reflections entirely when there are more than two slots, as the reflection coefficient of an

SSTL DQ bus has a non-zero value. This can be expressed as follows:

ZO

2))

2 == (3.1.1)
2
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(b)
Fig. 3.1.1. Equivalent stub model of (a) a conventional SSTL DQ bus and (b) the proposed
IMBM DQ bus.
Thus, a reflected signal, lenssti, IS generated at every stub, and these signals
propagate across connectors repeatedly and cause overshooting or overdamped responses

depending on the position of the module. As the data rate increases, these reflection
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waves play a key part in generating ISI in an SSTL DQ bus.

Fig. 3.1.1 (b) shows part of the IMBM DQ bus [3.1.1]. The insertion of two resistors
of appropriate values at each stub allows us to match the impedances at the stubs without
attempting to alter the characteristic impedances of the PCB traces. Resistors can be
introduced within the width of a PCB trace with the use of emerging technologies such as
embedded PCB resistors or film resistors. The reflection coefficient at each stub of an

impedance-matched DQ bus can be expressed as follows:

z
Zo+ 20 ||1(Z4+K2Z,) |-Z
_ZT—ZO_(( 0+kj”( O+ 0)) 0

IMBM — -
Z.+2Z, ((zﬁzkoj”(zﬁkzo)}zo

=0 (3.1.2)

This shows that, at least in theory, an IMBM DQ bus does not generate a reflected

signal at each stub. The ratio between Iy.1mem and Iy mem Can be expressed as follows:

VA
Lesmvem = livem = (Zo + kzo) : (Zo +TO) =k:1 (3.1.3)

This means that an IMBM DQ bus transmits an incident signal to every module with
the same current and allows an identical transfer response regardless of the position of a

module.
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ZoQ VTT Z,Q matching Motherboard
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Zol3 Q Zo Q2

Memory

Controller
Connector =]
Memory
TL8 Module
PCB
Zp &2
termination \ //\
#0 #1 #2 #3
Memory Modules
Fig. 3.1.2. Impedance-matched bidirectional multi-drop (IMBM) DQ bus.
ZoQ VTT
termination Zo2 matching (x) Motherboard
PCB
0z )
TL4
Memory
Controller Connector L1
Zo2 Q Zol2 Q

Memory
Module
PCB
ZoQ
termination

Memory Modules

Fig. 3.1.3. Stub-Series Terminated Logic (SSTL) DQ bus.

Fig. 3.1.2 shows an IMBM DQ bus as the counterpart of the conventional SSTL DQ

43



bus shown in Fig. 3.1.3. Resistors of Z,, Z/2, Zo/3, 2Z,, and 3Z,Q match the
impedances in the left-to-right direction along the upper four transmission lines (TLS).
Thus, each memory module receives the same voltage from the memory controller, and
the memory controller receives the same voltage from each memory module. To prevent
reflections at the ends of the channel, the memory controller and the memory modules

both have on-die-termination (ODT) resistors.

3.2 OPERATION OF IMBM DQ Bus

Although the impedances are only matched in one direction, the IMBM DQ bus can
cancel reflective ISI during the transmission of both write and read data. Because there is
no reflection at the right-hand ends of the TLs (TL1, TL2, TL3, and TL4) on the
motherboard during a write operation, as shown in Fig. 3.2.1, the data stream being
written from the memory controller to memory modules #0, #1, #2, and #3 is transmitted

without reflections [3.2.1] [3.2.2].
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Motherboard
ZoQ VTT ZoQ matching PCB

termination @ norefl @no refl. @no refl. @
S 7013 Q T 72 Q =P 7,0 P

Pad TL1

Memory 37, Q

Controller
Connector [Y]

Memory
TL5|z,4 TL6 [z, TL7 (Z4 TL8 |z Module

PCB

no refl. no refl. no refl. no refl.

Zp S VTT
termination
#0 #1 #2 #3

Memory Modules

Fig. 3.2.1. Write operation of the IMBM DQ bus.

In a write operation, the maximum turn-around time (T wm_around) OCCUrS When writing
from the controller to memory module #3. This time can be expressed in the equation

below (3.2.1). Ty is the flight time of the signal passing through each TL.

Tourn_aroundwrsz = Varis F Tarie t Tams + Taria + Tams (3.2.1)

Because reflection does not occur during a write operation, additive waiting time for

the settling of reflections is unnecessary. Reading is performed in a different manner. A
read operation from memory module #0 to the memory controller causes a reflection at
the top end of TL5, as shown in Fig. 3.2.2, but this signal is absorbed by the ODT resistor
of module #0. The read data is split at the stub, and the desired data signal flows from the
right-hand end of TL1 to its left-hand end, eventually reaching the memory controller.

Meanwhile, unwanted signals flow from left to right through TL2 and proceed towards
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memory modules #1, #2, and #3, causing no reflections, and are eventually absorbed by
the ODT resistors. Thus, although reflections do occur in an IMBM DQ bus during read

operations, no reflective ISI arrives at the controller.

Motherboard
ZoQ VIT Z,Q matching PCB
termination no refl. ® @no refl. @n° refl. @

G 7)J3Q TP 7,2 Q =P 7,Q =P

Pad TL1

Memory 37, R

Controller
Connector [Y]

Memory
TL5 Module
PCB
no refl.
Zp VTT
termination
#0 #1 #2 #3

Memory Modules

Fig. 3.2.2. Read operation of the IMBM DQ bus — from module #0.

If data flows from memory module #1 to the memory controller during a read
operation, then a reflection occurs at the top of TL6, as shown in Fig. 3.2.3; however, this
signal is absorbed by the ODT resistor, as in the earlier case. Again, the read data is split
at the stub and the desired data flows from right to left through TL2, where there is
another reflection. This reflected signal goes rightward through TL2, where it too is
absorbed by the ODT resistors, as in the write operation of the bus. Thus, the desired read

signal arrives at the memory controller, while all the reflections are absorbed by the ODT
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resistors. Read operations from memory modules #2 and #3 behave similarly, and again
there is no reflective ISI. During a read operation, the maximum turn-around time occurs
when reading from memory module #3 to the controller. In this case, the controller waits
until the reflection signal at the left side of TL2 disappears in the bus, as shown in Fig.
3.2.4. This turn-around time can be expressed by equation (3.2.2). T4cmp denotes the

flight time of the command signals from the controller to the memory modules.

Tturn_around,RD,#S = Td,CMD + (Td ,TL8 +Td ,TL4 +Td ,TL3 +Td ,TLZ)

(3.2.2)
+Mmax {Td TLLs (Td TL2 +T, L3 +T, TL4 +T, L8 )}

In summary, the IMBM DQ bus generates no reflections during write operations,
and the reflections that are generated during read operations do not reach the memory
controller. Therefore, the IMBM DQ bus transmits and receives both read and write
signals without reflective ISI. In addition, IMBM DQ bus is tolerant to stub length
variation. Because the impedance is matched in right-ward direction, additional settling
time for the settling of reflections is not required, except for residual reflection due to
parasitics. In the case of the SSTL DQ bus, stub resistors suppress reflections instead of
fully eliminating reflection. Thus, the signal behavior of the SSTL DQ bus depends on the
stub length. Both the SSTL DQ bus and IMBM DQ bus are affected by characteristic

impedance and series resistor value mismatches.
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Fig. 3.2.3. Read operation of the IMBM DQ bus — from module #1.
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Fig. 3.2.4. Read operation of the IMBM DQ bus — from module #3
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3.3 GENERALIZED IMBM DQ Bus

In section 3.1, the IMBM DQ bus is introduced, where the characteristic impedance
of the memory module’s PCB trace and motherboard’s PCB trace is identical. Generally,
their characteristic impedances can differ. In this section, a generalized IMBM DQ bus
will be established and its resistor value will be derived. We call the characteristic
impedance of the motherboard’s PCB Z, and refer to that of the memory module’s PCB

as Z,, as shown in Fig. 3.3.1.

719 VTT Z:Q matching Mothpeégoard
termjnation

> ZinpQ TP 7, Q@ =¥ 7 Q =P
ez ) Qz. > ---
Tl TLrnyy
Memory Zgny Q
Controller

Connector [HH]

. Memory
<> causes reflection | ATLB( .. ATLBZ ‘1T|_Bl MSE‘;;"’ATLB”
|

- causes no reflection *

Z,Q vt
termi;ation vA Tt vA v‘ v‘
#0 #(N-3) #(N-2) #(N-1)

N Memory Modules

Fig. 3.3.1. Generalized IMBM DQ bus (Z,>Z,).

3317, = Z, CASE

If Z, is larger than Z,, Zgo, can be a series resistor. Because the equivalent
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impedance from the right end of the TL+; is (Zgo + Z,), the resistance of Zg, should be
Z,-Z,. To satisfy the condition of the IMBM DQ bus, the two equations below should be
satisfied for the (N-k-1)th stub. Here, k is the number of remaining slots on the right side,

as shown in Fig. 3.1.1.
(ZTk +Zl)||(ZBk):Zl (3.3.1)
(Zr+2Z,):(Zg +Z,)=1:k (33.2)
Equation (3.3.1) is the condition for no reflection at the right end of the top TLs
(TLt1~tn), @nd Equation (3.3.2) is the condition for an equivalent current distribution of
all modules. Equations (3.1.4) and (3.1.5) can be expressed with the variables Z+x and

Zek.

Z.(2,-2,-2,)+27=0 (3.3.3)
Z, =kZ, +kZ,-Z, (3.3.4)
After inserting (3.3.3) into (3.3.4) and solving the quadratic equation, the root of Z

is equal to (Z1/k) or (-Z;). Because we cannot implement passive negative resistance in

the PCB, the resistance values of Z1 and Zgk are determined as follows:

z, =4 (335)
K
Zy =(k+1)Z, -2, (3.3.6)

Thus, the generalized IMBM DQ bus in the case of (Z,>Z,) can be described as

shown in Fig. 3.3.2.
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Fig. 3.3.2. Generalized IMBM DQ bus (Z;=Z7,) with resistor values.

3.3.272,<Z;CASE

If Z, is smaller than Z,, Zg, cannot be connected serially as shown in Fig. 3.1.11. To

match the equivalent impedance of the combination of Zgq with Z,, ZB0 should be

connected in parallel, as shown in Fig. 3.3.3.
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Fig. 3.3.3. Generalized IMBM DQ bus (Z,<Z,).

To match the impedance, the resistance of Zg, should take the value below.

__ 44

= 3.3.7
0=7"7 (337)

Next, the necessary current for the last module should be increased by I+, as shown

in the right-hand part of Fig. 3.3.3. The relationship between Iz and I+ can be expressed

as follows:
ZlZZ
———=,=7Z:1 3.3.8
ZZ_Zl B 2 T ( )
Z
I = =2-1]I 3.3.7
T (Zl j B (3.3.7)

Thus, the condition for (3.3.2) in the previous case takes on the following form:
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(ZTk+Zl):(ZBk+Zz):1:(k+[%—lD (3.3.8)

This equation can be expressed as follows:

Za :(£+k—1Jsz +(k-1)Z, (3.3.9)

1
After inserting (3.3.9) into (3.3.4) and solving the quadratic equation, the root of Zyy

becomes equal to

2

Z
Z,=—2 ——o0or -7 3.3.9
Tk (k—l)zl+22 1 ( )

Because we cannot implement passive negative resistance in a PCB, as in the

previous case, the resistance values of Zy and Zgk are solved via the following

equations:
Z?
= 3.35
" (k-1)Z,+2, (339)
Z, =kZ, (3.3.6)

Thus, the generalized IMBM DQ bus in the case of (Z,<Z;) can be described as

shown in Fig. 3.3.4.
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Fig. 3.3.4. Generalized IMBM DQ bus (Z,<Z,) with resistor values.

3.3.3 DoOuBLE-SIDED MODULE CASE

To increase the memory capacity, today’s memory modules are formed of double-
sided DIMM. Each memory module has both top-side memory chips and bottom side
memory chips. Through-hole vias connect the top-side chips and bottom-side chips.
Because two transmission lines run along each via, as shown in Fig. 3.3.5, the equivalent
impedance is reduced by half, Z,/2. To cancel the reflection in this via, therefore, Z,/2

ohm resistors should be inserted in the double-sided DIMM, as shown in Fig. 3.3.5.
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Fig. 3.3.5. Generalized IMBM DQ bus (Z,>Z,) with a double-sided module.

3.4 STEADY-STATE RESISTOR MODEL OF IMBM DQ Bus

To compare the voltage swing level of the conventional SSTL DQ bus and IMBM
DQ bus, a steady-state resistor model of both types of DQ buses is analyzed in this
section. At high-speed data transmissions, the transmission line causes various reflection
waves and transient responses until the reflection waves settle. Therefore, the transient
voltage of the transmitted signal can vary with the reflection environment. After the
signal settles, however, the steady-state voltage of the transmitted signal is determined to
certain value, and the value is not affected by the reflection situation. In addition, the

steady-state voltage value is calculated only with the resistor network and not with the
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characteristics of the transmission lines. In other words, the steady-state voltage value of
a resistor network containing transmission lines is identical to the value of the resistor
network in which the transmission lines are substituted with simple wires. Thus, we can
determine the steady-state voltage value and voltage loss from the memory controller to
the memory module if we model both the SSTL DQ bus and the IMBM DQ bus with a
resistor network.

First, single-sided, N-slot, N-drop DQ buses will be described, after which double-
sided, N-slot, and 2N-drop DQ buses will be introduced. In the case of the SSTL DQ bus,
a selective ODT scheme is used to the enhance voltage margin. The SSTL DQ bus with
this scheme is also analyzed. The selective ODT scheme is only available in the SSTL
DQ bus because the reflection coefficients of the bottom transmission line (TLpotom) iN
the IMBM DQ bus differ from case to case. Figs. 3.4.1 (a) and (b) show the equivalent
stub model and equivalent impedance from the bottom transmission line of both types of

DQ buses.
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Fig. 3.4.1. Equivalent stub model and equivalent impedance from the bottom transmission
line of (a) a conventional SSTL DQ bus and (b) the proposed IMBM DQ bus.

The reflection coefficient of the bottom transmission line from the bottom to the stub

is as follows:

57



Z

—+(Z,11Z,) |-2Z

- _Zm—zo_(2 z12)|-2

SSTL bot = =
Zooi + Zo (220 +(Zo | Zo)j+Zo

=0 (3.4.1)

The reflection coefficient of the IMBM DQ bus in the same case can be expressed as

follows:

(kzo"'EZo”(ZkO"'zo)j]_zo 2
s —( K j (3.4.2)

1—‘IMBM bot T - -
otz +Z k+1
bot 0 [kz0 +(ZO | (Zk‘)+ZODJ+ Z, +

As shown in equation (3.4.1), the SSTL DQ bus does not reflect the reflected signal
by the opened ODT resistor. On the other hand, the IMBM DQ bus immediately reflects
the signal which is reflected by the opened ODT resistor. As a result, the selective ODT
control scheme which disconnects the ODT resistor of the active module cannot be used
with the IMBM DQ bus. In fact, although the reflected signal by the ODT resistor of the
SSTL DQ bus does not produce a reflection wave on the bottom side of the transmission
line, this reflected signal is reflected by the upper transmission and stubs. Therefore,
during high-speed data transmission, this selective ODT scheme which enhances the

voltage margin reduces the signal integrity.

3.4.1 SINGLE-SIDED MODULE CASE

Fig. 3.4.2 shows the steady-state resistor model of the single-sided SSTL DQ bus

with all ODT resistors on, indicating no control over the ODT resistor among active
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modules. Fig. 3.4.3 shows the same SSTL DQ bus with the selective ODT scheme. In the
single-sided module, the number of slots and the drop are identical.

Vme
o L0 NN-1
VTT | ( ) VVV ot

A 4

NI

N : # of slots / N drop

Fig. 3.4.2. Steady-state resistor model of the single-sided SSTL DQ bus without the selective
ODT scheme.

NN-1

(N-1)I

§ Z,292

+ o < < <

Vum i ZoR E ZoQ i Zo%
'l
VTT VTT VTT VTT

N : # of slots / N drop

Fig. 3.4.3. Steady-state resistor model of the single-sided SSTL DQ bus with the selective
ODT scheme.

For a write operation, the memaory controller transmits a signal with voltage of Vc
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and the memory module receives the signal with V. N is the number of slots and the
drop. At node ny.; in Fig. 3.4.2, the equivalent impedance on the right is (Zo/2+Z,)/N.

Thus, the voltage gain of Fig. 3.4.2 is equal to

(3/2)z,
Vi N Zy 2
Ve Z,+ (B/2)Z, 112)z,+z, 2N+3
N

On the other hand, the equivalent impedance of node ny., of Fig. 3.4.3 is divided by
N-1 and does not share voltage with the Zo/2 ohm resistor, as the ODT resistor of the
active module is opened and does not drive any impedance. Thus, the voltage gain in Fig.

3.4.3 can be expressed as follows:

3/2)Z,
Vim N-1 3
= = 344
Ve 7 . BI1DZ, 2N (344
N-1

A steady-state resistor model of the singled-sided IMBM DQ bus is described in Fig.
3.4.4. In the IMBM DQ bus, the equivalent impedance of the right side of node n;_y is
always Z,. Using this characteristic, the Vyw voltage can be calculated by successive
voltage divisions. The voltage gain of the single-sided IMBM DQ bus is derived by

equation (3.4.5).
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Ve 740 200 Zol(N-1) Q, 0 Zo/(N-2) © s Z0Q

viIT —ORW—F 4 MW—FE MWW~ -+ — WA

P N1 N = P n >
N BT s S |

§(N 1)Zo Q §(N 2)Zo 2 § Z0Q
} l l )
Vi E ZoQ i ZoQ i ZoQ i ZoQ

VTT VTT VTT VTT

N : # of slots / N drop

Fig. 3.4.4. Steady-state resistor model of the single-sided IMBM DQ bus.

VMM ﬁ ZO
Ve Z+Z ,le L7 |\kZo+Z,

0 (3.4.5)

_1ﬁi 11N1N2k+11 1
g l+i k+1 2 N N-1 k+2k+1 2N

3.4.2 DOUBLE-SIDED MODULE CASE

The steady state resistor model of double-sided module can be modeled in the same
way as the single-sided module. In addition, the voltage gain can be calculated with the
same method. Fig. 3.4.5 and Fig. 3.4.6 show the model of the SSTL DQ bus. The voltage

gain of each model is derived in equations (3.4.6) and (3.4.7).

61
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Vium | {i Zo8 {i Zo% {i 2,8

VTT VTT
N : # of slots / 2N drop

Fig. 3.4.5. Steady-state resistor model of the double-sided SSTL DQ bus without the selective
ODT scheme.

Zy
Vi ___N @2z, _ 1 (3.4.6)
Vie 7 +§ @r2)z,+@/2)z, 2(N+1)
°° N
V
VTT MC)—'\N\,+ vy M M e
— > > > >
(N-1)I (N-1)I (N-2)I 21 |
§ Zol282 Zol28Q Zol2R2 Zol2%
ok v b
+§& 3
VMM Z@Q Z()Q, ZO\Q
o
VTT VTT VTT VTT

N : # of slots / 2N drop

Fig. 3.4.6. Steady-state resistor model of the double-sided SSTL DQ bus with the selective
ODT scheme.
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= (3.4.7)

The double-sided IMBM DQ bus can also be modeled as shown in Fig. 3.4.7.

Ve 7,0 ZJ(N-1) 0 Zo/(N-2) © Z,Q

vt —O-WA w MA— - - AW

NN Nn-2 N1

§(N-1)zO Q §(N-2)zO Q § 70 Q

Zo/29 2 7,29 Zo/29 Zo/29

+ ZoQ
Vum ZoQ Zo® ZoQ 0

VTT VTT VTT VTT
N : # of slots / 2N drop

Fig. 3.4.7. Steady-state resistor model of the double-sided IMBM DQ bus.

The voltage gain of the double-sided IMBM DQ bus is equal to

Vi _ ﬁ z, | @2z,
Ve \Z, +Z N 1Z ‘7, kZ,+Z,

1 ﬁL i_lN—lN—Z k+1 1 1
Sval+iJk 2 N N-1"k+22(k+1) 4N

(3.4.8)
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3.4.3VOLTAGE GAIN COMPARISON

In the previous section, the voltage gain of both the SSTL DQ bus and the IMBM
DQ bus were derived from the memory controller to the memory module (Vum/Vmc).
The reverse voltage gain (Vuc/Vum) can be easily derived using the reciprocity theorem

[3.4.1].

R1 |1 |2 R2
x Any Ilrllear "
E, Vi passive v, E,
- network -
Memory Channel + Active
controller inactive modules module

Fig. 3.4.8. Reciprocity.

The reciprocity theorem shown in Fig. 3.4.8 reads as follows: “If a voltage source E;
acting in one branch of a linear passive network causes a current I, to flow in another
branch of the linear passive network, then the same voltage source E, acting in the
second branch would cause an identical current I, to flow in the first branch (If E{=E,,
1,=1,).” Because the steady-state resistor model of both the SSTL and the IMBM DQ bus
consists of only passive resistors, the forward voltage gain (Vwmm/Vmc) and reverse
voltage gain (Vmc/Vum) are identical according to this reciprocity theorem. Therefore,
we do not have to derive the reverse voltage gain.

With the result of the voltage gain formula, the voltage gain decreases as the number
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of slots increases. This trend is applicable to both DQ buses. Comparing the SSTL and
the IMBM DQ bus, the voltage gain of the SSTL DQ bus is larger than that of the IMBM
DQ bus by 2~3 times in accordance with number of slots and the ODT scheme. Although
the SSTL DQ bus has a higher voltage gain and wastes less power, the SSTL DQ bus
cannot be used in a high-speed and high-capacity channel, as mentioned earlier. When
using the selective ODT, signal integrity is increasingly degraded. In other words, the
IMBM DQ bus cancels the reflection wave at every stub with the sacrifice of the voltage
gain and the power consumption. In addition, the maximum number of slots of the IMBM
DQ bus is limited by the transmitted voltage and the sensitivity of the receiver circuits.

Tables 3.4.1 and 3.4.2 summarize the voltage gain of both DQ buses.
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Table 3.4.1. Voltage Attenuation Comparison of the Single-sided DQ Bus.

Single-sided (N-drop)

# of
slots SSTL SSTL IMBM
(active open) (all ODTs on) (all ODTs on)
N 3/(2N+1) 2/(2N+3) 1/2N
2 0.6 0.286 0.25
3 0.429 0.222 0.167
4 0.333 0.182 0.125
Signal B ) +
integrity

Table 3.4.2. Voltage Attenuation Comparison of the Double-sided DQ Bus.

Double-sided (2N-drop)

# of
slots SSTL SSTL IMBM
(active open) (all ODTs on) (all ODTs on)
N 1/(N+1) 2/(2(N+1)) 1/4N
2 0.333 0.167 0.125
3 0.25 0.125 0.083
4 0.2 0.1 0.063
Signal B i +
integrity
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CHAPTER 4

MEMORY CONTROLLER TRANSCEIVER

4.1 MEMORY CONTROLLER TRANSCEIVER ARCHITECTURE

Fig. 4.1.1 shows the architecture of a memory controller transceiver designed to
support the IMBM DQ bus. This transceiver includes four data (DQ) channels, a data
strobe (DQS) channel, a PLL and a clock tree. Each bidirectional DQ channel consists of
a transmitter (TX) and a receiver (RX). The TX is made up of a PRBS generator for BER
testing, a four-tap 8:1 serializer, and a current-mode driver to allow de-emphasis with four
taps. The RX consists of a linear equalizing buffer [4.1.1], a sampler, a 2:8 deserializer,
and a PRBS verifier. The PLL and clock trees provide a TX clock for the serializer and a
multi-phase clock for the strobe recovery unit (SRU) of the DQS block. The DQS channel
generates a strobe signal with the same phase as the DQ write data. This strobe signal is
used for timing recovery in the RX of a memory module and is not used for direct
sampling in the sampling circuit. Instead, the recovered strobe signal which is generated
from the PLL and the phase interpolator is used for data sampling. Because the IMBM

DQ bus attenuates the voltage of the signals in inverse proportion to the number of
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modules, direct sampling of data using the received strobe is not advisable due to the

large amount of power required to limit the input strobe signal.

2,0 ]
2 _! DQO |
DQ (TX
DO1 Q (TX) DO1p
PrBS | 4-t-ap 4-tap de-emp. ,IX|
GEN 8:1 current-mode
SER > DRV ’IXI
ry DQ1n
24 | Jpce —2 |
2 2
DCC l DQ (RX)
PRBS | g| 2:8 2 Lin. EQ
PLL VER [ DEs [ Sampler l: BUF |
+
CLK tCrLez
tfr(()e;e for | 44 DQS DQS (TX) DQSP
T RX 1 —»| 4-tap 4-tap de-emp. ‘IXI
& PI 2:1 current-mode
0— SER DRV ‘IXI
3 DQSn
2, L, bcc b—2— ©
4 4
» DCC ¢| SRU
8 -
> DES+AY <[ Lin. EQ
2 PIQ) 4 rem 11 BBPP || BUF L
2,4
P ] DQ2
2
2 DQ3

Fig. 4.1.1. Memory controller transceiver block diagram and its clocking architecture.

Fig. 4.1.1 also shows the SRU and RX clocking architecture in detail. The SRU has
a dual-loop architecture for timing recovery [2.3.3]. In order to generate a sampling clock

with the proper phase for every DQ, a phase interpolator and a half-rate bang-bang phase
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detector are used in the SRU. The central PLL generates multi-phase clock signals which
are delivered by the clock tree to drive the phase interpolators. The SRU loop control
block, which is composed of a deserializer, a first-order AX modulator, and a finite-state
machine, receives the early and late information from the PD and then supplies the
appropriate up or down control bit to the phase interpolator. The AX modulator dithers
this control bit to prevent the entire strobe recovery loop from enacting a limit-cycle. The
proposed memory controller transceiver does not have to track the frequency offset; this
avoids the need for integrating control of the strobe recovery loop and thus prevents the
AY modulator from causing a stability problem. A duty-cycle corrector (DCC) is also
used to adjust the sampling clock, which eliminates the distortion of the duty-cycle that
would otherwise be caused by the clock tree and phase interpolator. All DQ channels
must receive the recovered sampling clock with the same phase; therefore, the shorting
clock method [4.1.2] is used to reduce the on-chip clock skew. To eliminate skew
between each DQ channel and the SRU, the sampling clock signal used in the PD
traverses the clock tree in parallel with the recovered clock. This increases the loop
latency of the entire SRU and the limit cycle; but the first-order AX modulator in this loop
can cope with this extended latency, which thus has a negligible effect on the jitter of the

recovered clock signal.

4.2 TXCIRCUITS OF THE TRANSCEIVER

To compensate for the non-ideal nature of the channels, the memory controller
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transceiver uses a linear equalizer in RX mode and performs de-emphasis in the TX mode.
To achieve the latter, a 8:1 serializer with a 4-tap output is implemented, as shown Fig.
4.2.1. The front 8:4 and 4:2 serializer uses the parallel 5-latch 2:1 serializer shown in Fig.
4.2.2 (a), whose timing diagram is shown in Fig. 4.2.2 (b). The final 2:1 serializer, as
shown in Fig. 4.2.3, has a four-tap output. Its driver has a separate component for each
tap. Instead of using an XOR gate [4.2.1], two intermediate multiplexers that select their
polarity while generating a negative output signal are employed. The differential output
signal is driven by the final multiplexers, which are in turn driven by the delayed clock
signal CLKD, as the cascaded multiplexers need a timing margin to operate at a high
speed. The four-tap serialized signal is then delivered to the four-tap current-mode driver
shown in Fig. 4.2.4. Equalization coefficients are controlled by means of the control

signal tap weight (TW).

i i
PRBS 8:4 | 42 | 2:1 | 4-Tap | Polarity .
Gen. — | ser [?] ser [] SER ! Latch ! Control [ Priver
| |
A A A
Clk
< 12 |« 12 |«
Tree

Fig. 4.2.1. 8:1 serializer with a 4-tap output.
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Fig. 4.2.2. (a) Five-latch 2:1 serializer and (b) its timing diagram.
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Fig. 4.2.3. Four-tap half-rate serializer with a differential output.
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Fig. 4.2.4. Four-tap current-mode driver.

Fig. 4.2.5 shows the proposed duty-cycle corrector (DCC). To reduce its area and
complexity, the controlled and uncontrolled transistors in the DCC buffer are separated,
as shown in Fig. 4.2.5 (c). An equivalent circuit model of the jth stage of an (m-1)-stage
DCC buffer is given in Fig. 4.2.5 (b). The resolution of the DCC in the jth stage can then

be expressed as follows:

[ R1_+R2jc[[i}ll Rl.j+RZ]C=;-_Rlc (4.2.1)
m-j J] m—] m(m- j)

In this design, m is 5 and thus the resolutions of consecutive stages are 1/20, 2/15,

3/10 and 4/5. Because the ratios between successive resolutions are close to 2, the DCC
buffer can achieve linearity despite its simple design and small area. Fig. 4.2.6 shows the
measured DCC linearity curve for 2.4GHz DQS and DQSB output signals. The DCC can

cover a duty cycle ranging from -42% to 38%.
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Fig. 4.2.5. (a) Overall duty-cycle corrector structure, (b) simple equivalent model of the jth

stage of the DCC buffer, and (c) a schematic diagram of the DCC buffer.
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Fig. 4.2.6. Measured DCC linearity of a 2.4GHz DQS signal.

4.3 RXCIRCUITS OF THE TRANSCEIVER

Fig. 4.3.1 shows detailed block diagram of the SRU. Two phase interpolators
generate the recovered strobe signal from the PLL signals. An in-phase (I-phase) phase
interpolator is used for data sampling and a quadrature-phase (Q-phase) phase
interpolator is used for edge sampling and phase detection. Each phase interpolator
consists of a CMOS-to-CML (current mode logic) stage, a phase interpolator core stage

with a CML level and a CML-to-CMOS stage. Each phase interpolator core has left and
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right mux. For seamless phase switching, the left mux selects the phases from 0°-, 90°-,
180°-, and 270°- multi-phase, the right mux selects phase from 45°-, 135°-, 225°-, and
315°- multi-phase, and the Q-phase phase interpolator selects the 90° shifted phase from

that of I-phase phase interpolator.

Strobe Recovery Unit (SRU)

Clock Recovery Control

overflow (UP)
comparison | underflow (DN)

sign_bit

Strobe IN half rate UP[1:0] > -1 Phase Shifting
> BB PD DN[1:0] 2:8 DIﬁT i Controller
'nou = l DN[7I-{0] Signed 8 T 2 i
o
g st 2 N CLK 4 2's complement CLK_4 CLK_4
o|x|5lx ~ mux sel left / right
) o . .
CDR Loop Control w [3:0] /wb [3:0]
DCC
recovered 4 I-phase Generation pli090180i70 c pLL
) entra
CLK ) e clk left i muxisellleft
DQO B :
R gfocefl] g Interpolator VVXb[TSO%]/
CLK = |€ 0] Ik right i mux sel fisTi pllo] &
DQ1 X 45 v
RX 8 0] ©
CLK S pll 45 135225315 «—= °
DISES e
DQ2 ? g 11901802700 L8 3
RX DCC 5 | Q-phase Generation P [ 225 -
CLK > = o
) Mlk left g : : _A&—mux sel left 4—270 ©
DQ3 S <€ Phase 3:01/ PERcit-N
CFzL>:< bcc 4 Interpolator vv\\:b[ ['3.10] g
< . ; o
) @ L otz e mux sel right

pll 135225315 45

Fig. 4.3.1. Block diagram of the strobe recovery unit (SRU).

The recovered strobe signal is used for phase detection in half-rate bang-bang phase
detector (BB PD) block after traveling the clock tree and the DCC block. To match the
delay of the recovered strobe signal between the DQ and DQS block, the recovered strobe

signal intentionally travels the clock tree. The BB PD block generates up and down (DN)
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information which becomes deserialized. The deserialized up and down signal is filtered
in the CDR loop control block, as shown in Fig. 4.3.1. The CDR control block, which is
composed of a bit-shifting gain block, an accumulator and an over-/and under-flow
detection block, is equivalent to a first-order AX modulator. The filtered up/down signals
are delivered to the phase shifting controller, which generates the mux selection signal
and the weight value for the phase interpolator. Fig. 4.3.2 shows a schematic diagram of
the sampler which is used in the half-rate BB PD and RX of each DQ block. Switch
transistors are inserted for offset canceling by steering the output current. To enhance the
linearity during the offset canceling step, NMOS with the gate voltage of VDD are
stacked together with switches. Fig. 4.3.3 shows the continuous-time linear equalizer
(CTLE) whose peak gain is about 6dB at 2.4GHz. This linear equalizer uses a differential

capacitance scheme to reduce the occupied area [4.1.1].

T

| CLK |
OUij T 1OUTn

ST
L

offsetP offsetP offsetP offsetN offsetN offsetN
[2] -I 1 -I [0] -I I- [0] I- (1] [2]
ax 2x 1x INp-lE jl—INn 1x 2x 4x

CLK-lq

Fig. 4.3.2. Schematic diagram of the sampler.
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oUTn OUTp

DQp —| I— DQn

Fig. 4.3.3. Schematic diagram of the continuous-time linear equalizer.

There are two possible types of phase interpolators. In one type, the phase
interpolator core and multiplexer are separated, while the other type has an embedded
multiplexer [4.3.1]. In the latter type, all of the phases are simultaneously connected to
the input pair of the phase interpolator. This reduces the effect of clock feedthrough on
the linearity, but it also increases the load on the output capacitance, which in turn limits
the speed of this type of phase interpolator when there are more than eight phases coming
from the PLL. In the SRU, therefore, the phase interpolator shown in Fig. 4.3.4 is used. It

has a separate multiplexer for each of the eight phases, thus improving the linearity.

77



Clock feedthrough is normally considered to be the main source of nonlinearity, but it

actually enhances the linearity of this design of phase interpolator, as it creates a mid-

phase during multi-phase switching. Fig. 4.3.5 shows the linearity curve of the phase

interpolator as well as its DNL. This figure shows that mid-phase occurs during phase

switching and that the absolute value of the DNL does not exceed 1.
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Fig. 4.3.4. Schematic diagram of the phase interpolator.
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Fig 4.3.5. Measured linearity of the phase interpolator.

4.4 LIMITATION OF THE TRANSCEIVER

Unfortunately, the proposed memory controller transceiver has some drawbacks.
First, the designed transceiver has a low jitter tracking bandwidth (JTB). Because most
memory interfaces adopt source-synchronous clocking, a high jitter tacking bandwidth is
advantageous for a memory controller transceiver. Generally, a strobe signal is
transmitted simultaneously with a data signal. Thus, the strobe signal contains the same

jitter variation as the data signal. ldeally, the receiver will receive data with high jitter
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tolerance if an unprocessed strobe signal is used for data sampling. However, an
unprocessed strobe signal cannot be used for data sampling in a multi-channel serial link
due to the necessity of clock buffering capability for driving multiple receivers and
filtering uncorrelated high-frequency jitter. To track correlated jitter between the data and
strobe signal and to filter high-frequency uncorrelated jitter, the jitter tracking bandwidth
of the receiver should range within a few hundred MHz because recent packages and
regulators generate power supply noise generally from 100 MHz to 500MHz [2.7.3]. The
proposed transceiver, however, adopts the type Il DLL [4.4.1], and its jitter tracking
bandwidth is under 10MHz. Second, the memory controller needs deskew capability in
both the write and read directions [4.4.2]. Because the memory interface has many
channels and modules, the PCB trace length of each channel can vary over the 1UI timing.
Moreover, the on-chip circuit mismatch and routing mismatch increases the skew. Thus,
the skew should be offset in the memory controller transceiver. In this thesis, a four-
channel DQ and a DQS are carefully laid out and the PCB trace is implemented with high
accuracy. However, the next version of this transceiver would be improved with a

deskewing circuit.
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Fig 4.4.1. Next version plan of the memory controller transceiver — not implemented.
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The reference DLL and the phase interpolator play the role of write signal skew
offsetting. Additionally, the replica DLL and phase interpolator compensates for the skew
of the read signal. Although the TX clock signal runs continuously, the RX strobe signal
toggles only when a read command is delivered. Thus, the reference DLL provides the
control signal of the replica DLL. Moreover, a high jitter tracking bandwidth injection-
locked oscillator (ILO) is used in the DQS receiver [2.7.2]. Because the ILO has a high
jitter tracking bandwidth, it can track correlated time-varying jitter and can filter out
uncorrelated high-frequency jitter. An on-chip transmission line would be necessary if the
transceiver requires low power consumption during clock delivery [2.5.3]. Finally, the
resistors, necessary for configuring the IMBM DQ bus, occupy the PCB area with a
complex routing when the differential signaling scheme is used. Thus, optimal system

efficiency can be achieved when the transceiver adopts a single-ended signaling scheme.
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CHAPTER S5

EXPERIMENTAL RESULTS

5.1 EXPERIMENTAL SETUP

A prototype memory controller transceiver was designed and fabricated using a
0.13pm CMOS process, and Fig. 5.1.1 is a microphotograph of the die. The transceiver,
composed of four DQs and a DQS, occupies an area of 1400um x 1200um. The
transceiver chip was implemented as a part of the 1/O circuitry of the memory controller,
and a test board with a motherboard and memory module PCBs was implemented, as
shown in Fig. 5.1.2. There are no actual memory chips in this setup; the test equipment,
including a BERT and an oscilloscope, plays this role. To compare the simple load and
heavy load imposed by memory chips, inactive modules are modeled in two ways. First,
only passive 502 resistors are modeled for a light load condition [3.1.1]. Next, passive

50Q resistors in parallel with 1pF capacitors are used for a heavy load condition.
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Fig. 5.1.1. Die photo of the memory controller transceiver implemented in 0.13pum CMOS.
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Fig. 5.1.2. Scope of this work.
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To facilitate a range of measurements, the chip- and channel-boards are implemented
separately. Nelco material instead of FR4 is used to reduce insertion losses. MicroTCA
[5.1.1] connectors are used on the channel board, as DDR2/3 connectors are not suitable
for multi-gigabit per second transmissions. The chip board has a 2.5 inch trace and the
channel board has a trace with a length between 1.43 and 2.29 inches. The spacing of the
connectors is 0.43 inches. A block diagram and photograph of the actual 4-slot 8-drop

double-sided IMBM DQ bus is shown in Fig. 5.1.3.

ZoQ  VIT ZoR matching Zo = 509 MOt“PeCrgoafd

termination

Memory
Controller

Memory
4 Slots, 8 Drops Module‘t TL8
IMBM iy
Zol2 Q
500
VTTI 1pF inacti\;é"-. I I
modules
or VTT
- ZoQ
EqU'Fz' termination Av v‘ AV VA AV VA AV VA
men
@ active #0 #1 #2 #3 #4 #5 #6 #7
module .

e
e
P

Memory Modules

Fig. 5.1.3. Implemented 4-slot 8-drop IMBM DQ bus.
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To eliminate the reflections which occur in front of the vias (the through-hole paths
to the other surface) in a memory module, Z0/2Q) resistors are inserted. To compare the
channel characteristics of the IMBM DQ bus with those of a conventional SSTL DQ bus,
the latter was implemented with similar specifications, as shown in Fig. 5.1.4. For

fairness, | assumed that every memory module in the conventional SSTL DQ bus has an

ODT resistor.
z,Q  VTT ZoQ matching (X) Zo = 509 Motherboard
termination
1z ) Tz ) Tz F—0 2z )
TL1 TL2 TL3 TL4
Memory
Controller Connector I-_Lﬂ Eﬂ Eﬂ Eﬂ
4 Slots, 8 Drops 2223 Z2Q3 2203
Memory
SSTL T TLS T TL? M‘P’gg'e‘? TL8
.. %Via
50Q |
VTT|1DF inacti\./ié""--.,_ T Y T T T T
F modules
or vTT
- Zo Q
Fauip- 1 rermination ZAN/ \//N AN VAN NN NN
@ active #0 #1 #2 #3 #4 #5 #6 #7
module

Memory Modules

Fig. 5.1.4. Implemented 4-slot 8-drop SSTL DQ bus.
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5.2 SINGLE-BIT RESPONSE AND EYE DIAGRAM

The single-bit response and an eye diagram were both measured using an

oscilloscope. Because the memory controller transceiver uses a VDD-referenced CML-

level signal during transmission and an oscilloscope only provides ground termination,

DC block and ground-terminated channel boards were used, as shown in Fig. 5.2.1.

Channel board
(SSTL or IMBM)

GND termination

Oscillo-
scope

GND term.

Chip board
write Low-loss
DO — cable
l' a 3
[ m—
| J
DC
block
2.5"
D :inactive

1" 043" x 3

modules D : active module

Fig. 5.2.1. Setup | for measuring the eye diagram and single-bit response.

Figs. 5.2.2 (a) and (b) show the 4.8Gb/s single-bit response of a conventional SSTL

DQ bus. Due to the reflections between connectors, this single-bit response varies greatly

between module positions. The signal SSTL#1 through the first module has an

overshooting response, and its second and third post-cursors have large negative values.

Conversely, signals SSTL #5 and #7 have over-damped responses, as though they were
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being transmitted through a very lossy channel. The first post-cursor level is almost half
the magnitude of the main cursor. The heavy load of 1pF generates capacitive reflection
and harms the signal integrity increasingly, as shown in Fig. 5.2.2 (b). Conversely, the
single-bit response of the IMBM DQ bus is identical for all module positions, as shown in
Figs. 5.2.2 (c) and (d). The 1/8-scaled single-bit response of a signal passing through the
chip board alone is very similar to that of the signals that go through the IMBM DQ bus,
suggesting that there is little reflection in the IMBM channel. In case of the SSTL DQ bus,
timing and voltage margin can be improved when non-linear type equalizer such as
floating-tap DFE is used [5.2.1]. However, non-linear equalizer increases circuit overhead
and complexity. Moreover, different coefficient setting is required in the memory

controller RX during read operation from each memory module.
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Fig. 5.2.2. Measured 4.8Gb/s single-bit responses of (a) a SSTL DQ bus with a 50Q load, (b)

a SSTL DQ bus with a 50Q and a 1pF load, (c¢) an IMBM DQ bus with a 50Q load and (d) an

IMBM DQ bus with a 50Q and a 1pF load.
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To check the timing and voltage margins, eye diagrams for both SSTL and IMBM
DQ buses are obtained. The memory controller transceiver and chip board alone have
considerable post-cursor voltage levels, mainly caused by the capacitance of the package
and pad. Therefore, TX de-emphasis is used to measure both the unequalized and
equalized signals. Equalization coefficients were chosen to cancel the ISI, which is not
related to the reflections from each stub but to the insertion loss of the PCB trace on the
chip board and the capacitive loading imposed by both the memory controller transceiver
chip and the 1pF loading capacitors. The coefficient of the pre-cursor tap was set to 0, the
main cursor tap was set to 1, the first post-cursor tap was set to -0.33, and the second
post-cursor tap was set to -0.08. Figs. 5.2.3 (a)-(d) and Figs. 5.2.4 (a)-(d) show the
measured eye diagrams of the SSTL DQ bus with a 50Q load and at 50Q with a 1pF load
for a 4.8Gb/s 2’-1 PRBS data pattern. As can be predicted from the single-bit response of
both the SSTL and IMBM DQ buses, modules #5 and #7 of the SSTL DQ bus have
severely closed eye diagrams, whereas modules #1 and #3 have clean diagrams. With TX
de-emphasis, modules #1 and #3 show over-boosted behavior because module #1 has
negative post-cursors and #3 has small post-cursors. The eyes for modules #5 and #7 are
enlarged, but the timing and voltage margins of the equalized signal are, respectively,
only half the 1UI timing and signal levels, as shown in Figs. 5.2.3 and 5.2.4 (e)-(h).
Figs. 5.2.5 and 5.2.6 are eye diagrams of signals transmitted through the IMBM DQ bus.
These diagrams are identical for all modules, allowing the memory controller transceiver
to have the same equalization coefficients for all modules. With TX equalization, the

IMBM DQ bus has a wide-open eye diagram and the voltage and timing margins are
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much greater than those of the SSTL DQ bus. Fig. 5.2.7 shows the 4.8Gb/s eye diagram
and a histogram of the de-emphasized DQ and DQS signals in the IMBM DQ bus. The
DQS signal toggles every cycle and has less timing jitter than the DQ signal, which is
random data. The measured jitter in the DQ signal is 9.21 ps,s, and the jitter in the DQS

signal is 5.41 pSypys.

92



I e =] ol VY[ = =T T Y k= T =] ol VE Y[ = [ 2T

(c) (d)

M Q 0 (00/0,0/0
‘/A’Z' ﬁf A,g{,‘ o G oS

= T = 1 Y [ = [ =TT

®)

(€)
OO OO

S ATATAT A

P (= T = e e T ST e S T Ay =T e = e Y e S e 2T

(9) (h)

Fig. 5.2.3. Measured 4.8Gb/s eye diagrams of an unequalized signal (a) #1, (b) #3, (c) #5,

and (d) #7; a de-emphasized signal (e) #1, (f) #3, (g) #5, and (h) #7 at the SSTL module with

a 50Q load.
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Fig. 5.2.4. Measured 4.8Gb/s eye diagrams of an unequalized signal (a) #1, (b) #3, (c) #5,

and (d) #7; a de-emphasized signal (e) #1, (f) #3, (g) #5, and (h) #7 at the SSTL module with

a 50Q and a 1pF load.
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Fig. 5.2.5. Measured 4.8Gb/s eye diagrams of an unequalized signal (a) #1, (b) #3, (c) #5,
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Fig. 5.2.7. Measured 4.8Gb/s eye diagram and histogram of a de-emphasized (a) DQ signal

and (b) a DQS signal, both on the IMBM DQ bus with a 50Q and a 1pF load.

5.3 BER OF TRANSMITTED SIGNALS (WRITE SIGNALS)

A further comparison between the SSTL and IMBM DQ bus was made by
measuring the BER of transmitted signals using the measurement setup shown in Fig.
5.3.1. Unlike an oscilloscope, a BERT (Agilent J-BERT N4903A) can provide VDD-level
termination voltage, allowing us to dispense with the DC block and ground-terminated
channel board.

The unequalized bathtub graph shown in Figs. 5.3.2 (a) and (b) shows that the signal
transmitted through SSTL modules #5 and #7 have no timing margin. This may be related
to the single-bit response and the eye diagrams. The equivalent bathtub curve for the
unequalized IMBM DQ bus has a BER which approaches 10 at the optimum sampling
point. When the transceiver enables TX de-emphasis, the difference between the SSTL

and IMBM results becomes more noticeable. The IMBM DQ bus achieves a BER of 10
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with a timing margin of 0.39UlI, as shown in Fig. 5.3.3. However, some modules of the
SSTL DQ bus do not reach a BER of 10 at any sampling positions, as shown in Fig.

5.3.2. In the case of a heavy load condition, as shown in Fig. 5.3.2 (b), BER of module #7

is worse than 107,

Chip board Channel board BERT
. (SSTL or IMBM) Generator
write |Low-loss

DQ 0

% nalyzer

VDD termination VDD term.

- ---
>

1" 0.43" X 3

Fig. 5.3.1. Setup Il for measuring the TX BER.
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Fig. 5.3.2. Bathtub graph based on TX BER measurements of both equalized and

unequalized SSTL signals with (a) a 50Q and (b) a 50Q2 and a 1pF load.
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Fig. 5.3.3. Bathtub graph based on TX BER measurements of both equalized and

unequalized IMBM signals with (a) a 50Q2 and (b) a 50Q2 and a 1pF load.
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5.4 BER OF RECOVERED SIGNALS (READ SIGNALS)

A memory interface channel is bidirectional. In write operations (the TX mode of the
memory controller transceiver), data is transmitted from the chip board to the channel
board. During read operations (the RX mode of the memory controller transceiver), data
from the channel board is received by the chip board. To verify correct bidirectional
operation of the IMBM DQ bus, the RX measurement setup is configured as shown in Fig.
5.4.1. In the RX mode, the transceiver extracts the phase information of every DQ signal
with respect to the common DQS signal. Thus, both the DQ and DQS signals must be
generated and transmitted simultaneously by the BERT. The Agilent PBERT 81250 is a
parallel BERT which can handle both DQ and DQS signals. Therefore, this instrument is
used to measure the RX BER. If intentional skew between the generated DQ and DQS
signals is asserted, a bathtub graph can be drawn for the memory controller transceiver

during RX mode which is similar to that for the TX BER results.
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Fig. 5.4.1. Setup 111 for measuring the RX BER.

Figs. 5.4.2 and 5.4.3 show bathtub graphs based on the measurement of RX BER for
unequalized and equalized received signals. In RX mode, a linear equalizer is used, and
the BER results generally indicate a larger timing margin than the TX BER results, as the
PBERT has an ideal wide-bandwidth driver. Fig. 5.4.2 shows that data recovered from the
unequalized SSTL DQ bus has many errors, originating in modules #5 and #7, which
would not be acceptable during manual operation; this is similar to the TX results.
However, the IMBM DQ bus has a timing margin of 0.52Ul when the BER is 10¥, as
shown in Fig. 5.4.3 (b). When the memory controller transceiver turns on the linear
equalizer and boosts the high-frequency gain, the SSTL DQ bus still has no timing
margin; but the IMBM DQ bus has a timing margin of 0.58Ul under the heavy load

condition shown in Fig. 5.4.3 (b).
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Fig. 5.4.2. Bathtub graph based on RX BER measurements of unequalized and equalized

SSTL with (a) a 50Q and (b) a 50Q and a 1pF load.
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Fig. 5.4.3. Bathtub graph based on RX BER measurements of unequalized and equalized

IMBM with (a) a 50Q and (b) a 50Q and a 1pF load.
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Fig. 5.4.4. Measured 4.8Gb/s eye diagram and histogram of a recovered DQ signal with the

pattern 10101010+, on the IMBM DQ bus.

To verify the correct operation of the strobe recovery unit, the recovered clock jitter
is measured. The recovered clock pin was not assigned to the transceiver, and the jitter of
the recovered clock signal is measured by attempting to recover a 1010101010... data
pattern. Fig. 5.4.4 shows the 4.8Gb/s eye diagram and a histogram of the recovered DQ
signal on the IMBM DQ bus. The measured jitter of the recovered clock is 2.47ps,ms. The
hunting jitter caused by the limit cycle is low, and the histogram shows a single Gaussian
peak rather than two. The use of a first-order AX modulator in the bang-bang loop of the
strobe recovery unit eliminates the limit cycle.

The memory controller transceiver is split into three different power domains: the
1/0 circuits (driver and linear EQ buffer); the analog circuits (PRBS generator, serializer,
sampler, deserializer, PRBS verifier and clock trees); and the remaining circuits. In TX
mode at 4.8Gb/s, the 1/0O domain consumes 39.5mA/DQ and the analog domain consumes

17.5mA/DQ. Thus the energy efficiency of the transceiver in TX mode is
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14.25mW/Gb/s/DQ. In RX mode, the I/O domain consumes 36mA/DQ and the analog
domain consumes 18.75mA/DQ. The energy efficiency of each DQ of the memory
controller transceiver is 13.69mW/Gb/s/DQ. The performance of the transceiver chip and

the channel board are summarized in Tables 5.4.1, 5.4.2 and 5.4.3.

106



Table 5.4.1. Memory Controller Transceiver Summary.

Process 0.13pm 1P8M CMOS
Connector MicroTCA
Package TQFP 100p
Data rate
Energy efficiency 14.24mW/Gb/s (TX mode)
(@4.8Gb/s, per DQ) 13.69mW/Gh/s (RX mode)

Table 5.4.2. Timing Margin Summary of the SSTL DQ Bus.

DQ bus SSTL, 4 slots (8 drops)
Inactive modules 50Q only 50Q || IpF
— - 9
X tlmlng(jv\rlr;gr_lg;(nEg@) 10 BER Eail Fail
TX timing(vrc/a%ilr; g 10° BER Fail Fail
— - 9
RX tlmln?WTgrlg;(nE%lO BER Eail Eail
RX timing(vr\r/}aqug):rég 10° BER 0.52 Ul Fail
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Table 5.4.3. Timing Margin Summary of the IMBM DQ Bus.

DQ bus IMBM, 4 slots (8 drops)
Inactive modules 50Q only 50Q || 1pF
P - 9
X tlmlng(jv\rlrllgr_lg;(nEg)) 10 BER Eail Eail
X timing(VT/a;gi(iEg 10° BER 0.39 Ul 0.39 Ul
RX timin?Wr?:rlg;nEg))lo'g BER 0.61 Ul 0.52 Ul
RX timing(vr\Tl}aqug):Eg 10° BER 0.73 Ul 0.58 Ul
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CHAPTER 6

CONCLUSIONS

In this thesis, a new impedance-matched bidirectional multi-drop DQ bus is
proposed in which reflections at the stub of each channel are canceled by series resistors
between the connectors. Among various recent memory interface schemes which are
introduced and compared, no memory interface can handle a multi-drop bus with both
high-speed data transmission and a high capacity. Unlike the conventional DQ bus, the
proposed DQ bus cancels reflections unidirectionally, directly eliminating reflections
during write operations; during read operation reflections occur but never reach the
destination ports. Thus, the IMBM DQ bus is an unique solution which achieves
bidirectional multiple gigabit per second data transmission rates with a multi-drop
configuration. The generalized bus and steady-state resistor model of the IMBM DQ bus
are also analyzed in this thesis.

A 4.8Gb/s memory controller transceiver optimized to the IMBM DQ bus and
IMBM channel board are also implemented. Their effective operation is verified by
means of TX and RX BER measurements. This thesis showed that reflective 1SI is indeed

eliminated in the IMBM DQ bus and that the signal integrity is much better than that
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observed in a conventional SSTL DQ bus. By applying TX de-emphasis and RX linear
equalization to an 8-drop IMBM DQ bus, a timing margin of more than 0.39UI with a
BER of 10® can be achieved in both TX and RX modes. We fabricated the memory
controller transceiver in the 0.13pum standard CMOS process. In this form, it consumes
14.25mW/Gb/s per DQ at 4.8Gb/s in TX mode and 13.69mW/Gb/s per DQ at 4.8Gb/s in

RX mode.
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