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Abstract

Energy-Aware Hierarchical Topology Control
for Wireless Sensor Networks

Ikjune Yoon

Department of Electrical Engineering and Computer Science
Collage of Engineering

The Graduate School

Seoul National University

Simple wireless sensor networks (WSNs) usually have a flat topology and trans-
mit data using a flooding scheme of which there are several variants. However,
these can cause the broadcast storming problem, reducing the efficiency and
reliability of the WSN. Due to these problems, most WSNs have a cluster or
tree structure; but this causes an imbalance of residual energy between nodes,
which gets worse over time as nodes become defunct and replacements are
inserted. Moreover, a defunct cluster head leads to a sharp drop of network
connectivity. Therefore, an efficient way to improve the energy imbalance and
the network connectivity is needed.

In this thesis, we propose a hierarchical topology control scheme, in which
each node periodically selects its own layer accommodating itself with different
levels of residual energy and the amount of data to transfer, in order to balance

the energy level and to increase the network connectivity. Simulations show



that this scheme can balance node energy levels, and thus extend network
lifetime.

We also introduce a hierarchical topology control scheme for WSNs, which
contains both energy-harvesting nodes and battery-powered nodes, in order
to extend the lifetime of battery-powered nodes and to increase the network
connectivity. In such a WSN, the energy harvesting nodes are also arranged
in layers like the battery-powered nodes depending on their expected level
of residual energy. This scheme is shown to increase the lifetime of battery-
powered nodes preferentially by locating energy-harvesting nodes on the higher

layers.

Keywords: wireless sensor network, topology control, hierarchy, layer, energy-
aware, energy-harvesting

Student Number: 2006-21234
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Chapter 1

Introduction

Recent advances in wireless sensor networks (WSNs) have led to topology
controls, which is one of the most important techniques to extend network
lifetime and to preserve connectivity between sensor nodes [7]. In this chap-
ter, we set out our research motivations and objectives, summarize the major

contributions of our research, and outline the contents of the rest of the thesis.

1.1 Motivation

Wireless sensor networks (WSNs) are now widely used to gather environmental
data. A WSN consists of many wireless sensor nodes, which communicate the
data they acquire to a sink node. Because of wireless range limitations, this
usually involves multi-hop transmission, passing data from one node to the
next. Nodes also have a limited lifetime because they run on batteries, and
when these are exhausted, transmissions cease. Other nodes, which used the

dead node for relaying data, may no longer be able to communicate with the



sink. Moreover, in many cases, WSNs is used in inaccessible area such as virgin
forest, polar regions, or deep water [8-11]. For this reason, it makes difficult
to manage WSNs maintained for a long time. Therefore, it is important to
prolong lifetime of the sensor nodes and to sustain connectivity between nodes

in WSNs. The noticeable problems of WSNs are as follows:

e Consideration of sparsely deployed network: In the WSN literature, it
is often assumed that sensor nodes are densely deployed. But this may
not be possible because of the installation environment or cost. Sparsely

deployed nodes make a lot of previous work meaningless.

e Unreliable sensors: Since a WSN tends to be composed of a large number
of off-the-shelf sensor nodes, fault tolerance is a significant attribute,
especially in a harsh environment. For reliable communication, network
connectivity should be preserved even when some of the sensor nodes

fail or run out of power.

e Broadcast storming: Simple wireless sensor networks (WSNs) usually
have a flat topology and transmit data using a flooding scheme, of which
there are several variants. However, flooding can cause the broadcast

storming problem [12], reducing the efficiency and reliability of the WSN.

e Energy imbalance: The nodes closest to the sink in a flat topology or
cluster heads in a cluster topology consume more energy than the other
nodes [13]. When they fail the rest of the network becomes isolated and

thus useless.

Early WSNs had a flat topology and transferred data using a flooding

scheme. This can cause a broadcast storm and the redundant transmissions



that result quickly exhaust the nodes’ batteries. This problem is exacerbated
because the nodes closest to the sink use more energy than the others, and
when they fail the rest of the network becomes isolated and thus useless.

Hierarchical topology control schemes [6,14-24] are designed to overcome
these problems. A popular way to create a hierarchical topology is clustering.
Nodes can organize themselves into clusters, each of which has a head which
aggregates data from the nodes in the cluster, and forwards it to the sink
node. This scheme is better then the flat topology, but the cluster heads owe
its weak links: these nodes consume more energy than the other nodes, and die
early, isolating the cluster from the sink [25]. In previous schemes [6,15-17],
this problem has been overcome by getting nearby energy-rich nodes to take
over the roles of defunct aggregation nodes; or new aggregation nodes must
be deployed to extend the lifetime of the WSN.

In a WSN which uses hierarchical topology control and operates for a
long period, the imbalance in residual energy between the nodes can become
serious as the number of failed and insertions or removals replacement nodes
recounts of [26]. Draconian changes to the network topology are also likely to
be necessary over time.

The life of a network can be prolonged if energy is harvested from the envi-
ronment: an energy-harvesting node potentially operate forever by recharging
its battery with the environmental energy. However, even an energy-harvesting
node may cease to operate it consumes more energy than it is able to harvest.
Many researchers [27] have designed several topology control schemes to max-
imize the lifetime of a wireless sensor network of energy-harvesting nodes.

However, prolonging the lifetime of WSNs with a mixed population of nodes,



some of which can and some of which cannot harvest energy, has received

much less attention.

1.2 Research Objectives and Contributions

In this section, we explain the main contributions of this thesis.

We designed a topology control scheme designed for WSNs which are to
be maintained for a long period. It minimizes the variation in residual energy
between nodes, and thus extends the network lifetime. This goal is achieved
by replacing the usual 1- or 2-layered topology with multiple layers, which
can accommodate a wide range of node energy levels more precisely. This
scheme also gets nodes to change roles dynamically as the energy and traffic
context changes. This is necessary because the energy level of each node and
the network topology can both change radically in long-term WSNs. In our
scheme, each node periodically determines its own layer in response to its
energy status, with traffic and topology information. There has been a lot of
research on hierarchical topologies for WSNs; but, to the best of our knowledge,
this is the first context-aware multi-layer topology control scheme for long-term
WSNEs.

We propose a topology control scheme for preserving connectivity between
nodes in long-term maintained WSNs, in which defunct nodes are manually re-
placed, and which contain both energy-harvesting nodes and battery-powered
nodes. In such a WSN, the battery-powered sensor nodes can be expected to
have diverse amounts of residual energy, which decline with length of deploy-
ment. In this scheme, the nodes are arranged in several virtual layers, and

the nodes on the upper layer are given the job of aggregating sensory data



received from the nodes on the lower layers, and sending it to a sink node.
Like previous layering topology control schemes, this arrangement improves
energy efficiency and connectivity; but our scheme also increases the lifetime
of battery-powered nodes preferentially by locating energy-harvesting nodes

on the higher layers.

1.3 Organization of This Thesis

The rest of the thesis is organized as follows:

In Chapter 2 gives information, which consists of the previous implemen-
tations of WSNs, and a summary of previous research on hierarchical topol-
ogy control, It also provides a brief survey of previous research on energy-
harvesting WSNs.

In Chapter 3 we propose a new topology control scheme designed specially
for WSNs which are to be maintained for a long period. It minimizes the
variation in residual energy between nodes, and thus extends the network
lifetime. In this scheme, Each node determines its own layer in response to its
energy status, with traffic and topology information. The nodes periodically
change their roles so as to balance their residual energy. Simulation results
show the effectiveness of this scheme in expending the life of WSNs.

Chapter 4 introduces a topology control scheme for preserving connectivity
between nodes in long-term WSNs, in which defunct nodes are manually re-
placed, and which contain both energy-harvesting nodes and battery-powered
nodes. In this scheme, like the scheme introduced in Chapter 4, the nodes are
arranged in several virtual layers, and the nodes on the upper layer are given

the job of aggregation data received from the nodes on the lower layers, and



sending it to a sink node. The scheme balances the residual energy of the en-
tire network and prolongs the network lifetime by using the harvested energy
of energy-harvesting nodes.

Chapter 5 summarizes the results and concludes this thesis.



Chapter 2

Background and Related Work

2.1 Wireless Sensor Networks

Wireless Sensor Networks(WSNs) have recently come into prominence in var-
ious areas such as military, academia, environment and et cetera. WSNs are
used as sensing ambient conditions, e.g., temperature, humidity, movement,
sound, light, vibration and gases, detecting disaster, tactical surveillance, di-
agnosis in mechanical and structure monitoring, and recently it also used as
patient monitoring. Specifically, WSNs can be easily applied to hard-to-access
locations such as underwater, volcanoes or vast area because nodes in WSNs
do not need wires. Figure 2.1 shows the overview of a WSN, which consists
of wireless sensor nodes detecting an event and notifying it, sink nodes col-
lecting the data sent from sensor nodes. Users can get the gathered data from
the WSN by accessing the sink nodes. The design, implementation and oper-
ation of a WSN requires the confluence of many disciplines, including signal

processing networking and protocols, embedded system, information manage-
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Figure 2.1 General architecture of a WSN.

ment, and distributed algorithms. This section introduces the field of WSN by

synthesizing the diverse literature on key elements of WSN design.

2.1.1 Characteristics of WSNs

WSNs are very application-specific, thus they have a lot of challenging issues
and engineering problems because of their flexibility. Accordingly, there is no
single set of requirements that clearly classifies all WSNs, and there is also not
a single technical solution that encompasses the entire design space. However,

there are some of the required mechanisms that form typical pars of WSNs [28].
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Multi-hop wireless communication Wireless communication is a core
technique in a WSN, but a direct communication between nodes has some lim-
itations. Particularly, communication over long distances makes nodes spend a
lot of energy due to the high transmission power and it shortens their lifetime.
In order to reduce the transmission distance, intermediate nodes have to be
used as relay nodes. Therefore, for many forms of WSNs, so-called multi-hop

communication will be a necessary ingredient.

Energy-efficient operation Most sensor nodes in WSN have a limited life-
time because they operate with batteries. Therefore, energy-efficient operation

is one of the most important issues to support a long lifetime of a WSN.

Auto-configuration A WSN has to configure most of its operational pa-
rameters autonomously. For example, nodes should be able to determine their
geographical locations only using other nodes of the network. Also, the network

should be able to tolerate failing nodes or to integrate new nodes.

Collaboration and in-network processing In some applications, several
sensor nodes have to collaborate to get accurate information whether an event
occurs. Information is processed in the network itself to achieve this collab-
oration, as opposed to having every node transmit all data to the sink node

and process it.

Data centric In WSNs, what is important are the answers and values of
nodes, not which node has provided them. The data-centric approach is closely
related to query concepts known from databases; it also combines well with

collaboration, in-network processing, and aggregation.



Locality Nodes, which are very limited in resources should attempt to limit
the state that they accumulate during protocol processing to only information
about their direct neighbors. The hope is that this will allow the network to
scale to large numbers of nodes without having to rely on powerful processing
at each single node.

A WSN applies ad hoc manner to communication between nodes, similar
to conventional Mobile Ad Hoc NETwork (MANET). However, there general
problems are shared between MANETs and WSNs. Nonetheless, Table 2.1
shows some differences between the two concepts warranting a distinction

between them and regarding separate research efforts for each one.

2.1.2 WSN Applications

Recently, the WSN applications have emerged as well as researches. The ap-
plications are classified into two types: an event detection and a periodic mea-

surement.

Event detection One of the simplest WSN applications is event detection.
In event detection applications, when a node senses a specific event it notifies
the event to a sink node. Moreover, when the event occurs, some nodes can
start the actuator of themselves in order to handle the event(e.g. when a fire
breaks out the node detecting it turns on a sprinkler system to extinguish the

fire.). There are some event detection applications in WSNs as follows:

10 A =T eF 1
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Figure 2.2 Components of a WSN for wildfire monitoring system.

Disaster monitoring system: A WSN can be applied to wildfire monitor-
ing system [8,29-32] in which nodes measure temperature and humidity
of environment in order to detect a wildfire, and notify it to a sink node
when a fire break out, and volcanic eruption monitoring system [1, 33|
in which nodes measure heat, gases and et cetera to detect the volcanic
eruptions. Figure 2.2 and 2.3 show a wildfire monitoring system [29].
Wires cannot be used to develop the monitoring system in difficult-to-

reach areas, so a WSN using no wires would be an efficient method.

[1] designs a volcanic eruption monitoring system using one gateway
and three sensor nodes which have no energy harvesting units. Figure
2.4 shows the volcanic eruption monitoring system using a WSN [1]. The
system employs packet retransmission scheme to increase the transmis-
sion success rate. However, the transmission success rate still could be

low depending on the environmental situation.

Intruder surveillance system: The second type of the event detection
application is intruder surveillance system [2,34-43]. In the intruder
surveillance system, sensor nodes sense infrared, sound or laser to de-

tect motion or track objects. When the system have to move frequently
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Normal Mode
Routing

Alert Mode
Routing

Figure 2.3 Node deployment of a WSN for wildfire monitoring system.

or deployed in a vast area, a WSN can effectively reduce the installation

cost compared with traditional wired networks.

Last, He, et al. [2] describes one of the major efforts in WSNs to build an
integrated system for surveillance missions. The VigilNet allows sensor
devices to detect and track the positions of moving vehicles in an energy-
efficient and stealthy manner. It uses 70 nodes to manage failures by
rebuilding the route periodically. Figure 2.5 describes the overview of

VigilNet [2].

Periodic measurements Wireless sensor nodes can periodically read sen-
sory data, and send it to a sink node. It is mainly applied to monitor environ-

mental information as follows:

e Environmental monitoring system: Environmental information such as
temperature, humidity, light, vibration and sound can be periodically

collected by sensor nodes in order to monitor habitats or agricultural

: 5 )t



A volcanic earthguake (such as an explosion)
occurs at the yolcanic vent and radiates
acoustic waves into the atmosphere and

i

seismic waves in the ground.
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Figure 2.4 Overview of volcanic eruption monitoring system [1].

environments [2,3,9,44-49]. A WSN is expected to drastically reduce
the installation cost compared with wired networks because many sensor

nodes should be deployed in a vast area for environmental monitoring.

A WSN which observes rare species of plants in Hawaii Volcanoes Na-
tional Park is presented in [47]. In the WSN, battery powered sensor
nodes are equipped with cameras and other sensors. They employ a
multi-hop routing protocol to route packets adaptively and implement a
synchronization scheme. Baggio [3] designs a system to monitor a crop
field. Each node has temperature and humidity sensors. It consumes rel-
atively small amount of energy because its application is based on low
duty cycle. It employs multi-hop communication protocol to deliver data
to a sink node. Some nodes which have no sensor module are deployed to
relay packets between nodes. Figure 2.6 show the crop field monitoring

system [3].
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Figure 2.5 Overview of VigilNet: the integrated system tracking the position
of moving vehicles [2].

15 s A—] £ Eﬂ -



network _

Lofar
N radio

Lofar Motes

station (Tnodes)
Switch gateway
Lofar
Iég{Eel\rNay gateway

Sensors

Lofar server/router

18 08 18 E

Phgtophlora Agro server Diagnoses Observers
DSS & server

Internet

Figure 2.6 Overview of crop field monitoring system [3].

e Health care system: Some patients have to be monitored for health care.
Wireless wearable sensor devices can periodically gather information
such as heartbeat, blood pressure and body heat [4,50-59]. Generally,
people tend to hesitate to equip heavy electric devices on their body, so
sensor nodes which use no wires would be useful. Figure 2.7 shows the

health care tracking and monitoring system using a WSN [4].

e Structure monitoring system: We can utilize WSNs to monitor archi-
tectural structures by sensing corrosiveness, concussion and solidity in
order to discover risks [5,60-65]. Particularly, WSNs are useful when
we cannot use wires to install sensor nodes on the structure. Figure 2.8

shows the underground structure monitoring system [5].
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Figure 2.7 Overview of patient tracking and monitoring system for health
care [4].
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Figure 2.8 Overview of underground structure(coal mine) monitoring system

[5]-

2.1.3 Topology Control for WSNs

In WSNs, as described above, resources such as computation power, available
energy or the accuracy of sensing unit have been limited. Therefore, the insuf-
ficient resources are the most principal issue in WSN. A sensor network has
overcome the issue by large number of nodes and their coordination. The large
number of nodes creates the redundancy and resource under utilization prob-
lem which reduces networks effective throughput. WSN solution provider tries
to optimize this trade-off at every level of network design. Topology control is
one of the ways through which researchers are trying to optimize this trade-off
in WSNs [66].

Topology control is a mechanism that determines how nodes connect each
other in order to reduce the size of network for better resource utilization dur-
ing keeping link connectivity. Topology control mechanisms can be classified
based on structure that topology control produces like, flat network and hierar-

chical network. Figure 2.9 shows the two kinds of topology control mechanisms
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Flat topology Hierarchical topology

Sink node Sink node

Figure 2.9 Flat and hierarchical topologies for WSNs.

for WSNSs.

Flat topology control

In flat topology control all nodes are considered to be same nodes and performs
the same functionalities specifically for data forwarding. Sensor nodes and
communication patterns between nodes have been represented as graphs in
flat network. There have been many graph model like Unit disk graph [67],
Yao graph [68], Relative neighborhood graph [69,70], Gabriel graph [71] and
Further extension of this model is Encloser graph [72,73], Voronoi graph [74,75]

and Delaunay graph [76].

Hierarchical topology control

In flat topology it has been considered that all nodes in network are of same
type and performs same functionality for entire network life cycle. Generally,
flat topology control schemes have energy imbalance problem according to
the distance from the sink node as shown in Figure 2.10 and can not support
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Figure 2.10 Energy imbalance of nodes according to their locations.

various heterogeneous nodes. In order to overcome these problems, hierarchical
topology control schemes have emerged. In hierarchical topology control nodes
are classified into aggregation nodes, ordinary nodes, redundant nodes and et
cetera, and connects them hierarchically. Aggregation nodes gather sensory
data from ordinary nodes and send the aggregated data to a sink node, then
it effectively reduces the number of packet traversing the network. However,
it may have energy imbalance problem because the aggregation nodes spend
more energy than ordinary nodes. In order to solve this problem, nodes should
change their roles periodically.

The most famous scheme of hierarchical topology is LEACH [6, 15]. In
LEACH all nodes periodically organize the certain number of clusters. Each
node determines that it will be a cluster head by probability. Nodes which are
not selected as cluster head recently, has high probability of being a cluster
head. Figure 2.11 depicts the overview of LEACH [15]. Another probabilistic
hierarchical topology control scheme is HEED [17], which uses two level of

cluster head selection parameters. The first level parameters are used to declare
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Figure 2.11 Dynamic cluster formation during two different rounds of LEACH
[6].

cluster heads and the second level parameters are used to break tie between
cluster heads. There have been several hierarchical topology control schemes,
which are GAF [14], PEGASIS [18], SPAN [16] and et cetera.

Also, there have been multi-layer topology control schemes. Fan et al. [19]
proposed a three-layer topology for large-scale WSNs in which each layer has
its own role. They provide an algorithm that finds all the bottleneck nodes
and eliminates them. Intanagonwiwat et al. [20] create a tree which is limited
to a single sink at its root. Paths from sensor nodes nearer to the sink are
added earlier gradually. Other authors [21-23] have also utilized a three-layer
topology as the basis for control algorithms for static WSNs. Sharma et al. [21]
create high-performance clusters and zonal sink nodes in order to increase
the lifetime of sensor nodes. Duan et al. [22] used several fusion nodes and
a control node to reduce the energy consumption of mobile nodes. Ming et
al. [23] introduced a logical three-tiered TC model which consist of relay nodes,
application nodes and sensor nodes. Their cluster-heads organize themselves

into a near-uniform distribution across the network.
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2.1.4 WSN using multiple sink nodes

In a general WSN, a single sink node gathers data, but if several sink nodes are
used in a network, they can distribute the heavy load from all nodes efficiently.
As a result, they can make network lifetime increases.

Oyman and Ersoy [26] investigated the choice of multiple sinks. They use
a cluster scheme in which the sinks act as cluster-heads, and each node only
reports to one cluster-head. Das and Dutta [77] proposed a similar method
of sink selection, designed to minimize overall energy consumption. Buratti et
al. [78-80] considered the reachability of multiple sinks in tree-based topologies
with fixed node and sink densities. Kim and Lee [81], and Fan et al. [19] used a
spanning tree to control a topology in multi-sink WSNs. Kim and Lee’s scheme
reconfigures itself automatically when nodes fail, increasing network lifetime.
Ciciriello et al. [82] introduced a scheme in which the search for a multi-
sink topology is mapped to a multi-commodity network design problem. This
scheme periodically adapts message paths to reduce the number of network

links that are used, increasing the efficiency of data transmission.

2.2 Energy-harvesting WSNs

In general, WSNs have a limited lifetime because they consist of battery-
powered wireless sensor nodes. There have been many proposals [27] to use
energy-harvesting nodes to extend the lifetime of WSNs. The environmental
sources from which it is practical for nodes to harvest energy are the sun
[83-88] and the wind [88,89]. Solar-powered wireless sensor nodes have been
preferred [90] because of the high power density of solar power (about 15
mW /cm?).
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Many schemes have been proposed to maximize the utilization of solar
energy, with the aim of extending the life of a WSN indefinitely. Kansal et
al. [91] proposed an energy model for solar-powered nodes, which estimates
the levels of energy consumption and harvesting which will allow a node to
survive indefinitely. Noh et al. [92] designed an energy allocation scheme which
estimates the energy that will be harvested by a solar-cell every hour, and
determines future consumption levels which will allow the node to survive; a
complementary routing algorithm has also been presented [93].

The efficient use of solar energy requires accurate prediction, which is rel-
atively easy because of its obvious relation to the diurnal cycle. Nevertheless,
the availability of sunlight is of course affected by weather. Kansal et al. [83],
Piorno et al. [94], Moser et al. [95] and Cammarano et al. [96] have all pro-
posed models for estimating the availability of solar energy, using respectively
an exponentially weighted moving-average (EWMA), the so-called weather-
conditioned moving average (WCMA), a weighted sum of historical data, and

Pro-Energy model.

2.2.1 Hierarchical Topology Control for WSNs with Energy-
Harvesting Nodes

Topology control, which determines how nodes connect to each other, is an
important issue which affects WSN performance. Only relatively recently has
it been applied to WSNs which use energy-harvesting nodes.

Voigt et al. [97] introduced the solar-aware LEACH algorithm (sLEACH)
which applies LEACH [6] to WSNs consisting of both solar-powered and
battery-powered nodes. The sLEACH algorithm strongly favors the use of

solar-powered nodes as cluster heads, which have to do more work than oth-
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ers. LEACH is effective in equalizing energy usage across (battery-powered)
nodes, but SLEACH cannot be applied to large WSNs because all the cluster
heads must connect directly to the sink. In addition, SLEACH can allow the
harvested energy to be under-utilized, or run out, because sLEACH does not
consider the rate at which each of solar cell acquires energy, and the energy
level of each node.

Zhang et al. [98,99] proposed a scheme which overcomes the need for each
cluster head to connect directly to the sink, by using further energy-harvesting
nodes to relay transmissions from the cluster head to the sink. This can also
save energy by reducing the range over which cluster heads are required to
transmit.

Gou et al. [100] also addressed the drawbacks of SLEACH by partitioning

a WSN and taking the energy remaining in each node into account.
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Chapter 3

Multi-layer Topology Control for
Long-term Wireless Sensor
Networks

3.1 Layer-Based Topology Control

We now introduce the architecture of our scheme and explain how the nodes
decide which layer they should belong to. The network we will discuss is com-
posed of battery-based sensor nodes, each of which periodically transmits the

data it has acquired to a sink node.

3.1.1 Proposed Scheme

Each node selects a layer to join from its context, which is primarily its residual
energy and the amount of traffic it has to handle, and the nodes in each layer
treat the nodes in higher layers as sinks, as they would in a multi-sink network.
Figure 4.2 shows a simple three-layer topology that might be constructed at

a particular time by our scheme. If a node can send its data to an upper-layer
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Figure 3.1 Overview of the layer-based topology.

node directly, it does so; otherwise it sends it to a neighbor on the same layer
for relaying. In Figure 4.2, for example, nodes ns, ns, n7, ng and nig in Layer
2 send data to the upper-layer nodes. Node njs, for example, can send data
to a higher-layer node directly; but nodes n; and no have to transmit data
through neighboring nodes.

Since our scheme uses same-layer nodes for relaying, fewer void nodes are
caused by the absence of cluster heads, as shown in Figure 3.2. We will explain

this in more detail in Section 3.1.2.

3.1.2 The Layering Algorithm Design

We consider each node n; to have a set IN; of neighbor nodes and each node
sends data towards the sink node s at the end of every period Pg. The sink
node s broadcasts topology control information (7CI) messages at the start of
every setup period Pg by using data flooding. This data determines the layer

of each node.
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Figure 3.2 Prevention of void nodes.
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Figure 3.3 Stages in the topology control process.

Figure 3.3 shows the stages in our algorithm. First, the sink node s° (in
Layer 0) broadcasts a TCI message for the current round, of length Ps. This
message is composed by the sink node, using information gathered from all
the nodes in the WSN before the setup period. We assume that Pg is even
greater than Py because our target is long-term WSN in which layer selection
is rarely occurred. Thus the overhead of flooding T'CI message is little enough
to be negligible.

A node n; can determine its layer j from this information, and can be
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written nz . If a node nf receives another T'CI message from a node in a layer
higher than j, it re-determines its layer from the new TCI message; but this
layer must not be higher than the layer of the sender of the T'CI message.
Otherwise, the node would become void, as shown in Figure 3.4, and the
data sent to it from lower-layer nodes would be lost. After it has determined
its layer, a node adds that information to the T'CI message it received, and
broadcasts the revised message to its neighbors. Repetition of this process
makes it possible for all the nodes to determine their own layer. Algorithm 1

is a formal statement of this procedure.

void node

@)

Figure 3.4 Void node created by the incorrect delivery of TCI messages.

3.2 Layer Determination

Each node determines its layer by comparing its expected lifetime with the
average lifetime of all the nodes. We now explain this layer-determination

algorithm in detail.

X 3 11 &=L —
. M-S0 8 5



Algorithm 1 Layer-Based Topology Control Algorithm

Require: Sink node s broadcasts the TCI message.

Require: The layer j of each node is MAX_LAYER

Require: s calculates R, the average expected lifetime of all nodes.
Ensure: Determining the layer j for nf

1: if n! receives the T'CI message from n{ then
2: if 7> a then

3: I+ 7
4: ja
5: while j <l do ' ‘
6: calculating the estimated lifetime R} of n] > Equation (3.6)
T if R/ >R then
8: broadcasting the T'CI message
9: > j is selected as the new layer for nf
10: return
11: else
12: j—j+1
13: end if
14: end while
15: end if
16: end if
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3.2.1 TCI message

Table 3.1 Node Information Required in Preparing a T'CI message

Notation Descriptions

J Number of layers in which n] is present
R! Expected lifetime of n (in rounds)
? vela Amount of data that node n’ should relay on layer j during
Y 7

one round

All the nodes in the WSN send the information described in Table 3.1 to
the sink node s, so that it can prepare the T'CI message. From this information
the sink node calculates C7, the number of nodes currently in each layer, the

average lifetime of all nodes, R, and the expected amount of data that each

layer should relay, L’ This information is put into the T'CI message; Table

relay’

3.2 describes all the information contained in a T'CI message.

Table 3.2 Information in a T'CI Message
Notation Descriptions

J Number of the layer in which the sender resides
CI Total number of nodes in each layer
R Expected lifetime of the entire WSN (in rounds)
I}Z clay Amount of data that each layer should relay during one round

M Number of layers in the WSN

3.2.2 How a node selects its layer

A node receiving a TCI message determines its layer by comparing R with its

expected lifetime. This is calculated from the following energy model [101]:

€consume = €trans T E€receive 1T €elec) (31)
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where e4rqns and €peceive respectively are the amount of energy consumed when
the node sends and receives packets, and e is the energy consumed by the
electronics. If packets are transmitted for P seconds and the transmission

range is tr, the amount of energy consumed is

/ €consume = Ltransﬁtra + / (erecewe + 6elec)7 (32)
P P

where Lirqns is the number of bits in packets transmitted for P seconds, « is
the path loss (2 < o < 5), and 3 is the energy used by the power amplifier
for transmitting 1 bit over a distance of 1m. Thus we can calculate the energy

consumed in one round by a node n; belonging to layer j, as follows:

. P .
eround? = \‘PJ Limnsﬁtﬁq + / (ereceive + eelec) . (33)
el Pg
L{mns is the size of a packet, which is the sum of the packet header size Ljcqq,

the amount of data C’Z received from a lower layer, and the amount of data

I’

relay O be relayed from nodes on the same layer, as follows:

L‘Z’rans = Lhead + (Ldatacg) + LJ

relay’

(3.4)

where C’Z is the number of lower-layer nodes that send data to nz . However,
we cannot measure the value of cZ accurately because it can change with the
topology. Therefore we estimate CZ from hg , the number of nodes in each layer

that sent data to nz during a previous round, and N7, the total number of
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nodes in each layer, as follows:

M

> N
i k=j+1,pF=-1 M k k
c = 7 + Z hi, initial hf = —1 (3.5)
Z NI +1 k=j+1,hF#-1
k=0
If use replace Li clay in Equation 3.4 with Z_Lf; elay’ and use an average path loss

calculated during a previous round as « because we can not get an accurate
value, then we use the modified equation to determine the energy consumed
by node nf in layer j during the current round. The lifetime of nf can be

calculated from emmdg as follows:

()

R = rm‘“;J (3.6)
€round;

This computation is repeated for decreasing values of j: the first value of j
which satisfies Rg > R determines the layer of the node. If this inequality is
never satisfied, the node enters the lowest layer M. Getting nodes to choose
their layers dynamically in this way moves nodes with a lot of energy into
higher layers, where they will work harder, while nodes that are nearly ex-

hausted go to lower layers, where they can conserve energy.

3.3 Experimental Results

We wrote a simulation in C++ to evaluate the performance of the proposed

scheme.

. SERs ST



3.3.1 Simulation Environment

From the simulation results, we computed the average lifetime of sensor nodes,
and its standard deviation, the average number of data packets transmitted,
and the number of dead nodes. We considered a flat network topology, and two,
three, and four layers. We simulated a network of 1000 nodes at a density of
0.02 to 0.1nodes/ m2, and each test set was run for 6000 rounds and repeated 10
times; then the results use averaged. At the beginning of each round, all nodes
were classified into layers (except for the flat topology) using Algorithm 1. For
example, Figure 3.6 shows the distribution of nodes in each of three layers.
The nodes transmitted data to a sink node using the AODV algorithm [102]
at an interval of Pg. Each sink node broadcasts a T'CI message (similar to
a Routing REQuest message in AODV) and all nodes send their data along
the reverse of the path that TCI message pass through (similar to a Routing
REPly message in AODV). Then the nodes in a higher layer aggregate the
data received from the lower-layer nodes with their own data, and transmit
all the data to the next node. Figure 3.5 depicts an example of our simulation
process. Each node is powered by a battery of finite life, and dead nodes are
immediately replaced with new nodes in the same position. Table 4.4 contains

the important parameters used in our simulation.
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Figure 3.6 Distribution of nodes in each layer in a three-layer simulation.

3.3.2 Simulation Results

Figures 3.7 and 3.8 respectively show the number of packets in the network and
the average lifetime of the nodes, measured from our simulation. Figure 3.8
shows that the layered topologies increased the average lifetime of a node
by 2.1 to 22%, compared to the flat topology. In general more layers give a
higher performance. Figure 3.7 shows that the number of packets transmitted
decreased by between 30 and 50% as the density of the nodes increased. As

node density decreases, the opportunity to receive a T'CI message direct from
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Table 3.3 Important Simulation Parameters

Number of packets

Parameter Value
Number of nodes 1000
Node density 0.02 ~ 0.1
Node placement Random
Amount of data of a packet 100bytes
Size of header of a packet 40bytes
Transmission range 10 ~ 20m
Maximum number of layers 1~4
o and B in Equation (4.3) 3 and 100pJ /bit/m?
€elec ANd Epeceive iN Equation (4.3)  0.003J and 0.066J
Ps and Pg in Equation (3.3) 1000s and 100s
11000 \ \ \
flat network =
10000 2 layers mmmmm
3 layers mm——
9000 - 4 layers mEmEE |
8000 .

7000

6000

5000

4000

3000
2000

1000

0.02 0.03 0.04 0.05 0.06 0.07 0.08 009 0.1
Density (number of nodes/m?)

Figure 3.7 Number of packets transmitted.
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Figure 3.8 Average lifetime of nodes.
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Figure 3.9 The effect of node density on the standard deviation of node lifetime.
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a higher layer decreases. Thus there are fewer nodes in the higher layers, and
there is less data aggregation. Conversely, as the density of nodes increases, the
fewer packets are transmitted, and the lifetime of the WSN increases, as shown
in Figure 3.7. Our simulation used a simple data aggregation strategy, in which
a node which receives data from a lower layer removes the headers and forwards
the incoming data with its own data. This strategy only eliminates the packet
headers received from lower-layer nodes, and thus the average lifetime of the
WSN did not increase very greatly. A more efficient aggregation scheme would
have much more effect on the amount of data to be sent to upper-layer nodes
and we could expect the lifetime of the WSN to improve significantly.

Figure 3.9 shows the standard deviation of the lifetime of nodes. This is
quite high because the nodes closer to the sink node have a shorter lifetimes
since they have to relay more data. Depending on the density of the nodes,
the standard deviation is reduced by 9 to 36% by our scheme, compared to
the flat topology.

Figure 3.10 shows the cumulative number of dead nodes. Using the flat
topology, many nodes died early because of the high standard deviation of
lifetime, whereas nodes separated into layers survived longer. This shows how
our scheme can prolong the lifetime of a WSN.

Figure 3.11 shows the overhead of the topology control scheme, as the den-
sity of nodes was varied from 0.02 to 0.1. The overhead indicates the average
consumed energy during a round for T'CI messages of a node. In Figure 3.11,
the overhead of the other schemes decreased as the density increased because
the shorter hop made reduce the number of T'CI messages. However the over-

head of the topology control was heavier than one of the flat network because
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the T'CI message has more information for topology control but one of flat
topology has only routing information. 4-layer network consumed more energy
than 2-layer network because the nodes in 4-layer network had more chances
to move to other layers and retransmit T'CI messages than nodes in 2-layer
network.

Our scheme adjusts the number of layers adaptively, in response to the
changing situations of the nodes, up to a specified maximum. Our experi-
ments suggest that performance is usually improved by increasing the maxi-
mum number of layers, up to a certain number, after which there is no further
improvement. For example, in Figure 3.8, when the density is 0.1, the average
lifetime of a node is not increased by going from three layers to four. This sug-
gests that the maximum number of layers should be determined by simulation
before deployment, since it varies with the number of nodes, their density and

distribution.
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Figure 3.10 Cumulative number of dead nodes.
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Chapter 4

Energy-aware Hierarchical
Topology Control for Wireless
Sensor Networks with
Energy-Harvesting Nodes

4.1 Layer-based Topology Control with Energy-harvesting

Sensor Nodes

We now introduce a new layer-based topology control scheme, and explain how
to allocate nodes to layers, how nodes operate within the layers, and how the
scheme applies to energy-harvesting nodes. We will assume that a WSN con-
tains both battery-powered and energy-harvesting nodes, which periodically
forward the data that they have gathered to the sink node. We also assume

that defunct nodes will be replaced, because this is a long-term WSN.
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Figure 4.1 Operation of the multi-sink aware minimum-depth tree (m-MDT)
algorithm.

4.1.1 Review of Layer-based Topology Control for Long-term
WSNs with Battery-powered Nodes

In our previous layer-based topology control scheme [103], all the nodes gather
data and periodically forward it to a sink node. Nodes are arranged in layers,
and data travels hierarchically. This scheme has been shown to reduce the
imbalance in available energy across the nodes.

Each node is periodically allocated to a layer on the basis of its estimated
lifetime. The nodes in each layer affectively consider all higher-layer nodes as
local sink nodes, relative to their own layer, and data is routed by the multi-
sink-aware minimum-depth tree (m-MDT) algorithm [104]. Nodes in the upper
layers forward the data received from lower-layer nodes, as well as the data
they themselves have acquired, to nodes in yet higher layers. By repetition of
these processes all the data arrives at the actual sink node. In order to prevent

data being sent on void [105] or cyclic routes, nodes are not permitted to send

42 A ‘1 T}



data to nodes in lower layers. Figure 4.2 shows a topology with three layers.

Naturally, nodes in higher layers will have to transit more data, requiring
more energy: This is why energy-rich nodes are placed in higher layers. Each
node to determines its own layer, on the basis of the amount of energy that it
has remaining, the amount of data which it is likely to have to transmit, and
its estimated lifetime.

As we already mentioned, a drawback with this scheme is that the nodes’
estimate of the amount of data which they will have to transmit during a sub-
sequent data transmission phase is not accurate, because it is an average of
the amount of data transmitted by all the nodes, whereas the actual amount
depends on the location of a particular node. In addition, this scheme poten-
tially allows all nodes to change their layers very frequently, making it difficult
to determine which layer is actually best, because the amount of energy that
a node forecasts it will consume in a layer is likely to be very different from
its actual consumption when it move itself to that layer. Furthermore, our
scheme does not consider energy-harvesting nodes, which is the rationale of
this present paper. We address all these deficiencies in the new scheme which

we now describe.

4.1.2 The Layer Determination Algorithm

We now introduce our improved layer-based topology control scheme and ex-
plain how each node determines its layer. Unfortunately, this requires a lot of

notation, and so we summarize frequently used notation in Appendix 77?.
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Figure 4.2 Overview of layer-based topology control.

Operation of a Node

When a node n; is deployed in a network for the first time, it joins the lowest
layer, and selects a target node among neighboring nodes in response to Local
topology control information (TCI) messages from neighboring nodes. Node
n; then begins to gather information from the environment, and sends it to
the sink node via its target node, during every gathering period pgatner- At the
beginning of each round the sink node sends a Global topology control infor-
mation (TCI) message to the entire network, using a flooding process. This
occupies a setup period psetup. Each node then begins its Layer determination
process at the beginning of the subsequent layer determination period piayer;,
or earlier, if it has received the Global T'CI message from the sink node. This
process determines a nodes’ new layer. If a node n; is moving to another layer,
then it sends a Layer Notification message to its neighbors, and they may have
to selects new target nodes as a result. The logic of node operation is shown

in Figure 4.3, and Figure 4.4 shows an example timeline.
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Figure 4.3 Node operation.

Topology Control Information for Layer and Target Determination

To determine the layer in which it should reside, a node needs information
about its 1- and 2-hop neighbor nodes in the network. This information is
delivered to nodes by topology control information (TCI) messages, which can
be local or global, depending on their content and the range over which they

are delivered.
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Figure 4.4 Example of node operation. The shaded box indicates a single
round.

Global TCI At the beginning of each setup period psetup a Global TCI mes-
sage, containing information relating to topology control and routing, trans-
mitted by the sink node to the entire network, using a flooding process. When a
node which receives a Global TCI message, it executes the Synchronous layer
determination process, presented as Algorithm 3, and may then change its
layer. The sink node selects setup period psetup. A longer setup period makes
topology control more accurate, but the allowable topology control overhead
is limited. Table 4.1 shows the contents of a Global TCI message.

Table 4.1 Global TCI message
Notation Description

a Index of this T'CI message
i Index of the sender node
j The layer to which the sender belongs (for routing)

Local TCI A Local TCI message contains information about a node’s 2-

hop neighbors, the shortest hop-count from the sending node to an higher-layer
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node, and the nodes’ expected lifetime, together with general neighborhood

information commonly exchanged by nodes within WSNs. A node nf period-

ically broadcasts to its 1-hop neighbors, following a generic WSN protocol at

the beginning of its layer determination period payer;- Tables 4.2 and 4.3 show

the contents of a Local TCI message.

Table 4.2 Local TCI message

Notation Description
7 Node index
j The sender’s layer
N Set of neighbor nodes nﬁg eEN
h; Hop-count to the closest known node on a higher layer
L; Expected lifetime of the sender (in rounds)

Table 4.3 Information about each neighbor node in N

Notation Description

Sk Amount of data which this neighbor node transmitted
during the previous gathering period pgather

tr Neighbor’s target node

l Neighbor’s layer

hi Shortest hop-count from this neighbor to a node on a
higher layer

Ly, Expected lifetime of this neighbor (in rounds)

In our previous system [103], the average expected lifetime of all nodes was

delivered to all the nodes in the WSN by means of a Global TCI message, and

this information was used in determining each node’s layer; but this procedure

is not appropriate for WSNs in which nodes closer to a sink use more energy.

In our new scheme, therefore, each node calculates a local average expected

lifetime from information supplied by its 1- and 2-hop neighbors. This average

is derived from the expected lifetime L; of a node i, which is determined as

-1
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follows:

L — Eremaini (4 1)
’ Eroundi ’
where Fremain; 1S the remaining energy in node ¢’s battery, and E,oung; is the

energy that node 7 consumed during the previous round.

Layer Determination

Each node n; determines its layer by executing a Layer determination process
at the beginning of its layer determination period piayer;, or when it receives a
Global TCI message or a Layer notification message. There are two kinds of

Layer determination process, as follows:

Asynchronous layer determination Node ni performs this process at the
start of every layer determination period piager,-

It determines whether to move up one layer by computing L{ +1, which is
the estimated lifetime of node ¢, if it moves up to layer j 4+ 1. The expression
for Lg“ follows later, as Equation 4.9. Node ni compares Lg“ with L;, the
average local expected lifetime of its 1- and 2-hop neighbors. If L{ s greater
than L;, then nz ascends to the next higher layer, provided that it will have
at least one node in its set of neighbor nodes N; at the new level. Otherwise,
n{ does not change layers, to avoid becoming a void node.

If node nz moves from layer j to layer j + 1 as a result of running the
Asynchronous layer determination process, it broadcasts a Layer notification
message to inform its neighbors of the change. A node which receives such

a message redetermines its target node by running the Target determination
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Algorithm 2 Asynchronous layer determination

Require: Player; of node ni expires

Ensure: Determine whether node nf moves to layer j + 1
1: procedure LAYER DETERMINATION

2 Calculate L! *1 using Equation 4.9

3 if LIT'> L A 3nl(l>j)€N; then

4: je i1

5 TARGET DETERMINATION(j, NV;)

6 Broadcast Layer notification message
7 end if

8: end procedure

9: procedure TARGET DETERMINATION(j, IV;)
10:  if S={nill>jAnl €N} #0 then

11: t; < nk (has minimum hy) € S
12: else
13: t; < nk (has minimum hy) € {nt|l = j,nl € N}

14: end if
15: end procedure

process. This selects the node’s neighbor nl (I > j) which has the minimum
hop-count to an upper-layer node to be its new target node. The Asynchronous
layer determination and Target determination processes are presented as Al-

gorithm 2.

Synchronous layer determination This process determines whether a
node will descend to the layer below its current layer. The sink node broadcasts
a Global TCI message of the form described in Table 4.1, and every node which
receives it runs the Synchronous layer determination process.

If node nf receives a Global TCI message from node ngg, it calculates its
expected lifetime L; using Equation 4.1. If L; is less than the local expected
lifetime L;, it moves to the next lower layer j—1. Then it selects ni; as its target

node, and sends a Global TCI message to its neighbors. However, if node nf
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subsequently receives a duplicate Global TCI messages from another node nb,
it runs the Layer determination process again. If this changes its choice of
layer, it selects nb as its target node t; and broadcasts its Global TCI message
again. Each node repeats this process until all the nodes have determined their
layers and target nodes. This process is presented as Algorithm 3.

We now explain why there are two Layer determination processes. If all
the nodes were to change their layers at the same time, their estimates of their
own lifetimes L would be less accurate, because the method of determining L;
assumes that neighbor nodes will not change their layers until L; is calculated
again. Therefore the Asynchronous layer determination process is used to de-

termine whether a node should move up to the next layer. However, when a

J
7

node "Z moves down a layer, it is not certain that the nodes which have n
as their target node will be able to find a new route to a higher-layer node.
This is why the process which determines whether a node moves up a layer
is executed by asynchronously at the beginning of each layer determination

period payer;, whereas all the nodes run the process which determines whether

they will move down at the same time.

Estimated Lifetime of a Battery-powered Node

Our scheme requires each node to calculate its expected lifetime, and then to
determine its layer by comparing its own expectation with the local expected
lifetime L;. The expected lifetime of a node can be obtained by applying Equa-
tion (4.1) to the amount of energy which that node consumed during the previ-
ous round. However, the Synchronous layer determination process, presented
as Algorithm 2, requires a node to estimate its lifetime on the assumption that

it is elevated to layer 7 + 1. We will explain this move complicated process in
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Algorithm 3 Synchronous layer determination

Require: Node ni receives Global TCI message from né/,

Ensure: Determine whether node ni moves to layer j — 1
1: Calculate L; using Equation (4.1)
2: if nf has already received a T'CI from another node then
3: if jpext >j A 1> j then

4: J  MIN(jjext, 1)
5: t; < nk
6: Broadcast Global TCI message
7: end if
8: else
9: if L; < L then
10: Jneat <= J — 1
11: else
12: jnem %]
13: end if
14: J < MIN(Jnext, )
15: t; < ni,
16: Broadcast Global TCI message
17: end if
due course.

Estimation of energy consumption An estimate of the energy consumed

by a node can be made as follows [101]:

Econsume = Etrans + Ereceive + Eelem (42)
where Firans and FElreceive are respectively the amount of energy consumed by

the node’s radio transceiver during the transmission and receipt of data; and

Flec is the energy consumed by the node’s electric circuits. The energy which
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a node nf consumes during the setup period psetup, starting at time ¢, is

. t+psetup .
Eroundg (t) = / Econsumeg (T)dT (4-3)
t

t+Psetup . .
:/ (Etransg (T) + Ereceiveg (T) + Eeleci (7_))d7_7 (4-4)
t

where Etransg is the energy required by node ni during period pgetup, Which

can be determined follows:

t+psetup .
/ Etransg (T)dT :Sﬁda (4'5)
t
= V’WJ Strans] B2 (4.6)
Dgather

In this expression s is the amount of data to be transmitted; stransg is the
amount of data which nz transmits during gathering period pgather; @ is the
path loss (2 > « > 5); (B is the energy used by the power amplifier in trans-
mitting 1 bit over a distance of 1 meter; d is the distance between the nodes
[m]. By substituting Equation (4.6) into Equation (4.4), Eroundg (t) can be

expressed as follows:

. pS . t+psetup .
Eround‘g (t) = \‘pJ Strans‘g/gdia + / (Ereceiveg (T) + Eeleci(T»dT- (47)
g t

Let us assume that the data from lower-layer nodes is aggregated into a single
packet, which is the sent immediately. The amount of data to be transmitted

Strans,» Which varies from layer to layer, can be expressed as follows:

J_ J J
Strans; = Shead 1 Ssensor T Slowerj t+ Srelayj (48)
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where Speaq is the amount of data in a packet header; Sgensor is the amount of
data gathered by the sensor in node ni ; slowerg is the amount of data received
by node n! from nodes on lower layers, excluding packet headers; and syelay;

is the amount of data received from nodes on the same layer.

Estimating the amount of data that a node must transmit if it moves
to a higher layer The amount of data which node ni will have to transmit
if it is elevated to layer j + 1 can be determined by considering three cases,
shown in Figure 4.5. In describing these cases, we will write the set of neighbor

nodes of ng, N;: and the target node of n; as Vné€ € N;, as ty.

Case 1: target node t; = n,.

The highest layer of any of the neighbor nodes nﬁc is 7, because a node

sends data to its highest-layer neighbors. However, if ni is elevated to
+1 . . . . 1

become n! ", it will be the highest-layer node among neighbor of n.

Jj+1

Therefore, n; "~ becomes the new target node t;, and the sgatar bits

which node ny transfered during the previous round must be added

Jj+1
to Slower;

Case 2: t, = nﬁl and the hop-count of nﬁl, hym > h;.
The target node t; will become n{“. However, if | = j + 1, then

Jj+1

- .
Sdatak + Shead should be added to srelayfr , because ni will use n;

as a relay node; but if | < j 4+ 1, then sgata; should be added to

Jj+

j+1 1 . .
slowerg * , because n; " will be used as an aggregation node.

Case 3: Otherwise.
Other nodes already have better target nodes than nf +1, and so they

do not send it any data.

]
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All the information which a node requires in order to estimate the amount
of data that it will have to relay can be obtained by exchanging Local TCI
messages with its neighbors.

The estimated lifetime Lgﬂ, which is the number of rounds that node

gt

. i+1
:" can be expected to survive, can now be calculated from Eroundg + (t), as

n

follows:

Lt = {E“j{ﬁ J (4.9)
Eroundi (t)

L{Jrl is used in Algorithm 2 to determine whether ni moves up a layer.
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4.1.3 Introducing Energy-Harvesting Nodes to a Layered Topol-
ogy

In a WSN that has both energy-harvesting and battery-powered nodes, the
network lifetime can be extended by preferential deployment of energy-harvesting
nodes on upper layers as aggregation nodes. However, a node will eventually
die if it uses more energy than it harvests and this is a greater threat to upper-
layer nodes, because they have to transmit a lot of data. It is better to deploy
energy-harvesting nodes on layers with workloads that allow them to them
survive indefinitely.

In the previous section, we showed how to determine the layer of a battery-
powered node on the basis of a comparison between its estimated lifetime
and the average expected lifetime of neighboring nodes. However, energy-
harvesting nodes do not have well-defined lifetimes, and so they must be allo-

cated to layers in a different way.

Energy Model for Energy-Harvesting Nodes

Although its long-term survival cannot be predicted, an energy-harvesting
node nf , so that it can determines its layer, needs to know whether its lifetime
extends beyond the current round. Kansal et al. [91] introduced a model of
energy-harvesting and consumption, and proposed a bound on the residual
energy which should allow a node to survive indefinitely. Based on this model,

the residual energy available to node nf , after a setup period psetup beginning

]
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at time ¢, can be expressed as follows:

Eremaing (t + psetup) = Eremainz‘ (t) - Eroundz (t) + Echargei (ta psetup)a (4 10)

0< Eremaini(:ﬂ) < Emaxz‘,

where Eremain‘g (t) is the residual energy available to node nf at time ¢; Eroundg (t)
is the energy consumed during psetup; Echarge; (t; Psetup) is the energy harvested
during psetup; and Enyax is the capacity of the node’s battery.

The expected energy harvest, Echargei(t, Dsetup) can be determined as fol-

lows:

t+psetup
Echargei (t>psetup) = / A (T)dT, (4'11)
t

where \;(7) is the charging rate of n; at time 7. Some researchers have sug-
gested ways of estimating \. For instance, Kansan et al. [83] use an exponen-
tially weighted moving-average (EWMA) algorithm to estimate the charging
rate of a solar cell.

The expected energy consumption Eroundg (t) can be calculated using Equa-

tion (4.1) or (4.7).

Determining the Layer of an Energy-Harvesting Node

Because of the impracticality of estimating the lifetime of an energy-harvesting
node, we settle for estimating whether an energy-harvesting node nf is likely
to be alive after psetup if it is allocated to a certain layer. If it is expected to
survive on a higher layer, then it moves up to that layer; conversely, if it is

not expected to survive on its current layer, it moves to a lower layer.
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Determining whether a node should move to a higher layer

If the estimated energy conserved stored in the battery of an energy-harvesting
node nz , which is Eremainz + (t+Psetup) and can be found using Equation (4.10),
satisfies the following condition, then the node can move to the next higher

layer j 4 1:
Eremainz—i_l(t + psetup) > Emini + €, (412)

where Fiin; is the minimum energy required to operate node n; properly,
which depends on the specification of each sensor node; ¢; is the estimation
error of Ecnarge,(t, Psetup), Which can be estimated using a charging energy
estimation algorithm [83]. If Equation 4.12 is satisfied, node n; will not become
defunct until next round at the earliest. We can now modify the Asynchronous
layer determination process to apply to energy-harvesting nodes by modifying

line 3 of Algorithm 2 to reflect Equation (4.12)

Determining whether a node should move to a lower layer

If the expected energy remaining in energy-harvesting node nf , which is Eremam‘g (t+

Dsetup), and can be found using Equation (4.10), satisfies the following condi-
tion, then that node should move to a lower layer, because it will die in its

current layer:
4.2 Experimental Results

4.2.1 Simulation Environment

We wrote a simulation in C++ to evaluate the performance of the proposed

scheme. In this simulation, we measured the average amount of dead nodes,
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and the average number of data arriving at the sink node, with a network
topology consisting of up to four layers respectively: a single layer is a flat
topology. We deployed 500 nodes and each test set was run 20 times for 5000
rounds to obtain the average values. For topologies with more than one layer,
all nodes were assigned to layers at the beginning of each round, using the
proposed scheme. Each node transfers the data that it obtains from its sen-
sor to one of the nodes in the layer above by running the minimum-depth
tree algorithm at intervals of pgatner- The nodes in the upper layers aggregate
their own data with that received from the nodes below, and forward it all
to their target node. Table 4.4 summarizes the important parameters used in

this simulation.

4.2.2 Simulation Results

Figures 4.6 and 4.7 show the cumulative number of defunct nodes and the
amount of data which the sink node received successfully. In this experiment,
all nodes are battery-powered, and dead nodes is not replaced. We did not use
any data aggregation scheme, to exclude its influence on the results. Figure
4.6 shows that the layered topology reduces the number of defunct nodes,
especially at the beginning of the simulation, compared to the flat topology.
This demonstrates how the nodes in a layered topology prolong their lifetimes
by changing layer to manage their energy usage. By round 800, the number
of dead nodes in a 4-layer network is respectively reduced by 15%, compared
to a flat network. Figure 4.7 shows that this reduction in the number of dead
nodes increases the amount of data reaching the sink.

Figure 4.8 traces the number of defunct nodes over time in the network,

in a scenario in which dead nodes are replaced with new nodes at every 200

1 > 11 &=L —
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Table 4.4 Important parameters used in our simulation

Parameter Value
Number of nodes 500
Node density 0.03 ~ 0.07 nodes/m?
Node placement Random
Amount of data in a packet 60 bytes
Amount of a packet header 40 bytes
Transmission range 10 ~ 20 m
Maximum number of layers 1~4
a and (8 in Equation (4.6) 4 and 100 pJ /bit/m?
Egee and Freceive in Equation (4.4)  0.000048 J and 0.048 J
Player; and Psetup 6 hours
Pgather 60 s
45
flat
2 layers
40 3 layers
35 4 layers
£ 30
8
g 25
=
220
£
5 15
10
5
0
0 100 200 300 400 500 600 700 800
rounds

Figure 4.6 Change in the number of dead nodes without replacement.
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rounds. This resulting sawtooth curve results the pattern of Figure 4.6 as the
network is refreshed by new nodes with fully changed batteries. In Figures 4.9
and 4.10 respectively show the number of dead nodes and the amount of data
that arrived at the sink node, as the replacement period was varied from 100 to
300. The flat topology causes more nodes to die and data transmission is less
effective that it is with the layered topology. The effectiveness of transmission
declines as the redeployment period increases, as we would expect, because
dead nodes are waiting longer for replacement.

Figures 4.11 and 4.12 show the cumulative number of defunct nodes and
the amount of data which the sink node received successfully. Figures 4.13
and 4.14 respectively show the number of dead nodes and the amount of data
delivered to the sink, as the data size was varied from 75 bytes to 15 bytes. In
this simulation, we assume that the network consists of only battery-powered
nodes, and each node was a naive data aggregation scheme. Nodes aggregate
the data received from the nodes in lower layers with their own data before
sending it to their target node. The size of the resulting packet can be reduced
omitting the headers of the packets received from lower-layer nodes; and the
effectiveness of data aggregation is proportional to the size of a packet header.

Figure 4.11 shows that the layered topology reduces the number of defunct
nodes, especially at the beginning of the simulation, compared to the flat topol-
ogy and our previous hierarchical topology control scheme. This demonstrates
how the nodes in a layered topology prolong their lifetimes by changing layer
to manage their energy usage. By round 1000, the number of dead nodes in a
4-layer network is respectively reduced by 40% and 35%, compared to a flat

network and a 4-layer network organized by the previous scheme. Figure 4.12
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Figure 4.8 Variation in the number of dead nodes with periodic replacement.
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Figure 4.9 Variation in the number of dead nodes with the replacement period.
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shows that this reduction in the number of dead nodes increases the amount of
data reaching the sink. As shown in Figures 4.13 and 4.14, our scheme shows
reduces the number of dead nodes by about 10%, and delivers slightly more
data than the flat topology.

Figure 4.15 shows the round when the number of defunct nodes becomes
1 to 20% of the total number of nodes. As shown in Figure 4.15, our scheme
shows it prolongs the lifetime of network, compared to the flat topology and
our previous scheme because it can balance the remaining energy of each node.

Figure 4.15 represents the loss rate of gathered data, as the duty cycle was
varied from 0.0002 to 0.002. When the duty cycle was relatively large the sink
node was able to receive almost every gathered data of all schemes. When the
duty cycle was small, however, the sink node could barely receive some data
because the packet sent from distant nodes was delayed by the intermediate
nodes, as a result, nodes could not receive it within their wakeup time.

Figure 4.17 shows the overhead of each topology control scheme, as the
density of nodes was varied from 0.02 to 0.1. The overhead indicates the av-
erage consumed energy during a round for T'CI messages of a node. In this
scheme, a node which has the more neighbor nodes occurs the larger control
overhead because Local TCI message contains the information of 2-hop neigh-
bor nodes. In Figure 4.17, therefore, the consumed energy for T'CI message of
our scheme increased as the density of nodes increased. However, the overhead
of the other schemes decreased as the density increased because the shorter
hop made reduce the number of T'CI messages. Moreover 4-layer network con-
sumed more energy than 2-layer network because the nodes in 4-layer network

had more chance to move to other layers and retransmit TCI messages than
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nodes in 2-layer network.

In order to analyze the effectiveness of our scheme in networks with energy-
harvesting nodes, we measured the number of dead nodes and the amount of
transmitted data in a network consisting of 80% battery-powered nodes and
20% of energy-harvesting nodes.

Figures 4.18 and 4.19 show the cumulative number of defunct nodes and
the amount of data which the sink node received successfully. Figure 4.18
shows that our scheme reduces the number of defunct nodes, especially at the
beginning of the simulation, compared to the flat topology and the scheme that
uses the energy-harvesting nodes as cluster heads. This demonstrates how the
nodes in a hierarchical topology prolong their lifetimes by changing layer to
manage their energy usage. At 1000 round, nodes started being defunct in a
4-layer network. Meanwhile, the first node in a flat network and a clustered
network respectively died earlier than 200 round and 400 round. That can be
also shown in Figure 4.20. Figure 4.19 shows that this reduction in the number
of dead nodes increases the amount of data reaching the sink.

As shown in Figure 4.21, the number of dead nodes is reduced by about
10% by our scheme, which is very similar to the result for the network with
only battery-powered nodes. Figure 4.22 shows that our scheme also delivers
more data. However, it also shows that the effectiveness of transmission is
sometimes reduced by the presence of energy-harvesting nodes. We suggest
that this is because the energy-harvesting nodes are not replaced, even when
they have little energy; instead, they wait for energy to arrive and charge
their batteries. Meanwhile transmissions are failing. We also found in Figure

4.23, which using energy-harvesting nodes as cluster nodes produces the least
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Figure 4.17 Overhead of each topology control scheme.
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effective transmission of data. Again, we attribute this to the amount of energy
acquired by these nodes, which is inadequate to transmit lots of data. This
problem may be addressed by increasing the size of solar panels fitted to

energy-harvesting nodes, or reducing the proportion of these nodes that are

deployed.
I I
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Figure 4.21 Variation in the number of dead nodes as the proportion of energy-
harvesting nodes is increased.
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Chapter 5

Conclusion

5.1 Summary

Since nodes used in general WSNs are powered by batteries, they have limited
lifetime. If intermediate nodes are defunct or links between nodes are not
reliable, the success probability of gathering sensory data may be dropped
drastically, because they employ multi-hop communication protocol to deliver
data to a sink node. Some nodes that have no sensor modules may be deployed
to relay packets between nodes.

We have described the implementation of a WSN designed for wildfire
monitoring, focusing on the reliability issue. In our experiment, 20 sensor nodes
were deployed sparsely to collect temperature and humidity data in order
to detect wildfire. The nodes are designed to turn off their transceivers to
save energy, and to synchronize their sleep and wake-up cycles to simplify
communications. The end-to-end delay in data transmission to the sink node

is reduced by using the modified PISA-I routing algorithm. By addressing some

73 fx‘g - 4



implementation issues such as irregular transmission ranges, Fresnel zone and
unreliable links, we have made our system more stable and reliable.

Hierarchical topology such as clustering has been widely used in wireless
sensor networks (WSNs) to address the limitations of a flat topology. In the
cluster topology, however, a serious imbalance of residual energy between nodes
can happen inevitably, which leads to a sharp drop of network connectivity.
A lot of research has been put into topology control techniques to address
this problem. We have proposed a multi-layer topology control scheme for
long-term WSNs to improve network lifetime and balance residual energy.
The WSN assumed in this scheme consists of battery-powered nodes, and if
some nodes get defunct, new nodes replace the dead nodes periodically. In this
scheme, each node periodically determines its own layer, which depends on its
residual energy and the current network status when the sink node broadcasts
a topology control information message to the whole network. This allows the
WSN to balance itself by allocating energy-intensive roles to energy-rich nodes.
As a result, more nodes can survive longer than the nodes in flat topology.
Moreover, using more layers can balance the residual energy.

We also have proposed the topology control scheme for WSNs consisting
of many nodes, some of which are battery-powered while others are energy-
harvesting nodes. The battery-powered nodes decide their layers considering
their residual energy and the average network lifetime. The energy-harvesting
nodes also decide their layers, but they consider their charging rates in addition
to the residual energy. The nodes in the higher layers aggregate data received
from the lower layer nodes, and send it to the sink node with their own data.

This preserves the connectivity of the WSN because the expected lifetime of
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nodes are balanced by assigning them into multiple layers, and the aggregation
nodes live longer than nodes in a flat topology. Particularly, energy-harvesting
nodes help reduce the energy consumption of battery-powered nodes due to
their harvested energy. Therefore, the harvested energy can be used to extend

the network lifetime and to preserve the connectivity of the network.

5.2 Future Research Directions

The routing algorithm described in this thesis causes a node to choose the
route that reaches a higher-layer node with the minimum hop-count. This
algorithm considers not residual energy in the nodes on those routes or their
contribution to overall network connectivity but the length of routes. Therefore
it does not explicitly contribute to the lifetime or connectivity of the network.
We believe that it should be possible to design a routing scheme for the multi-
layer topology control which will enhance overall network efficiency.

The aggregation scheme proposed in this paper is a simple in that only data
delivered from lower layers is aggregated. More efficient data aggregation or
fusion schemes have been proposed by other researchers. We will incorporate
such ideas in order to reduce the volume of data to be transmitted, and hence

to increase the lifetime of the WSN.
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