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Abstract

Along with the steady increase in mobile data traffic, wireless lo-
cal area network (WLAN) technology has been developed to support
heavy traffic for various mobile devices. The-state-of-art IEEE 802.11
specifications such as 802.11n and 802.11ac have focused on improving
physical layer (PHY) rate by enabling multiple stream transmission
via multiple-input multiple-output (MIMO) technology, wide band-
width transmission via channel bonding, and high order modulation
via 256-QAM and short guard interval. While the emerging technolo-
gies greatly increase PHY rate over 1 Gb/s, the achievable throughput
is much limited due to the low reliability with high PHY rates and
medium sharing among the nodes operating on the same channel. In
this dissertation, we tackle three different strategies to enhance the
achievable throughput in IEEE 802.11 WLANS.

Firstly, we study a cost-effective approach, namely antenna subset
selection, to enhance reliability even for the high PHY rates. There
are practical challenges to employ antenna subset selection in WLANs

such as the lack of channel state information at the transmitter and



multiple retry chain utilization. Only few researches have addressed
those practical challenges, which result in a limited employment of
antenna subset selection in WLANs. We propose a practical antenna
subset selection system considering those practical challenges, and
evaluate the performance of the proposed system via prototype im-
plementation and extensive experiments.

Secondly, we focus on the clear channel assessment (CCA) of IEEE
802.11 WLAN which is too conservative to exploit spatial reuse. The
problem is arise due to a limitation of the current CCA mechanism.
Only the received signal strength (RSS) of an ongoing transmission is
used to determine the status of the medium, i.e., busy or idle. We pro-
pose a novel CCA mechanism which utilizes the information delivered
in PHY header of the ongoing transmission so that it can stimulate
concurrent transmissions for better spatial reuse. Through simula-
tions, we evaluate our proposed approach and demonstrate through-
put gain in various scenarios.

Lastly, we investigate transmit power and data rate control method
to further exploit spatial reuse. Along with our proposed CCA mech-
anism, more concurrent transmissions become feasible by adapting
transmit power and data rate depending on the ongoing transmis-
sion. Accordingly, we propose a joint transmit power and data rate
control algorithm which operates dynamically depending on the exis-
tence of ongoing transmission. We evaluate our proposed algorithm

under various scenarios through extensive simulations.
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In summary, we propose three different methodologies for high ef-
ficiency WLANS, one for reliability enhancement and the other two
for better spatial reuse. The operation and performance gain of each
methodology are verified by testbed experiments or network level sim-

ulations.
Keywords: Wireless LAN (WiF1i), antenna selection, reliability,
clear channel assessment, transmit power control, rate control, high

efficiency
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Chapter 1

Introduction

1.1 Motivation

Wireless local area network (WLAN) technology has become an in-
dispensable part of our daily lives as a dominant carrier of wireless
data traffic. The worldwide chipset shipment and wireless data traffic
of WLAN have increased steadily, and further increase is forecasted.

To support heavy data traffic, IEEE 802.11 specifications have
been developed primarily focused on theoretical peak throughput in a
single basic service set (BSS)! environment. The-state-of-art IEEE
802.11 specifications such as 802.11n and 802.11ac adopt multiple
stream transmission via multiple-input multiple-output (MIMO) tech-
nology, wide bandwidth transmission via channel bonding, and high

order modulation via 256-QAM and short guard interval to enhance

LA BSS is composed of an access point and a number of associated stations.



the peak throughput. While the emerging technologies greatly in-
crease PHY rate over 1 Gb/s as shown in Fig. 1.1, the achievable
throughput is much limited in the real world. It is due mainly to the
low reliability with the high data rates and medium sharing among

the nodes operating on the same channel:

1. Reliability issue: The reliability of a data rate decreases as the
data rate increases, which result in the coverage reduction as
shown in Fig. 1.2. The coverage of highest data rate is even less
than 5 m, i.e., we should be in 5 m from an access point (AP)
to exploit the highest data rate. To exploit the high data rates

without such limitation, the reliability should be enhanced.

2. Medium sharing issue: When multiple BSSs operate on the same
channel in WLANS, the medium (channel) is shared among the
OBSSs, which is a very practical scenario in the real world. With
the heavy data traffic, the theoretical peak throughput of a sin-
gle BSS is inversely proportional to the number of BSSs, which
result in the low throughput of high density WLANs. Mean-
while, exploiting spatial reuse, by enabling concurrent trans-

missions, the achievable throughput can be enhanced.

In this dissertation, accordingly, we tackle three different strate-
gies to enhance the achievable throughput in IEEE 802.11 WLAN:S,
practical antenna selection of WLAN AP (Chapter 2) for reliability

enhancement, and a novel clear channel assessment (CCA) mechanism
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(Chapter 3) and dynamic transmit power and rate control mechanism

(Chapter 4) for the better spatial reuse.

1.2 Overview of Existing Approaches

1.2.1 Practical Antenna Selection for WLAN AP

There has been extensive research in antenna subset selection algo-
rithms [1, 2, 3, 4, 5, 6, 7]. The authors in [1, 2, 3, 4] utilize instan-
taneous channel state information (CSI) to select an optimal antenna
subset. Similarly, statistical CSI is utilized for the antenna subset se-
lection in [5, 6, 7]. However, off-the-shelf WLAN devices do not imple-
ment CSI feedback functionality due to its significant overhead, thus
limiting the applications of the proposed schemes in [1, 2, 3, 4, 5, 6, 7].
To the best of our knowledge, there is no research paper in the litera-
ture that proposes antenna subset selection algorithm without utiliz-
ing CSI.

Meanwhile, a couple of patents deal with antenna subset selection
system without using CSI. In [8], an antenna subset is selected using
a trial-and-error approach, i.e., a single antenna subset is selected and
used until a transmission failure occurs. In [9], an optimal antenna
subset is determined based on statistical information. The informa-
tion is obtained by probing, i.e., periodically transmitting frames using
different antenna subsets. Although the patents describe the example

procedures, detailed algorithms and performance evaluations are not



presented due to the nature of patent.

1.2.2 Protective Clear Channel Assessment

Since the CCA highly affects the network capacity via exploiting spa-
tial reuse, there have been many studies on controlling CST for effi-
cient medium sharing. Analytic approaches proposed in [10, 11] focus
on addressing the hidden terminal problem, which results in a conser-
vative CST to eliminate all possible hidden transmitters in the entire
range. Such a conservative CST obstructs concurrent transmissions
even when they are possible, i.e., exposed terminal problem. On the
other hand, heuristic approaches based on the frame error rate yield a
less conservative CST by heuristically considering only some possible
hidden transmitters [12, 13].

However, the current CCA method has an inherent limitation in
that it utilizes only the received signal strength (RSS) of an incoming
frame to determine the availability of the medium. As a result, a
carrier sensing node cannot be aware of whether it can transmit along
with an ongoing transmission, i.e., a concurrent transmission, which is
possible when its transmission will not harm the ongoing transmission

from another cell.

1.2.3 Dynamic Transmit Power and Data Rate Control

There have been many researches of transmission power control for

spatial reuse. The researches can be classified into two categories,



namely RTS-CTS based approach and feedback based approach.
Several papers try to reduce transmit power of data transmissions
while avoiding the collision from hidden nodes by differentiating the
power of RTS-CTS and data-ACK transmissions. In [14], RTS-CTS
packets are transmitted with the maximum power, and the transmit
powers of data-ACK packets are reduced accordingly to avoid hidden
collisions. The authors in [15] extend the work in [14], and they
also control the transmit power of RTS/CST packets considering the
transmission range and interfering range to avoid hidden collisions
but enhance spatial reuse. However, this approach is conservative
to enabling concurrent transmissions due to RTS-CTS packets are
exchanged with high power, and the nodes consider all the possible
interfering nodes in the interfering range which are not always exist.
To exploit spatial reuse by enabling concurrent transmissions with-
out the loss from hidden terminals, the feedback based approach tries
to find interference levels and allowable interference levels among the
nodes operating in the same medium [16, 17, 18]. The allowable in-
terference level of a receiver node is fed back to the corresponding
transmitter node, e.g., via an out-of-band channel in [16], a separate
control channel in [17], and RTS/CTS exchange at access window
in [18], and the transmitter node decides it’s proper transmit power.
When the transmitter node decodes the transmit power, it considers
all the possible future interferers in the medium because all the in-

terferer can corrupt the transmission, and the transmitter does not



know who will corrupt the transmission in presence.

Existing data rate control focus on finding appropriate data rate
based on the channel condition, thus there are a limited number of
researches on data rate control for spatial reuse [19, 20]. In [20],
the authors lower the data rate to fully exploit the medium even if
there are throughput reduction with the lowered rate. The authors
in [19] also lower the data rate to tolerate interference even though
throughput is possible to decrease. The main limitation of existing
data rate control is the throughput decrease with the lowered data

rate.

1.3 Main Contributions

The main objective of this dissertation is to provide high efficient MAC
and PHY layer algorithms to exploit the high data rates of emerging
IEEE 802.11 WLAN technologies. They can be classified in two cate-
gories, namely reliability enhancement and spatial reuse exploitation.
More into detail, the research contributions of the dissertation are

summarized as follows.

1.3.1 Reliability Enhancement

Since there a well-known trade-off between spatial multiplexing gain
and spatial diversity gain, reliability cannot be enhanced via MIMO

for high data rates even though the higher data rate is more unre-



liable. Antenna subset selection is a cost effective way to achieve
diversity gain without such limitations. By employing more antennas
than RF chains and adaptively connecting each RF chain to one of
the available antennas, diversity gain can be obtained without loss
of multiplexing gain. However, there are some practical challenges
for antenna subset selection of 802.11 WLAN device, and no research
paper has been provided proper selection algorithm considering the
practical challenge.

We proposed antenna selection algorithm considering the practical
issues, and the proposed algorithm has three different main advan-
tages. The first advantage is practicality. The proposed algorithms
are designed to be applicable to commercial WLAN chipsets, which
utilize multiple retry chains for a packet transmission. In addition,
only currently available information in WLANSs, e.g., frame success
ratio (FSR), is used. The practicality is proved by a prototype imple-
mentation of the proposed algorithms in a commercial AP. The second
advantage is robustness. The best and the second best antenna sub-
sets are used alternatively to achieve diversity gain, thus reducing the
occurrence of consecutive transmission failures. The last advantage
is self-regulation. The frequency of probing is automatically adjusted
depending on channel condition, i.e., more probing for bad channel

and less probing for good channel, thus minimizing probing overhead.



1.3.2 Spatial Reuse Exploitation

In densely deployed network, which has many AP devices and corre-
sponding client stations operating on the same channel, the through-
put is greatly degraded even thought their operational data rates are
high enough since they should share the medium, i.e., the operat-
ing channel. Spatial reuse can enhance the throughput via stimu-
lating more concurrent transmissions. In 802.11 WLANS, the degree
of spatial reuse is determined by CCA, transmit power, and data
rate. Firstly, we proposed a novel CCA mechanism which utilizes
PHY layer header information and determines the state of medium
(busy/idle). By utilizing the header information, the proposed mech-
anism can examine the possibility of concurrent transmission with the
ongoing transmission, so that it can exploit proper spatial reuse if it is
possible. Secondly, we proposed a dynamic transmit power and data
rate control algorithm which adapt the transmit power and data rate
depending on the ongoing transmission, which significantly enhances
spatial reuse by enable more concurrent transmissions, thus result in

great improvement of network performance.

1.4 Organization of the Dissertation

Chapter 2 presents the practical antenna selection policies to enhance
reliability of multiple antenna AP devices. We first introduce the

practical challenges of commercial AP devices for antenna selection



algorithms and achievable throughput enhancement with antenna se-
lection via measurement study using off-the-shelf devices. We pro-
posed practical antenna selection algorithms for transmission and re-
ception of AP devices, and the performance is evaluated via extensive

experiments with off-the shelf devices.

In Chapter 3, we present the novel CCA method to enhance network-

wise throughput of high density WLANSs. Specifically, the proposed
CCA utilizes physical layer header information to assure the success
of concurrent transmission including ongoing transmission and corre-
sponding new transmission, so that concurrent transmissions are more
stimulated depending on the ongoing transmission.

Chapter 4 presents our proposed transmit power and data rate
control algorithms to exploit spatial reuse. By theoretical analysis,
we show that our proposed approach which dynamically adapts the
transmit power and data rate depending on ongoing transmission can
enhance the throughput as optimal without loss of fairness. The
throughput performance is evaluated via ns-3 simulation.

Finally, Chapter 5 concludes the dissertation with the summary

of contributions and discussion on the future work.
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Chapter 2

Practical Antenna

Selection for WLAN AP

2.1 Introduction

Multiple-input multiple-output (MIMO) technology is an indispens-
able part of wireless local area networks (WLANSs) because of in-
creased data rate by spatial multiplexing and reliability enhancement
by spatial diversity. Unfortunately, there is a trade-off between spatial
multiplexing and diversity, i.e., maximum spatial multiplexing gain is
achievable with the sacrifice of diversity gain, and vice versa [21].
Therefore, extra antennas are needed to increase diversity gain along
with a certain degree of multiplexing gain. However, there are two
main limitations in increasing the number of antennas, namely, the

hardware costs of radio frequency (RF) chains (including RF power

11 A= T



amplifier and analog-to-digital /digital-to-analog converter, etc.) for
each antenna and the computational complexity for signal encoding
and decoding process.

Antenna subset selection is a cost effective way to achieve diversity
gain without such limitations. By employing more antennas than RF
chains and adaptively connecting each RF chain to one of the available
antennas, diversity gain can be obtained without loss of multiplexing
gain. It was proved that such antenna subset selection retains the
same degree of diversity compared with the full-complexity system,
i.e., the system with the same numbers of antennas and RF chains [22].

There has been extensive research in antenna subset selection al-
gorithms [1, 2, 3, 4, 5, 6, 7]. The authors in [1, 2, 3, 4] utilize in-
stantaneous channel state information (CSI) to select an optimal an-
tenna subset. Similarly, statistical CSI is utilized for the antenna
subset selection in [5, 6, 7]. However, off-the-shelf WLAN devices
do not implement CSI feedback functionality due to its significant
overhead, thus limiting the applications of the proposed schemes in
[1, 2, 3, 4, 5, 6, 7]. To the best of our knowledge, there is no re-
search paper in the literature that proposes antenna subset selection
algorithm without utilizing CSI.

Meanwhile, a couple of patents deal with antenna subset selection
system without using CSI. In [8], an antenna subset is selected using
a trial-and-error approach, i.e., a single antenna subset is selected and

used until a transmission failure occurs. In [9], an optimal antenna

12 A =



subset is determined based on statistical information. The informa-
tion is obtained by probing, i.e., periodically transmitting frames using
different antenna subsets. Although the patents describe the example
procedures, detailed algorithms and performance evaluations are not
presented due to the nature of patent.

The main purpose of this chapter is to develop a practical an-
tenna subset selection method for off-the-shelf devices without any
modification or additional requirement of IEEE 802.11 standard and
WLAN chipsets. We propose antenna subset selection algorithms of
access point (AP) (a) for unicast transmission and (b) for multicast
transmission and reception. Compared with the existing schemes in

the literature, the main advantages of our proposed algorithms are:

1. Practicality: The proposed algorithms are designed to be ap-
plicable to commercial WLAN chipsets, which utilize multiple
retry chains for a packet transmission. In addition, only cur-
rently available information in WLANSs, e.g., frame success ratio
(FSR), is used. The practicality is proved by a prototype im-

plementation of the proposed algorithms in a commercial AP.

2. Robustness: The best and the second best antenna subsets are
used alternatively to achieve diversity gain, thus reducing the

occurrence of consecutive transmission failures.

3. Self-regulation: The frequency of probing is automatically ad-

justed depending on channel condition, i.e., more probing for

) 3 11 =1L —
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bad channel and less probing for good channel, thus minimizing

probing overhead.

The rest of the chapter is organized as follows: Section 2.2 de-
scribes the current status of infrastructure-based WLAN. We demon-
strate the potential for network performance improvement via antenna
selection through measurements in Section 2.3. Then, we propose
practical antenna selection algorithms for transmission and reception
of AP in Section 2.4, and then evaluate the performance of the algo-
rithms through an extensive measurement study in Section 2.5. Fi-

nally, we draw the summary in Section 2.6.

2.2 System Description

In this section, we first describe the characteristics of off-the-shelf
devices, which constitute infrastructure-based WLAN. Then, we de-
scribe the antenna selection system considering the characteristics and

limitations of off-the-shelf devices.

2.2.1 Characteristics of Off-the-Shelf Devices

There are four characteristics of off-the-shelf devices which should be
considered for practical antenna selection systems.

Multiple retry chains: Most commercial WLAN devices use
multiple retry chains. For example, Qualcomm Atheros (QCA) WLAN

chipsets use four different retry chains. A transmission descriptor is

1 2
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: Transmission Descriptor

MPDUE Chain 0: Chain 1: Chain 2: Chain 3: \/Drop
[\(Ro, Co, Ao) (R4, C4, A4) (R2, C2, A3) (R3, C3, A3)

R: datarate C: number of attempts A: antenna conﬂguratlon

Figure 2.1: Transmission parameters for multiple retry chains.

configured for each MAC protocol data unit (MPDU) and describes
the transmission parameters of each retry chain, i.e., the data rate
(r;), the maximum number of tries (n;), and the antenna configura-
tion (¢;) for retry chain i, as shown in Fig. 2.1. The first transmission
of an MPDU uses data rate, g, and antenna configuration, cg. If
the transmitter does not receive the corresponding acknowledgement
(ACK) for the first transmission, the MPDU is retransmitted up to
(np — 1) times with rg and ¢g. If all ny (re)transmissions fail, then r;
and c; are used for the next n; retransmissions, and ra/co and r3/cs3
are sequentially used until the packet is successfully transmitted or
dropped.!

Spatial expansion: Data streams can be expanded via matrix
multiplication to produce the input to all the RF chains, namely spa-
tial expansion. For instance, matrix D = %[111]T is used to map
a single data stream to three RF chains, i.e., it is replicated and
transmitted through three RF chains with reduced power. With the
spatial expansion, the AP can take an advantage related to power am-

plifier. Since the total power is divided into the employed RF chains,

'If all the retransmission attempts fail, the MPDU will be dropped.
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Figure 2.2: Antenna selection system example of infrastructure-based
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the power amplifier of each RF chain can share the burden for the
maximum power, thus allowing to use cheaper power amplifier. Ac-
cordingly, many WLAN chipsets including QCA chipsets use spatial
expansion by default. In this work, thus, we assume that the AP
always utilizes all the RF chains regardless of the number of data
streams.

Antenna subset selection: QCA chipsets adopt antenna sub-
set selection using RF switches which connect antennas to RF chains
according to the antenna configuration in the transmission descriptor.
Different from general antenna subset selection, specifically, one of the
antennas confined to an RF chain is connected to the corresponding
RF chain. As we assume spatial expansion, therefore, an antenna sub-
set can be denoted by a combination, which consists of the antennas
each connected to the corresponding RF chain, and we use the term,
antenna combination, hereafter. In this paper, furthermore, antenna
selection means antenna combination selection for the RF chains.

No CSI feedback: There are two methods for obtaining down-
link (DL) CSI at an AP, namely, implicit feedback and explicit feed-
back [23]. The former utilizes the channel reciprocity, so the AP
estimates DL CSI from uplink (UL) signal. However, the RF chains
of an AP and its client station are different from each other, thus con-
taminating the CSI estimation. Thus, a calibration process is defined
in IEEE 802.11 standard to remove the contamination from the RF

chain mismatch [23]. In the latter, a station measures DL CSI and
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feeds it back to the AP. However, the CSI feedback feature is not im-
plemented in any commercial WLAN chipsets due to the prohibitive
feedback overhead versus a benefit. Without the CSI feedback, even
the calibration for the implicit method is not feasible. Therefore, the
AP can obtain the CSI neither by the explicit feedback nor the implicit
feedback.

Instead of CSI feedback, IEEE 802.11ac adopts feedback of com-
pressed beamfoming matrix along with per-stream SNR for multi-user
MIMO operation [24]. DL CSI is, however, still not available at AP.
Furthermore, even if DL CSI becomes available, learning CSI of all
possible combinations will bring excessive signaling overhead.

In summary, an antenna combination can be configured for each
retry chain of each MPDU by the transmission descriptor. Different
from the previous antenna selection algorithms in the literature, CSI

cannot be used for practical antenna selection in WLANS.

2.2.2 Antenna Selection for WLAN AP

Problem statement: For a practical antenna selection system with
off-the-shelf devices, we only consider antenna combination selection
of AP side in infrastructure-based WLAN.? We assume that the num-
ber of RF chains is M and each RF chain has L antennas, and hence,
there are total L™ combinations, one of which can be selected for

transmission /reception. For the ease of our explanations, we consider

2Typically, APs have more RF chains than other WLAN devices.
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the case of M=3 and L=2 as shown in Fig. 2.2, so there are 8 possible
combinations.

Antenna selection of AP can be classified into two cases, namely,
transmit antenna selection and default antenna selection. Transmit
antenna is for unicast transmission which aims to a specific target
station as shown in Figs. 2.2(a) and 2.2(b), while default antenna is
used for the reception of UL frames® or the transmission destined to
multiple stations, e.g., multicast transmission and beacon transmis-
sion, as shown in Fig. 2.2(c). Therefore, default antenna combination
should be selected considering all the associated stations of an AP.

Without CSI feedback, only two types of information are available
for antenna selection, namely, frame success ratio (FSR) via ACK and
received signal strength indicator (RSSI) of UL frames. The antenna
selection should be performed in an open-loop manner using the infor-
mation. However, the RSSI of UL is significantly different from that of
DL due to the asymmetry between the RF chains of AP and stations
as well as receiver combining methods, as detailed in Section 2.3. For
this reason, the RSSI of UL cannot be utilized for antenna selection,
and AP should select transmit/default antenna based on the frame
success statistics.

Mathematical description: As we assume spatial expansion,

data symbol received at a station, when AP transmits a single data

3Intuitively, the selected transmit antenna combination is used for the corre-
sponding ACK frame reception while the default antenna combination is used for
any other reception since AP does not know the target station in advance of re-
ception.
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stream through antenna combination ¢ = (aq,as, ...,aps), can be ex-

pressed as:

M

Ye = Y(a1,a2,....ap1) = hx 4+n = Zgi,aihi,aix +n, (21)
=1

where a; is the selected antenna index for RF chain ¢ (a; € {0, 1, ..., L—1}),

and n is additive white Gaussian noise (AWGN) with the variance
equal to Noy. g;q; and h; 4, are the antenna gain and fading coefficient
of RF chain i with a;, respectively. We assume independent Rayleigh
fading channel for each antenna.* Therefore, hi q; is a complex Gaus-
sian random variable with zero mean and unit variance, and there
is no correlation among different antennas. It should be noted that
the superposed channel h is also a complex Gaussian random vari-
able with zero mean and variance, equal to ), 91'2, a;» thus making A a
Rayleigh fading channel.

The signal-to-noise ratio (SNR) at the receiving station, i.e., SNR

of DL signal, is given by

2
SNRpL = P|)__giahia,l /No, (2.2)

where P; is the average power of the data symbol (z) at the receiving
station.

AP selects a default antenna combination to receive UL signal, and

4This assumption is only for clearer mathematical description, while our an-
tenna selection algorithms do not rely on this assumption.
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the received data symbol at the AP can be also expressed as (2.1).
Unlike the DL signal, however, the AP can conduct a receiver combin-
ing such as maximal ratio combining (MRC) or equal gain combining
(EGC) to achieve diversity gain. In this paper, we assume MRC is
used, so the SNR of UL signal at the AP is given as

SNRyy, = PSZi \Gi.a;Pia;|° / No. (2.3)

The antenna gain, g;4;, varies depending on the target station and
its position since different antennas have different radiation patterns.
Therefore, by choosing the antenna combination which consists of the

antennas giving maximum gain for each RF chain ¢ as

Cmax = (amax,17 ceey amax,M)a (2'4)

where amax,; = argmaxg,; gia;,;, the average SNRs of both UL and
DL signals are maximized. Meanwhile, DL SNR is more vulnerable to
fading than UL SNR as shown in (2.2) and (2.3). It is because receiver
combining of UL helps make constructive superposition of received
symbol while DL cannot avoid destructive superposition. Although
we only derive (2.1)-(2.3) for single stream, it is obvious that cpax
also gives the maximum average SNR for multiple streams.

In this paper, the antenna selection is aimed at finding c¢yax Which
maximizes throughput in a long-term average sense. The long-term

average throughput does not depend on the instantaneous fading co-
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efficient (hjq,;), because the mean of h;,, is one for all a;’s. The
instantaneous CSI, therefore, is not essential for the antenna selec-

tion.

2.3 Measurement Studies

This section demonstrates the potential for performance improvement
by antenna selection and investigates several considerations for design-

ing antenna selection algorithms.

2.3.1 Throughput with Different Antenna Combinations

We first measure throughput according to antenna combination to
gauge the performance gain from the antenna selection.

The measurements are carried out in an office environment shown
in Fig. 2.4. Samsung WEA303 AP and Samsung Galaxy S3 smart-
phones are used. WEA303 supports 802.11n MIMO up to 3 streams
with 3 RF chains and 2 antennas for each RF chain [25] while Sam-
sung Galaxy S3 supports 802.11n single stream only [26]. The station
is placed at 6 different positions as shown in Fig. 2.4, where the po-
sition index represents the ranking of average RSSI at the position.
Using IxChariot 7.3 [27], DL UDP traffic with 1460 bytes payload
size is generated, and throughput is measured for 10 seconds. We re-
peat this measurement 8 times by switching antenna combination to

compare the throughput according to the 8 different antenna combi-

1 2
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Figure 2.3: Transient throughput according to antenna combinations
at three different positions.
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Figure 2.4: Office environment for measurement.

Table 2.1: AP configuration.

Channel
Data rates MCS 0-7
Tx power 17 dBm

Frame aggregation Disabled
Regular (0.8 us)

Guard interval

Ch. 48 (5,240 MHz)

nations (LM =23=8). One iteration consists of these 8 measurements,
and 20 iterations are carried out at each position. During the mea-
surement, no or just a single person is sitting in the office to make
a stationary environment, and we maintain this condition for all the
measurements throughout this paper. The AP is configured to use

channel 48, which is clean without any interference, and detailed con-

figuration is described in Table 2.1.

Fig. 2.3 shows the average throughput for each iteration at three
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different positions. The measurements for 8 different antenna com-
binations in the same iteration are carried out at almost same time,
and hence, can be construed as a transient performance according to
the combination. Fig. 2.3(a) shows the result for position 5, where
the channel for all antenna combinations is stable. Therefore, the
throughput for each antenna combination does not fluctuate much ac-
cording to the iterations. At the position, antenna combination ‘111’
achieves the highest throughput while combination ‘010’ obtains the
lowest throughput regardless of the iterations. This shows that select-
ing a proper antenna combination can significantly enhance through-
put performance at certain positions. On the other hand, Figs. 2.3(b)
and 2.3(c) presenting the results for positions 6 and 3 show temporal
variation of throughput. At position 6, for instance, the throughput
of antenna combination ‘101’ varies from 5 Mb/s to 24 Mb/s over
iterations. Whether the channel is stable or not, there exists the best
antenna combination at an iteration and it depends on the station’s
position, e.g., ‘111" at position 5 and ‘100 at position 3 (except itera-
tion 3). Furthermore, the best combination of previous iteration can
show degraded throughput compared with other combinations due to
fading, e.g., the throughput of ‘011’ at position 6 rapidly decreases
after iteration 12. It is because each antenna combination could ex-
perience fading due to destructive superposition in DL as described
in Section 2.2, and there is no exception for the best combination.

The throughputs and RSSIs measured at 6 positions are summa-
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rized in Table 2.2. Avg. and std. represent the average and standard
deviation of performances out of 8 antenna combinations, respectively.
Last row shows the throughput gain of the best antenna combination
over the average throughput of 8 antenna combinations. According
to the table, the throughput gain from antenna selection highly de-
pends on the station’s position. At positions 3, 5, and 6, the gain is
above 20% while the relatively negligible gain is observed at the other
positions. By comparing position 1 with 5, and position 3 with 4, we
observe that the positions with high throughput gain are character-
ized by low average RSSI and high standard deviation of RSSI. This
shows that, at a certain position, a significant performance gain can

be achieved by selecting a proper antenna combination.

2.3.2 DL/UL Link Analysis

Next, we study the relationship between UL and DL based on mea-
surement results. We carry out a similar measurement as in Sec-
tion 2.3.1, but with different station positions. At each position, DL
and UL UDP traffic are alternatively generated for 10 seconds. Sim-
ilarly, 10 iterations are conducted at each position and the measure-
ment result is summarized in Table 2.3. In the top side, Pearson’s
correlation coefficients  and p-values® from 80 pairs, i.e., 8 antenna
combinations x 10 iterations, of (UL RSSI, DL throughput) are dis-

played for each position. In terms of every position, r is observed to

5p-value represents the reliability of the obtained correlation, and p-value under
0.01 means significantly high reliability.
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Table 2.2: Measurement result summary.

Position 1 2 3 4 5 6
SSI Avg. —65 —-68 —-68 —-68 —68 —70
dBm) Std.  3.22 3.62 9.67 256 3.25 6.65

oy Ave 267 249 174 266 222 176
NHOSIPUE giq” 0.38 031 3.97 045 037 522
Gain 7% 8% 60% 4% 23% 52%

Table 2.3: Correlation coefficients (r) and p-values (p).

1 2 3 4 5  Avg.

ULRSSI » —-033 -034 -0.16 +0.27 -0.15 -0.14
DL THR p 0.46 0.46 0.51 0.51 0.51 0.49

DL THR » +0.96 +094 +0.77 +0.78 +0.99 +0.89
UL THR p <0.01 <0.01 0.05 0.08 < 0.01 0.03

have the value close to zero rather than one as well as the high level
of p. This indicates we cannot say there is any correlation between
UL RSSI and DL throughput. UL RSSI, therefore, is not a proper
metric for transmit antenna selection.

On the other hand, there exists a distinct correlation between DL
throughput and UL throughput as displayed in the bottom side, i.e., r
close to 1 and p under 0.1. This result demonstrates that the antenna
combination with good DL performance is likely to work well for UL
as expected by the mathematical analysis in Section 2.2. That is,
according to (2.2) and (2.3), although the instantaneous RSSI values
of DL and UL (RSSI=SNR-Njy) can be different, the combination ¢pyax

in (2.4) gives the maximum average SNR for both DL and UL, thus
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giving the throughput correlation between DL and UL.

2.4 Proposed Antenna Selection Algorithm

In this section, we propose antenna selection algorithms to determine
AP’s transmit and default antenna combinations. As shown in Sec-
tion 2.3, UL RSSI is not a proper metric to be used for antenna
selection. Therefore, the proposed algorithms utilize only the frame

success statistics, gathered based on ACK reception.

2.4.1 Transmit Antenna Selection

The key observations in Section 2.3 for transmit antenna selection
are twofold. First, there exists difference of performances between
antenna combinations, and the best one could vary depending on the
station (position). Second, as the wireless channel fluctuates over
time, even the best combination can experience fading, thus resulting

in considerable throughput degradation.

Best1Probe: Focusing on the first observation, we establish a
baseline algorithm which finds the best antenna combination using
frame success ratio (FSR) statistics.® The antenna selection method
in [9] performs probing, when it is not a retransmission, to gather
statistics of antenna configurations which are not being currently used,

and updates the best antenna configuration based on FSR. We con-

SFSR is the ratio of the number of successful transmissions, determined by ACK
reception, to the total number of transmissions including retransmissions.
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linesnumbered 1 Best1Probe

1: Set Tinterval > set time interval for decision

2: while transmission do

3: timer < 0

4: Po(cpest ), Po(cprobe) < 0 > init. FSR of retry chain 0

5: while timer < Tipterval dO

6: if Probing then > 10% of packets are utilized for probing

7 Sprobe <= (Cprobe, Chest: Chests Chest) > antenna series for
probing

8: Use Sprobe

9: else

10: Sbest — (Cbesta Cbest ) Cbest Cbest) > antenna series for
normal

11: Use Spest

12: end if

13: Update Py(chest) and Po(cprobe)

14: end while

15: Chest < arg MAX e, e {epest Cprobe } PO(Ci)

16: Pick new cprobe randomly

17: end while

struct the baseline algorithm following the basic procedure in [9], and
referring to Minstrel rate control algorithm [28] for the detailed oper-
ation.”

The procedure of the baseline algorithm, called Bestl1Probe, is
described in Algorithm 1. Basically, FSR of the currently used an-
tenna combination, i.e., the best combination (cpest), and FSR of
probed antenna combination (cprone) are gathered during a time in-

terval (Tinterval). At the end of Tipterval, the combination which has

higher FSR is determined as cpegt for the next Tinterval- Every Tinterval,

"Minstrel is a widely-used rate control algorithm which utilizes FSR to find the
best rate, and performs probing to get statistical information of unused rates.
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Cprobe 18 changed randomly or sequentially to find the best antenna
combination among all possible combinations. Data rates of retry
chains can be different from each other, so FSRs of different antenna
combinations should be compared not across the retry chains but only
in the same retry chain. Therefore, FSRs of the two combinations are
measured and compared only for retry chain 0 which is mostly tried
with a proper rate control.

As explained in Section 2.2, antenna combinations for four retry
chains of a packet can be configured by transmission descriptor. We
define antenna combination series, S, as the configured four antenna
combinations, (co,c1,c2,c3). The baseline algorithm finds only the
best antenna combination, so S is configured t0 (Cpest, Chests Chests Chest )

for normal case and (Cprobe, Cbest Cbest Cbest) for prObing'

Best2Probe: We should be reminded of the second observation
that the best combination can experience fading since DL cannot ob-
tain diversity gain by receiver combining. In other words, using only
the best antenna combination for transmission can be vulnerable to
fading. Obviously, one way to obtain diversity gain for DL is to use
different antenna combinations by turns.

To investigate the diversity gain from using different antenna com-
binations alternatively, we exploit a well-known metric to assess diver-
sity techniques, average fade duration (AFD), which quantifies how
long a channel gain stays below a certain fading threshold. AFD of the

case when N antenna combinations are alternatively used (AF Dy,)
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approximates AFD of selection combining (AF Ds.), where selection
combining selects the antenna which has the maximum channel gain

among N candidates, and the relation can be expressed as

AFDq, < AFDy, + NA, (2.5)

where At is the time interval of changing combinations. The inequal-
ity holds because the antenna combination which has the maximum
channel gain will be used within VAt for the alternative usage case. If
N At is negligible, the diversity gain comparable to selection combin-
ing can be achieved. By configuring different antenna combinations
for different retry chains, the antenna combination will be changed
within a couple of frame transmissions which is typically few millisec-
onds or less, so we can make NAt significantly negligible with small
N.

AFD of selection combining is derived in [29] for N Rayleigh fading
channels, and shown in Fig. 2.5. For balanced case, i.e., average chan-

8 are equal for all N channels, AFD is inversely proportional

nel gains
to N. For instance, alternative usage of two antenna combinations
decreases AFD by 50% compared with one antenna combination. For
imbalanced channels, i.e., their exists an imbalance between average

channel gains of antenna combinations, the AFD reduction due to the

diversity gain decreases as the imbalance increases.

8 Average channel gain of antenna combination, ¢, is equal to > i 92,
Y Ja;
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Figure 2.5: Average fade duration of selection combining.

Based on the observations, we propose an algorithm, called Best2Probe,

which utilizes the best and 2nd best antenna combinations alterna-
tively. Following the basic procedure of Best1Probe, FSRs of the
best (cpest), the 2nd best (canq), and probed combination (cprobe) are
measured during Ti,terval, and the best and 2nd best combinations
are determined for the next Tintervale 10 compare Cpest and cong, S
is configured to either (cpest; Cand, Chests C2nd) OF (€2nd; Chests C2nd, Chest)
alternatively. Moreover, for probing, ¢y is configured to ¢probe for 10%
of the packets. The detailed algorithm is described in Algorithm 2.
Expected problems are the reduction in diversity gain due to the
imbalance of channels and the obvious performance degradation when
the 2nd best combination is considerably worse than the best one. As
described in lines 14-18, therefore, when the gap between the FSRs of

the best and 2nd best combinations is larger than a threshold (D),
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linesnumbered 2 Best2Probe

© ®

10:
11:

12:
13:
14:
15:

16:
17:

18:
19:
20:
21:
22:
23:
24:
25:

Set Tinterval > set time interval for decision
while transmission do
timer < 0
Po(cpest), Po(cand)s Po(Cprobe) < 0 > init. FSR of retry chain 0
while timer < Tipterval dO
if Probing then > 10% of packets are utilized for probing
Sprobel — (Cprob67 C2nd) Cbest C2nd) > antenna series for

probing
Sprobe2 < (Cprob67 Chesty C2nd» Cbest)
Use Sprober and Sprobe2, alternatively
else
Shest1 < (Cbests Cands Chests Cond) > antenna series for
normal
Sbest2 — (02nd7 Chests C2nd» Cbest)
Use Spest1 and Shest2, alternatively
if PO(Cbest) - PO(Can) 2 Dfsr then
Co ¢ Chest > use only the best comb. for retry
chain 0
else if PQ (C2nd) — PO(Cbest) > Dfsr then
Co < Cong > use only the 2nd best comb. for retry
chain 0
end if
end if
Update Py(cpest), Po(canda) and Po(cprobe)
end while

Chest < arg MAaXec,; e{cpestsC2ndCprobe } PO(Ci)
Cond — arg maxe, e, ., Fo(ci)
Pick new cprohe randomly

end while

only the better one is used for retry chain 0 during the remaining time

of Tinterval .

Best2Match: There is a downside of probing at retry chain 0

as Best1Probe and Best2Probe do. A randomly or sequentially se-
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lected cprobe inevitably degrades the performance because it is less
guaranteed to have a good channel condition than the best and 2nd
best antenna combinations. Thus, we propose a revised algorithm,
called Best2Match, which carries out probing in retry chain 1 and
2 instead of retry chain 0. Since antenna combinations should be
compared in the same retry chain, two of the three antenna combi-
nations are compared in each retry chain among retry chains 0-2,
and then the performance ranking is determined by the three com-
parisons as league match. Thus, we configure S to two types as
Shest1=(Cbests C2nd; Cprobes Chest) ANd Shesta=(Cand, Cprobes Chests Cand) as
in Algorithm 3. By using the two types of configuration alternatively,
Chest and capq are compared in retry chain 0, copg and cprope are com-
pared in retry chain 1, and cpes; and cprone are compared in retry chain
2. Then, the future cpest, and cong are determined by the results of the
three comparisons.

One possible problem with this league match based algorithm is
that if cpest is in good channel condition, there is no retransmission
for Spest1, and hence, FSR of co,,q in retry chain 1 cannot be obtained.
As a result, copq cannot be compared with cppobe in retry chain 1 and
cannot be updated even though cprone is better than cong. In our
Best2Match, thus, conq is updated to cprope if cong is not used due to
the relatively low FSR than cpesy and FSR of cprope in retry chain 1 is
equal to 1, i.e., canq is in bad channel condition and cprone is expected

to be in good channel condition (lines 10-17 and 20-21). The detailed
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linesnumbered 3 Best2Match
1: Set Tinterval > set time interval for decision
2: while transmission do
3: timer < 0
4: P;(cvest), Pi(cand), Pi(cprobe) < 0,i€{0,1,2}
> init. FSR of retry chain 0, 1, 2

5 while timer < Tipterval dO

6 Fupdate < false

T Shest1 ¢ (Cbest7 C2nd Cprobe> Cbest)
8

9

Sbest? < (Can7 Cprobe) Chest Can)
Use Spest1 and Spest2, alternatively

10: if PO(Cbest) - P0(02nd) > Dy then

11: Co 4 Cpest > use only the best comb. for retry chain 0

12: if P, (Cprobe) =1 then

13: Fupdate < true > flag for fast update

14: end if

15: else if Py(cond) — Po(Cpest) = Disr then

16: co  Cond > use only the 2nd best comb. for retry
chain 0

17: end if

18: Update P;(chest), Pi(cana) and Pi(cprobe), @ € {0,1,2}

19: end while

20: if Fupdate then

21: Cand < Cprobe

22: else

23: w; = argmax., ;e(o,1,2) £5(c;) > find winners of each chain

24: Chest ¢ ATGMAX € (oo cand Cprobe )} Yo IF(w; = ¢j)

25: Cond 4 ArMaXe, £ey., i L (wi = ¢j)

26: end if

27: Pick new cprone randomly

28: end while

algorithm is described in Algorithm 3.
The final version of our transmit antenna selection algorithm,
Best2Match, has two benefits compared with Best1Probe and Best2Probe.

Best1Probe is a baseline algorithm following the basic procedure in [9],
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and Best2Probe is an intermediate version.? First, Best2Match can
reduce the performance degradation due to probing, since it carries
out probing only when it is required. Specifically, the probed combi-
nation is used for retry chain 1 or 2, which is after all (re)transmissions
in retry chain 0 using the best or 2nd best antenna combination have
failed, i.e., it is desired to change the corresponding combination. Sec-
ondly, it gives more diversity gain by using three combinations for a
single packet (N=3 in Fig. 2.5). Packet drop occurs only when all the

three antenna combinations are in bad channel condition.

2.4.2 Default Antenna Selection

Different from the transmit antenna selection operated for each sta-
tion separately, all the associated stations should be considered for
default antenna selection. Therefore, it is desirable to select a default
antenna combination which performs well universally. Additionally, it
is important to give more focus on the stations which show relatively
worse performance than others since the stations, which show stable
performance with high data rates, tend to be insensitive to antenna
combination change. Based on these two factors, we propose a de-
fault antenna selection algorithm, called MiDAS (Migratory Default
Antenna Selection), as presented in Algorithm 4.

Basically, MiDAS utilizes the result of transmit antenna selection

9By comparing Best2Probe and Best2Match, we can separate the gain from the
alternative usage of antenna combinations and the gain from the exploitation of
multiple retry chains, i.e., league match based algorithms.
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linesnumbered 4 MiDAS

1: Set Twindow > set time window
2: K < Twindow/Tinterval > # of time intervals
3: for 1+ 1...K do

4: Ni(e,m) < 0 > # of selections of antenna combination ¢ with

MCS m

5: end for

6: while transmission do

T timer < Tinterval

8: for j < timer...1 do

9: Update Nk (c,m) > tracking Ng (¢, m) during Tinterval
10: end for

11: Cdefault — argmax, Zfil ZZH:O N;(c,m)/R(m)

12: fori«+ 1..K —1do

13: Ni(e,m) < Nit1(c,m) > memorization for Tyindow
14: end for

15: end while

during the previous time window (Tyindow) to find the most frequently
selected antenna combination with all the associated stations. During
the i-th Tinterval, accordingly, MiDAS keeps track of the transmit an-
tenna combination and the MCS used by all the frame transmissions,
and then, counts how many times antenna combination ‘c’ is selected
with MCS ‘m’ (N;(c,m)). At the end of every Tinterval, an antenna
combination, which was used the most for stations with bad channel,
during the last Tyindow, i-€., argmax, S & 2;20 Ni(e,m)/R(m) is
selected, where K is the number of time intervals in a time window,
i.e., K = Tyindow/Tinterval. By dividing N;(c,m) by the corresponding
data rate (R(m)), we give more weight to the stations in bad channel

conditions to enhance their performance.
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It is worth mentioning that the default antenna combination se-
lected by MiDAS could operate well not only for multicast and beacon
transmission but also for reception since the throughput of DL and

UL are highly correlated as discussed in Section 2.3.

2.5 Performance Evaluation

To demonstrate the practicality of the proposed antenna selection al-
gorithms, we have implemented the algorithms in Samsung WEA303
AP. By conducting measurements with the AP and five smartphones

(Samsung Galaxy S3), we evaluate the performance of the transmit

antenna selection algorithms (Best1Probe, Best2Probe, and Best2Match),

and default antenna selection algorithm (MiDAS). The measurements
are carried out in the office environment shown in Fig. 2.4, where
the stations are placed at four different positions (positions 3-6 in

Fig. 2.4). The AP configuration is the same as in Section 2.3.

2.5.1 Performance of Proposed Transmit Antenna Se-

lection

To evaluate the performance of the proposed transmit antenna selec-
tion algorithms, we measure the DL UDP throughput for two cases,
single station case and multiple station case. In the single station
case, only one of the five stations is connected to the AP, where the

AP generates DL UDP packets for the station. In the multiple sta-
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Figure 2.6: Temporal throughput change with transmit antenna se-
lection: Single station case.
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tion case, on the other hand, all the five stations are connected to
the AP, and the AP generates DL UDP packets for the five stations
with equal source rates. In each case, we measure DL throughput
during 30 s repeating for 8 fixed antenna combinations, Best1Probe,
Best2Probe, and Best2Match. Therefore, one iteration consists of
the 11 measurements, and total 10 iterations are carried out for each
deployment.'? As explained in Section 2.3, we make a stationary mea-
surement environment, so channel states are relatively static. The pa-
rameters for algorithms are configured as Tintervai=100 ms, Dg,=0.15,
and Tyindow=") s.

Fig. 2.6 and Fig. 2.7 show the average throughput for each iter-
ation at the four different positions, and it can be interpreted as a
temporal throughput change depending on the antenna selection, i.e.,
fixed, Best1Probe, Best2Probe, or Best2Match. Each bar of 8 Fixed
corresponds the throughput of a fixed antenna combination.

In the single station case, there exists a fixed antenna combina-
tion which performs the best for each station, and Best2Match is
observed to track the best fixed antenna combination properly, while
Best1Probe and Best2Probe show performance degradation due to
probing even though they track the best antenna combination prop-
erly. In the multiple station case, the proposed algorithms are able to
achieve higher throughput than the best fixed antenna combination.

It is because the best fixed antenna is not the best for each individual

0There are five deployments for the single station case while there are only one
deployment for the multiple station case.
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station while proposed algorithms can track and use the best antenna
combination for each station.

In both cases, we observe the gain of Best2Match obtained by
eliminating the unnecessary probing. However, due to the static chan-
nel condition, we cannot observed the gain from alternative use of
two antenna combinations. Thus, we carry out another measurement
in a mobile environment. As shown in Fig. 2.4, the station labeled
‘M’ moves back and forth following the straight red line (about 2 m
long). The motion is controlled by a configurable robot car, HBE-
RoboCar [30], whose speed can be configured up to 0.5 m/s. To
focus on the moving station, no other station is connected to the AP,
while the AP transmits DL UDP packets for the station for 30 s.'!
We measure the downlink UDP throughput with 8 different fixed an-
tenna combinations, Best1Probe, Best2Probe, and Best2Match, for

10 iterations.

Fig. 2.8 shows the empirical cumulative distribution functions (ECDF)

of the measured throughput in the mobile environment with the speeds
of 0.3, 0.4, and 0.5 m/s. For all speeds, there is no performance
gain from Best1Probe compared with 8 Fixed. On the other hand,
Best2Probe and Best2Match achieve significant enhancement by alter-
natively using two antenna combinations, whereas the enhancement
becomes even larger for higher speed.

The measurement results of the transmit antenna selection algo-

"'We conduct the measurement with the moving station at edge region to make
the environment where the station experiences bad channel frequently.
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Table 2.4: Summary of transmit antenna throughput.

8 Fixed BestlP Best2P Best2M  Gain (%)

Static  Single 2405 2451 2425  26.44 9.95
(Mb/s) Multiple 412 542 536 551 33.77
Mobile 0-3m/s 2108 2081  23.07  24.15 14.55
(Mb/s) 0.4m/s 2015  20.62 2239  23.77 17.96

05m/s 1870 1894 2186  22.94 22.66

rithms in the static and mobile environments are summarized in Ta-
ble 2.4. The measured throughput of each iteration is averaged, and
8 fixed antenna combinations are averaged together. The gain of
Best2Match compared with the average of 8 fixed antenna combina-
tions is also listed in Table 2.4. In the static channel case, Best2Match
improves the throughput by about 10.0% and 33.8% compared with
the average of 8 fixed antenna combinations for the single station case
and for the multiple station case, respectively. In the mobile channel
case, Best2Match improves the throughput by about 14.6%, 18.0%,
and 22.7% compared with the average of 8 fixed antenna combina-
tions respectively for the speed of 0.3, 0.4, and 0.5 m/s. Due to the
limitation of HBE-RoboCar, measurement with the higher speed than
0.5 m/s is not carried out, but the larger enhancement is expected with
the typical walking speed over 0.5 m/s. Furthermore, Best2Match is
expected to give more performance gain when multiple mobile sta-

tions are associated with an AP, which is the typical environment of

> 1 3
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infrastructure-based WLAN with smartphones.

2.5.2 Performance of Proposed Default Antenna Selec-

tion

To evaluate the default antenna selection algorithm, MiDAS, we com-
pare the downlink multicast throughput of MiDAS with multicast
throughputs of 8 different fixed default antenna cases. The AP gener-
ates multicast packets for the five stations with source rate of 5 Mb/s,
and generates unicast packets for the five stations with 6 Mb/s source
rates. The AP uses Best2Match for the transmit antenna selection,
which collaborates with MiDAS. We measure the multicast through-
put of each station for 30 s, and 10 iterations are carried out in the
static channel without mobility.

Fig. 2.9 shows temporal throughput and frame error rate (FER)
changes of the worst station, which has the lowest throughput among
five stations for each iteration. The default antenna is desired to
guarantee the performance of all the associated stations including the
stations in bad condition. Therefore, the performance of the worst
station is an important factor. For the fixed antenna combination,
the throughput and FER vary significantly, and the worst station
might not be able to receive the multicast packets with certain de-
fault antenna combinations. However, MiDAS closely follows the best
antenna combination of the worst station, thus achieving the through-

put over 4 Mb/s and FER under 0.2.
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Table 2.5: Summary of default antenna performance.

8 Fixed-average MiDAS Gain (%)
THR (Mb/s) 3.49 4.30 23.29
FER 0.26 0.12 —53.58

The measurement results of MiDAS including the throughput and
FER of the worst station are summarized in Table 2.5. MiDAS im-
proves the throughput of the worst station by about 23.3% and re-
duces FER by about 53.6% compared with the average of 8 fixed

default antenna combinations.

2.6 Summary

We present an antenna selection system for infrastructure-based WLANSs,

which is applicable to commercial WLAN devices. Practical antenna
selection algorithms of AP for unicast/multicast transmission and re-
ception are proposed by considering practical issues. By alternatively
using two best antenna combinations and reducing unnecessary prob-
ing overhead, the proposed algorithms achieve significant performance
gain. The algorithms are evaluated via measurements with prototype
implementation in a commercial AP. To the best of our knowledge,
we are the first to present antenna selection algorithms without using
CSI. We plan to extend our algorithms to incorporate the support of

multi-user MIMO 1in the future.

i A L1



Chapter 3

Protective Clear Channel

Assessment

3.1 Introduction

Spatial reuse is one of the primary interests in wireless local area net-
works (WLANS) since it greatly improves the network capacity by
enabling concurrent transmissions in a shared medium. Especially,
promoting spatial reuse is of great importance for densely deployed
WLANS, where a number of access points (APs) and their client sta-
tions share the medium.

Medium sharing in WLANS is controlled by clear channel assess-
ment (CCA) which determines the availability of wireless medium
using carrier sense threshold (CST). Since the CCA highly affects the

network capacity, there have been many studies on controlling CST
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for efficient medium sharing. Analytic approaches proposed in [10, 11]
focus on addressing the hidden terminal problem, which results in a
conservative CST to eliminate all possible hidden transmitters in the
entire range. Such a conservative CST obstructs concurrent transmis-
sions even when they are possible, i.e., exposed terminal problem. On
the other hand, heuristic approaches based on the frame error rate
yield a less conservative CST by heuristically considering only some
possible hidden transmitters [12, 13].

However, the current CCA method has an inherent limitation in
that it utilizes only the received signal strength (RSS) of an incoming
frame to determine the availability of the medium. As a result, a
carrier sensing node cannot be aware of whether it can transmit along
with an ongoing transmission, i.e., a concurrent transmission, which is
possible when its transmission will not harm the ongoing transmission
from another cell.

In this chapter, we propose a novel CCA mechanism, which over-
comes the limitation of the current CCA by exploiting extra infor-
mation in the physical layer (PHY) header of incoming frames. The
performance of the proposed method is evaluated via ns-3 simulator,
and the results show that the proposed method yields up to 1.54x
throughput compared with the current CCA method by increasing
spatial reuse significantly.

The rest of the chapter is organized as follows. In Section 3.2, we

introduce the background and motivation of this work. Section 3.3
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Figure 3.1: CCA result depending on the possibility of capture effect.

describes the proposed CCA method. Simulation-based performance
evaluation is presented in Section 3.4, and Section 3.5 concludes the

chapter.

3.2 Background and Motivation

3.2.1 Ideal Operation of CCA

In WLANS, when there is an ongoing transmission, a carrier sensing
node senses the medium busy to prevent collision between the ongo-
ing transmission and a new transmission of the carrier sensing node.
However, one or both of the colliding frames can be successfully re-
ceived by virtue of so-called capture effect when the signal strength
of a frame is significantly stronger than that of the other. There-
fore, CCA should consider the possibility of capture effect to promote
spatial reuse.

Fig. 3.1 shows an example of an ideal CCA operation with the
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consideration of capture effect. Suppose that there is an ongoing
transmission from 77 to R; (frame Fij). As shown in Fig. 3.1(a),
the signal quality of the ongoing transmission, i.e., the RSS of Fi,
is not high enough to enable R; to decode F} with the interference
from 75. In this case, a new transmission from 75 will cause failure
of the ongoing transmission. Accordingly, T5 should determine the
medium is busy and defer its transmission. On the other hand, as
shown in Fig. 3.1(b), when the signal quality is sufficiently greater
than the interference due to the close distance between 177 and Ry, the
ongoing transmission will succeed even if T5 starts a new transmission.
Therefore, T5 should be able to initiate a new transmission by sensing
the medium idle.

The possibility of capture, i.e., the success possibility of ongoing
transmission, can be examined by signal-to-interference ratio (SIR)
as:

STiom 5 o

T mdata,ongoing) ) (3 1)
To— Ry

where St g, IT— g, and y(m) are the signal quality of a frame from
T at R, the interference caused by the frame from 7 at R, and the
required SIR to capture the corresponding frame whose date rate is
m, respectively. It is worth mentioning that v depends on both data
rate (m) and frame length.

In the example and (3.1), only the capture of ongoing transmis-

sion is considered. For a successful concurrent transmission, however,
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& 802.11a(20us) —> Preamble (PB)
(— 802.11n (36 us) —mm > [l Header (HD)
& 802.11ac (40 us) > [ Data

Figure 3.2: IEEE 802.11 physical layer frame format.

the feasibility of a new transmission should be also examined by the

following equation:
ST,-R
i > ’)’(mdata,new)~ (32)

Furthermore, all data transmissions are followed by ACK frames in
WLANSs. Accordingly, the feasibility of ACK transmissions should be

also examined in a similar way as:

SRy—T
Il——u > ’Y(mack,ongoing)y (33)
T2—>T1
SRy—T,
Iz——>2 > ’Y(mack,new)- (34)
T1—-T2

For an ideal CCA, therefore, T5 should determine that the medium
with an ongoing transmission is idle only when the concurrent trans-
mission is feasible, i.e., all the four equations, (3.1)—(3.4), are satisfied.

3.2.2 IEEE 802.11 Frame Format and CCA Method

Fig. 3.2 shows the PHY frame format of 802.11 frames [23, 24]. In

front of data, Legacy-preamble (PB) and Legacy-header (HD) are
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attached for 802.11a frames, multiple-input multiple-output (MIMO)-
HD and MIMO-PB are further attached for 802.11n frames, and all
the shown preambles and headers are utilized for 802.11ac frames.!

When a frame is released on the medium, all WLAN nodes who are
sensing the medium measure the RSS of the frame at the beginning
part of Legacy-PB, and the measured value is compared with CST. If
the RSS is greater than CST at a node, the medium is sensed busy
by the node.

There is a trade-off for controlling CST. Unnecessarily low CST
makes a node sense medium busy and defer its transmission although
concurrent transmission is possible, i.e., exposed terminal problem oc-
curs. Unnecessarily high CST, on the other hand, makes a node sense
medium idle and start its transmission, although the new transmis-
sion causes failure of the ongoing transmission, i.e., hidden terminal
problem occurs. Accordingly, high CST reduces the probability of the
exposed terminal problem but increases the probability of the hidden
terminal problem, and vice versa.

Previous approaches try to control CST to reduce exposed and hid-
den terminals, but there is an inherent limitation of the CST control.
Only the measured RSS of an incoming frame is used for medium sens-
ing, and no other information of the frame is utilized, thus resulting in
conservative CCA. For example, if T does not know the signal quality

of the ongoing transmission (S, g, ), 75 cannot predict whether the

IMIMO-HD and MIMO-PB are defined for MIMO operation, and MU-HD is
for multi-user MIMO operation.
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ongoing transmission will succeed or not (via (3.1)). Consequently,
T5 should determine the medium is busy and defer its transmission to
cover the two scenarios illustrated in Fig. 3.1, so spatial reuse cannot
be achieved as in Fig. 3.1(b).

Fortunately, we can obtain many types of information from the
PHY header. According to 802.11ac standard, which is gaining market
share worldwide, all the headers shown in Fig. 3.2 are attached to data.
With the three headers, up to 98 bits are available to deliver many
types of information such as data rate, frame length, destination ID,?

etc.

3.2.3 Physical Layer Header Utilization for CCA

Separated from the current CCA using CST, we propose an additory
CCA method which is close to the ideal operation of CCA by exploit-
ing the information bits in the PHY header. We assume source 1D,
destination ID, and signal quality® are conveyed in the PHY header to
examine the feasibility of concurrent transmission. Detailed algorithm
will be described in the following section. It has to be mentioned that
the signal quality in the PHY header should be the signal quality of
the reverse direction of the frame transmission, i.e., the pre-measured
signal quality of a frame from the corresponding destination at the

transmitter. It is because the transmitter cannot measure the signal

2Partial association ID (PAID) and partial BSSID (PBSSID) are utilized as the
destination ID respectively for downlink and uplink.

3To embed signal quality, we can exploit the seven reserved bits in PHY
header [24] or Spatial Reuse field newly defined in IEEE 802.11 TGax [31].
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quality of the frame transmitted by itself, but it can measure only that
of the frame it has received. In addition, a frame can be recognized
whether it is from own cell, i.e., own basic service set (BSS), or from
another cell, i.e., overlapping BSS (OBSS), based on the source and

destination IDs since one of them must be the corresponding AP’s ID.

3.3 Protective Clear Channel Assessment

In this section, we present the proposed CCA method, namely ProCCA

(Protective CCA) to achieve spatial reuse by enabling concurrent
transmission only when both ongoing and new transmissions can be
protected, i.e., both transmissions are likely to succeed.

ProCCA basically works as follows.

1. Detection of ongoing transmission: If there is a frame whose
RSS is larger than CST, the reception will be proceeded until
the frame’s MU-HD is read.

2. Examination for concurrent transmission feasibility: If the de-
tected ongoing transmission is from an OBSS node, (3.1)-(3.4)
is used to examine the success possibility of the ongoing and

new transmissions.

3. Drop/receive: If the ongoing and new transmissions are likely to
succeed, the incoming frame is dropped, and then the medium

is regarded to be idle. Otherwise, the entire frame is received.
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Table 3.1: An example of Ty’s Signal Quality Table.

BSS Source Dest Signal Quality RSS
T1 R1 —45 dBm (SR1—>T1) —65 dBm (IT1—>T2)

OBSS R T; | —40dBm (S7,»pr,) —70dBm (Igr,-7,)

T3 Rg —50 dBm (SR3—>T3) —80 dBm (IT3—>T2)

R2 me —40 dBm (ST2—>R2)

O me | —50 dBm (S7,-0,)

MYBSS

To check the success possibility of the ongoing and new transmis-
sions, signal quality of the transmissions, and the subsequent ACK
transmissions, e.g., STy Ry, STy— Ry, SR, —Ty, and Sgr,—1,, should be
known to the carrier sensing nodes, i.e., Tb. Therefore, we describe

how to obtain the signal quality first, and the detail of ProCCA later.

3.3.1 Signal Quality Table

By overhearing transmissions between any two nodes in an OBSS, a
carrier sensing node, 75, can obtain the signal quality between the
nodes and measure the RSS of the frames from them. For example, if
there is an ongoing transmission from 77 to R;, 15 can measure the
RSS of the frame (I7,7,) and obtain the signal quality of the reverse
direction, i.e., the signal quality of the transmission from R; to T}
(Sr,—1,), via the PHY header in the frame.

Using the information, the carrier sensing node maintains a table,
namely signal quality table, to keep track of signal quality of the OBSS
nodes as shown in Table 3.1. The measured RSS of OBSS frames are

also tracked to estimate the expected interference to the corresponding
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node, e.g., I,y R, , as explained in the following subsection.

To examine the success possibility of a new transmission, the car-
rier sensing node also keeps track of the signal quality of its previous
transmissions by receiving frames from the corresponding receiver (See
Table 3.1). Specifically, it stores Sp,—g, from the PHY header in a

frame from Rs.

3.3.2 Feasibility Check of Spatial Reuse

Firstly, the success possibility of ongoing transmission is examined by
(3.1) and (3.3). The SIR requirements, Ydata,ongoing 804 Yack,ongoing
depend on the data rate and length of the ongoing frame, which are
delivered in the PHY header. The signal quality, S7, g, and Sg, 1, ,
and the RSSs, Ir, 7, and I, 7, are listed in the signal quality table
as in Table 3.1. Therefore, SIRs of (3.1) and (3.3) can be calculated
by using the listed RSSs to estimate interference. For example, if
St R, 18 —40 dBm and I, g, (= Ir,—7,) is —70 dBm, SIR of (3.1)
is calculated to be 30 dB. For the ease of explanation, we assume a
symmetric link for interference, i.e., I4_,p is assumed equal to Ip_, 4.
A solution for the practical link asymmetry will be discussed in the
following subsection.

If the ongoing transmission is likely to succeed, the success pos-
sibility of new transmission is subsequently examined by (3.2) and
(3.4). The SIR requirements, Ydatanew and Yack new are known to Th

due to the data rate and length of the new frame are decided by T5.
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linesnumbered 5 Interference Estimation

1: Iripo < STy~ Ra [Yaatamew > Initialization to satisfy (3.2)
2: while ARSS7 712 <1dB do > To check channel variation
3 if 3 consecutive concurrent transmission attempts fail then
4: le—)RZ +— 3 X jT1_>RQ > (32) will not be satisfied
5 end if

6: end while

7: Go to line 1 > Re-initialization to consider the channel variation

The signal quality at Ry is also listed in Table 3.1, e.g., Sp,R, is
—40 dBm. All the other values in (3.2) and (3.4) are measured by T
except the interference at the receiver side, e.g., I, _,r,. The inter-
ference at the receiver is not available at T, and hence, we estimate
it using a heuristic algorithm shown in Algorithm 5.

Algorithm 5 operates as a trial and error approach. The interfer-
ence, I7, R,, is initially set to a value barely satisfying (3.2) so that
T5 can concurrently transmit with the interference from 77. If three
consecutive concurrent transmission attempts fail, then the estimated
interference is increased not to satisfy (3.2), i.e., no more concurrent
transmissions. This procedure is restarted when channel varies signif-
icantly, i.e., the variation of RSSti_,72 exceeds a certain threshold,

e.g., 1 dB.

3.3.3 Consideration of Link Asymmetry

Basically, wireless channel is reciprocal, but the RSS is not in general
due to the difference of RF parameters between wireless nodes. Ac-

cordingly, interference between any two nodes could be different from
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each other, e.g., It,_yr, # Ir,—7,, Which causes inaccurate result
from (3.1) and (3.3).
By considering the RF differences, the interference (I7,_,g,) can

be expressed accurately as follows:

P G
Iy sr, = IR, 51, - PT? : GI:’ (3.5)
1 2

where P, is the transmit power of A, and G 4 is receive combining
gain of A with multiple antennas.* Gg, is assumed to be 1, because
R; already tuned to the frame from 77, thus yielding marginal gain
for the interference from T5.

SIR at the receiver of the ongoing transmission, therefore, can be
expressed as

ST1%R1 _ (STlﬁRl 'PR1) 'GTga (3.6)

ITQ*}RI (IRlﬁTz : PTQ)

where Pr, and G, are known to 7. Therefore, T can accurately
calculate SIR at R; if R; announces the numerator in (3.6), i.e.,
St,-R, - Pr,, instead of announcing signal quality, i.e., S, R,, via

the PHY header.?

4Receive combining gain is a diversity gain from MIMO techniques, which varies
depending on the number of antennas and receive combining scheme.

SWe only describe the case of data transmissions of ongoing link since there is
no difference with the ACK transmission case.
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Figure 3.3: Simulation topology for two overlapping cells.

3.4 Performance Evaluation

The performance of the proposed schemes is evaluated via ns-3 simu-
lation [32]. To check whether ProCCA operates as the ideal CCA, we
conduct simulation with a simple topology as illustrated in Fig. 4.5.
There are two APs 30 m apart from each other (such that the RSS
of a frame from an AP at another AP is —64 dBm) and two STAs
located d; and do away from their associated APs, respectively.

Positive distance refers that the STA is on the side of OBSS,
and negative distance means the opposite side of OBSS. For every
combination of (di,ds), di,ds € {—15,—14,---,13,14} (m), saturated
downlink UDP traffic is generated for both APs and throughput is
measured for 1 second. Jakes’ fading model is used and other simula-
tion parameters follow those in TGax simulation scenarios [33].

Fig. 3.4, 3.5, and 3.6 shows the throughput for every (di,ds2)
pair by color at the coordinate; color closer to red represents higher
throughput and that closer to blue represents lower throughput. The
left diagram shows the aggregate throughput of the two BSSs, and the
right diagram shows the minimum throughput among the two BSSs.

In Fig. 3.4, when CST is fixed to —82 dBm, throughput of the
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Figure 3.4: Performance of Legacy (—82 dBm).
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legacy CCA, i.e., the current CCA mechanism, does not depend on
the locations of STAs. For every (dy,ds2), the aggregate throughput is
about 32 Mb/s and minimum throughput is about 16 Mb/s. Since the
RSS is greater than the CST (—64 > —82), the APs fairly share the
channel and no spatial reuse is achieved. On the other hand, if CST
is fixed to —62 dBm, APs with the legacy CCA do not sense each
other (—64 < —62), thus transmitting their frames simultaneously.
Consequently, the throughput becomes nearly doubled when STAs are
close to the associated AP, i.e., concurrent transmission is possible,
while throughput drops rapidly due to collision as either STA gets far
from the AP as shown in Fig. 3.5.

Meanwhile, as shown in Fig. 3.6, ProCCA works properly as the
ideal CCA operation. By ProCCA, concurrent transmission is carried
out just as the legacy CCA with —62 dBm CST when it is feasible,
otherwise medium is fairly shared as the legacy CCA with —82 dBm
CST.

For the evaluation with a general topology, we conduct simulation
with two-tier hexagonal cell topology with 19 APs. The adjacent APs
are 30 m apart, and a single station is randomly located in each cell.
Saturated downlink UDP traffic is generated, and we conduct 100
simulations each with different deployments of stations. Aggregate
throughput over 19 cells and bottom 10% throughput are measured.
Bottom 10% throughput corresponds to the average throughput of

the cells whose throughput is in the bottom 10th percentile among
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Figure 3.7: Performance with two-tier hexagonal cell topology.
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the 1900 cells (19 cells and 100 deployments).

As shown in Fig. 3.7, when CST is increased from —82 dBm to —52
dBm, aggregate throughput increases, while bottom 10% throughput
decreases. It is because aggressive transmissions with high CST en-
hance throughput of the cells in good channel state but the cells in
bad channel state starves due to many collisions.

ProCCA outperforms the legacy CCA in terms of both aggregated
and bottom 10% throughput except when the CST is fixed to —52
dBm, which is a worthless point due to the extreme unfairness, i.e.,
zero bottom 10% throughput. The aggregate throughput gain over
the legacy CCA is 48.6/54.0/24.1% with —82/72/62 dBm CST.

It should be noted that, designed as an additional operation on
top of the legacy CCA not to disrupt ongoing transmission, ProCCA
is backward comparable with legacy devices, i.e., no concurrent trans-
mission with them, thus not sacrificing them, and does not change the
basic operation of the current CCA, i.e., CCA at the beginning of a

frame reception.

3.5 Summary

In this chapter, we have proposed a novel CCA mechanism utilizing
additional information in the PHY header to examine the feasibil-
ity of concurrent transmission. Simulation results demonstrate the

proposed scheme significantly enhances network throughput by pro-
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moting spatial reuse.
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Chapter 4

Dynamic Transmit Power

and Data Rate Control

4.1 Introduction

Asintroduced in the previous chapter, the network capacity of WLANs
can be greatly improved by spatial reuse, and a novel CCA mecha-
nism, ProCCA, is proposed for better spatial reuse.

Along with CCA, transmit power and data rate highly affect spa-
tial reuse. By decreasing transmit power of a cell, the interferences
from the cell to other cells are reduced, thus results in SINR increase in
the other cells. By assuming ideal CCA as introduced in the previous
chapter, i.e., medium is determined idle if concurrent transmission is
possible with the ongoing transmission, the SINR, increase will result

in the higher probability of concurrent transmission. However, the
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transmit power decrease can induce frame error of the correspond-
ing cell. Therefore, there is a trade-off between reliability and spatial
reuse with transmit power control.

Meanwhile, the probability of concurrent transmission can be also
increased by lowering data rate because SINR requirement for a suc-
cessful transmission decreases as data rate decreases, but the low-
ered data rate directly affects on the transmission time. Transmission
time increases as data rate decreases, which can result in throughput
degradation. Thus, there is another trade-off between spatial reuse
and transmission time with data rate control.

Accordingly, there have been many researches on transmit power
control to promote spatial reuse, but existing power controls operate
in a conservative manner. Concurrent transmission is meaningful only
when the simultaneously transmitted frames are successfully received
via capture effect, and it depends on the transmitters and receivers of
the concurrent transmission. Previously, WLAN nodes cannot know
the transmitter and receiver of ongoing transmission before receiving
and decoding the packet, i.e., the nodes do not know exactly which
node will transmit simultaneously with them. Therefore, a WLAN
node should consider all the possible transmitters in a topology or
in an analytical region to select its transmit power which result in a
conservative operation.

To solve this problem, we propose a dynamic transmit power and

rate control algorithm which exploits PHY header to recognize the
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transmitter and receiver of ongoing transmission and obtain the sig-
nal quality among them as introduced in the previous chapter. Our
proposed algorithm dynamically adapts the transmit power and data
rate depending on the ongoing transmission if any ongoing transmis-
sion is detected before its transmission. The performance of the pro-
posed algorithm is evaluated via ns-3 simulator, and the results show
that the proposed algorithm enhances network performance compared
with ProCCA by promoting more concurrent transmissions.

The rest of this paper is organized as follows. In Section 4.2, we
introduce the existing transmit power and data rate control algorithms
for spatial reuse. Section 4.3 describes our proposed transmit power
and data rate control algorithm, and simulation-based performance
evaluation is presented in Section 4.4. Finally, Section 4.5 summarizes

the chapter.

4.2 Transmit Power and Rate Control for

Spatial Reuse

By enabling concurrent transmission when the colliding frames can
be captured, the achievable throughput of WLANS is significantly en-
hanced as described in Chapter 3. Therefore, we propose a new CCA
mechanism (ProCCA) which determines the feasibility of concurrent
transmission, i.e., the possibility of the successful capturing, and the

status of the medium based on the feasibility.
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Meanwhile, the feasibility of concurrent transmission changes ac-
cording to the transmit powers and data rates of the contending nodes.
Accordingly, there have been many researches on transmit power con-
trol for spatial reuse, and they can be classified in two categories,
namely RTS-CST based and feedback based as described in the fol-

lowing subsections.

4.2.1 RTS-CTS Based

Several papers try to reduce transmit power of data transmissions
while avoiding the collision from hidden nodes by differentiating the
power of RTS-CTS and data-ACK transmissions. In [14], RTS-CTS
packets are transmitted with the maximum power, and the transmit
powers of data-ACK packets are reduced accordingly to avoid hidden
collisions. The authors in [15] extend the work in [14], and they
also control the transmit power of RT'S/CST packets considering the
transmission range and interfering range to avoid hidden collisions but

1" However, these approaches are conservative

enhance spatial reuse.
to enabling concurrent transmissions due to RTS-CTS packets are
exchanged with high power considering all the possible interfering

nodes in the interfering range, which are not always exist.

nterference range of a node is a mathematically defined range where the nodes
in the rage can cause the failure of the node’s transmission.
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Figure 4.1: Overall structure of DynamicReuse.

4.2.2 Feedback Based

To exploit spatial reuse by enabling concurrent transmissions without
the loss from hidden terminals, the feedback based approach tries to
find received signal strengths (or allowable interference levels) among
the nodes operating in the same medium [16, 17, 18]. The received
signal strength (or allowable interference level) of a receiver node is fed
back to the corresponding transmitter node, e.g., via an out-of-band
channel in [16], a separate control channel in [17], or RTS/CTS ex-
change at access window in [18], and a transmitter decides it’s proper
transmit power. When the transmitter decides the transmit power, it
considers all the possible future interferers in the medium because all
the interferers can corrupt the transmission, and the transmitter does

not know who will corrupt the transmission in presence.
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4.2.3 Limitations of existing approach

As described in the previous subsections, existing approaches of trans-
mit power control operate in conservative manners, RTS/CST based
approach considers all possible interferers in the interfering range and
feedback based approach considers all possible interferers in the same
medium. It is mainly due to the transmitters do not know when an
interferer transmits and corrupts the transmission.

Existing data rate control focus on finding an appropriate data
rate based on the channel condition (without interference), and there
are a limited number of researches on data rate control for spatial
reuse [19, 20]. In [20], the authors lower the data rate to fully ex-
ploit the medium even if there are throughput degradation with the
lowered rate. The authors in [19] also lower the data rate to tolerate
interference even though throughput is possible to decrease. The main
limitation of existing data rate control is the throughput degradation
with the lowered data rate to exploit spatial reuse.

To solve the limitation of existing transmit power control algo-
rithms, i.e., the conservative operation, we propose our algorithm ex-
ploits PHY header information as in Chapter 3, so that a node adapts
the transmit power depending on the transmitter and receiver of the
ongoing transmission, which are the exact interferers when the node
transmit it’s packet simultaneously.

For the better spatial reuse, furthermore, the node should lower

it’s data rate so that the corresponding receiver is supposed to cap-
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ture and successfully receive the packet from the node considering
the interference from the ongoing transmission. However, the lowered
rate is possible to decrease throughput with the increased transmis-
sion time. In our proposed algorithm, the node adapts the length
of the packet, if the data rate is lowered, in order to eliminate the
throughput loss with the lowered data rate. Detailed operation of our

proposed algorithm will be described in the next section.

4.3 Dynamic Transmit Power and Rate Con-

trol

In this section, we describe the proposed transmit power and rate
control algorithm, namely DynamicReuse, which dynamically adapts
transmit power and data rate depending on the ongoing transmis-
sion by utilizing the information delivered in PHY header. As shown
in Fig.4.1, DyanamicReuse consists of three main parts, Information
Gathering, Normal TPC & RA, and Dynamic TPC & RA.
Basically, if a node detects ongoing transmission before it’s trans-
mission, the transmit power and data rate are controlled depending
on the ongoing transmission via Dynamic TPC & RA. If there is no
detected ongoing transmission, on the other hand, the node uses the
transmit power and data rate which are determined by normal TPC
& RA. Both of Dynamic and Normal cases utilize the gathered in-

formation which is delivered in PHY header of previously detected
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Table 4.1: An example of Ty’s Signal Quality Table.

BSS Source Dest | Signal Quality (dBm) RSS (dBm)
Ty Ry —45 (Sp,»1 - Pr,)  —65 (In—1,)
Ry Ty —40 (S7,»R, - Pry) =70 (Ip,—1)
OBSS T o —45 (SOl—>T1 . PTl) —65 (IT1—>T2)
Oy T —40 (ST1H01 : POI) =170 (IO1HT2)
13 Ry | =50 (Spsmy - Pry)  —80 (Iny—1)
R2 me —40 (ST —Ro PR )
MYBSS 2z 2
02 me —-50 (STQHOQ -POQ)
transmissions.

4.3.1 Information Gathering

As described in Chapter 3, a node can obtain the information such
as source ID, destination ID, and signal quality between the source
and destination, via PHY header of previously detected transmissions
so that the node can examine the feasibility of concurrent transmis-
sion. For DynamicReuse, each node also gathers the information and
maintains it’s signal quality table via Information Gathering part.

Table. 4.1 shows another example of Tb’s signal quality table.
Specifically, there are two OBSSs, one consists of 77, Ry, and Oy,
and the other consists of T3 and Rg, while T has two different desti-
nations, i.e., Ry and Os.

Assume that T5 detects the ongoing transmission from 77 to Rj.
To fully exploit spatial reuse, the transmit power and data rate of T3
are adapted depending on the source (77) and destination (R;) nodes

of the ongoing transmission and it’s destination (Rg) considering the
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feasibility condition of concurrent transmission as followings:

ST R, STk - Pr

L L — L L L> ’Y(mdata,ongomg): (41)
I, R, Ir,>m, - Pr,
SR1—>T1 _ SR1—>T1 i PTl > ,y(
IT2—>T1 IT1—>T2 ’ PT2 B

mack,ongoing)a (42)

STQ*)RQ o STQHRQ . PRQ >
Itispre IR, - Pry, —

’Y(mdam,new), (4-3)
T > ) (44)
To accurately estimate the strengths of interference to the ongoing
transmission, i.e., I,y and I7,,g,, by using the measured RSSs of
the packets from the transmitter and receiver of the ongoing transmis-
sion, i.e., I 7, and IR, ,7,, even if the links are asymmetric, PHY
header delivers the product of signal quality and the transmit power
of the transmitter, i.e., STy, - Pr, and Sg,—7, - Pry, as described
in the previous chapter. Then, all the values including the products
of each signal quality and power (S - P), interferences (I), and data
rates (m), are gathered via PHY header or measured by T itself and
listed in 75’s signal quality table except the interference experienced
by 15’s destination, i.e., ITyR,.

To know the accurate strength of interference at the destination,

i.e., IT _,R,, we propose a feedback mechanism as illustrated in Fig. 4.2.

Basically, the receiver which successfully receives the packet destined

to it after second capture?, feeds back the measured interference from

2When a captured packet is received first at the corresponding receiver, it is
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T, | PHY | Data |

R | PHY I ACK I

T, | PHY | Data |  Feed Back

Ra Second Capture | PHY I ACK |

Figure 4.2: RSS of previous packet feedback after second capture.

the corresponding ongoing transmission which is overheard before the
capturing.

As shown in the figure, T} firstly occupies the medium, so all the
other nodes, i.e., Ry, 15, and Rs, start to receive the packet from T7.
After decoding PHY header, T5 determines that the concurrent trans-
mission is feasible, so it transmits it’s packet after back-off. Then, Ry
starts to receive the packet from 75 by second capture. Before the
capturing, Ry already measured the RSS of the packet from T7i, so
that Ry can feedback I, g, to Tb via ACK packet.

In the following two subsections, the way how to control the trans-
mit power and data rate using the inequalities to examine the feasi-
bility of concurrent transmission will be described. For the ease of
explanation, we focus on 75’s transmit power and rate control, i.e.,

control of Pr, and mgqtq new, Which can be applied to any nodes.

first capture, while the captured packet is received after the colliding packet, it is
second capture [34].
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4.3.2 Dynamic TPC & RA

By reducing transmit power, i.e., Pp,, the strength of interference
to the ongoing transmission, i.e., I, and I7,,g,, decreases so
that the ongoing transmission can succeed while the reliability of T5’s
transmission is also decrease. Therefore, T5 calculates the transmit
power, Preguced, barely satisfying the equations (4.1) and (4.2) as fol-

lows:

ST1—)R1 . PRl

Preduced,data = 7 — M, (45)
R1—T5 * ’Y(mdata,ongoz’ng)
SRl —Ty PT1
Preduced,ack = - M, (46)
Ity 1, - ’Y(mack,ongomg)
Preduced = min(Preduced,datav Preduced,ack)v (47)

where M denotes a configurable margin to surely hold the inequalities.

Meanwhile, the signal quality, i.e., S7,—,Rr,, also decreases along
with Preduced, thus might result in the failure of T5’s transmission.
By lowering the data rate, 75 can enhance the reliability, i.e., the
capture threshold () is reduced along with the lowered rate. There-
fore, Ty finds the data rate, M equced, Which is supposed to hold the

inequality (4.3) with the reduced power as follows:

ST2—>R2 . Preduced

> . 4.8
IT1—>R2 PT2 = V(mreduced) ( )
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However, the lowered data rate increases the transmission time of
T5’s packet, so it is possible to even degrade the throughput of 75 by
concurrent transmissions with the lowered rate.

To get a better understanding, we analyze the distributed coordi-
nation function (DCF) throughput which will be presented in 4.3.4.
Based on the throughput analysis, the packet size of 75 should be
adapted when the data rate is lowered so that the concurrently trans-

mitted packets end at the same time.

4.3.3 Normal TPC & RA

In the previous subsection, the transmit power and rate control for
concurrent transmission with the detected ongoing transmission is de-
scribed. By reducing the transmit power for normal transmission,
i.e., when no ongoing transmission is detected, spatial reuse can be
more exploited. For example, if 77 transmits the packet with reduced
power, the interference to T5 and R is decreased, which results in the
higher probability for concurrent transmission with 75. Therefore, we
introduce how to control the transmit power for normal transmission
while the data rate for normal transmission is controlled appropriately
with existing approaches, e.g., ARF, Mistrel, etc, considering channel
variations.

To support the maximum data rate even though there is a back-

3

off collision,® in DynamicReuse, each node finds the transmit power

3Back-off collision denotes the concurrent transmission of the transmitters who
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which is supposed to support the maximum data rate (mq.) con-
sidering all the possible interference from observed OBSS nodes. Ac-
cordingly, for each OBSS transmitter (Tppss), the minimum transmit
power (Prequired(Tobss)), which is required to support the maximum

data rate, is calculated as follows:

It,,. . R
Prequired(Tobss) = V(mmax) . Pprevious : %ﬂa (49)

To—Ro
where Pprevious 1s the lastly used transmit power for the packet to Ra,
which is corresponds to the Sp,_,r,. Then, the minimum required

power considering all the interferers (Prequired) is calculated as:

Prequired = maxTobssG{Sobss}Prequired(Tobss) (410)

where Sypss denotes the set of OBSS transmitters, e.g., Sppss = {71, R1,01, T3}

for T as listed in Table. 4.1.

4.3.4 DCF Throughput Analysis

In this subsection, we analyze per-node DCF throughput of two cases,
medium shared case and spatial reuse case, to verify the trade-off
between spatial reuse and transmission time depending on data rate,
e.g., concurrent transmission becomes possible with lowered data rate,
but transmission time increases with the lowered data rate.

Medium shared case: When two nodes, namely node A and B,

pick the same back-off counter values

) 3 11 =1L —
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Table 4.2: An example of back-off counter change.

Round | 1 2 3 4 5
X 10 7 2 10 3
Y 3 5 12 10 9

are contending to transmit their packets, the probability to win the
contention is varies depending on their back-off counter values. Let
us denote X and Y are back-off counter values at the beginning of
an idle slot after any node’s transmission denoted by round. Then,
X and Y depend on the previous round. The winner, which has the
smaller back-off counter value, of the previous round renews its back-
off counter by random pick in the range of [0,J/// — 1], while the loser’s
back-off counter value is equal to the difference between their previous
back-off counter values. When the back-off counter values of them are
the same, both of the back-off counter values are renewed together.
Table 4.2 illustrates an example of back-off counter sequences for each
round.

Expected time for a round, E[Time for a round] can be obtained
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as follows:

E[Time for a round] =
P(X < Y)T4 + P(X < Y)E[X|X < Y]o
+P(X > Y)Ts + P(X > Y)E[Y|X > Y]o
(4.11)
+P(X =Y)max(Ta,Tp) + P(X = YV)E[Y|X = Yo
= P(X < Y)(Ta +Ts) + P(X = Y)max(Ta, Ts)

+E[min(X,Y)]o,

where o is a slot time, and 7T is the transmission time for a packet
of node 4, which is equal to T; = Tprrs + Toara + Tsirs + Tack.-
Tprrs and Tgrpg are the DIFS and SIFS deferrals, and Tpara and
Tsck denote the transmission time for the data packet and the corre-
sponding ACK packet including PHY and MAC headers [35]. Tpara
varies according to the payload size in bits (L) and the data rate (m)

of the data packet, which can be calculated as:

L+ Ly

Tpara =Tpay + {
m- Tsymbol

—‘ : Tsymbol; (412)

where Tympor denotes the OFDM symbol interval, and Tppy is the
duration for PHY including PLCP preamble and PLCP header (ex-
cept SERVICE field) [23]. Lyqq4 is the additional bits including MAC
header, the SERVICE field, FCS, and Tail bits [35]. The description
and value of each parameter are listed in Table. 4.3.

There is an important fact that the average back-off counter value
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Table 4.3: Summary of IEEE 802.11 parameters.

Parameter \ Value \ Description
o 9 us slot time
Tsirs 16 us SIFS time
TDIFS 34 us DIF'S time
Tray 40 us duration of PHY (preamble and header)
Laga 342 bits | additional bits (MAC and PHY headers)

per transmission of each node is equal to the average of randomly

chosen back-off counter values, i.e., E[B] = @ By utilizing it,
we can simply calculate the average length of idle time, i.e., average

duration for back-off before a transmission, as follows:

E[min(X,Y)] = E[B]P(X <Y) = Wz_ pix<y)  (@13)

There is another important fact that the probability that back-off

counters are the same is % Therefore, we can easily obtain P(X <Y)

as:
PX<Y)=PX=Y)+P(X<Y)
—1+1(1 1)_W+1 (4.14)
W2 W’ 2w
Next, we easily obtain the per-node throughput, i.e., S4 and Sp,
as follows:

P(X <Y)L

S = E[Time for a round]’

(4.15)
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P(X>Y)L

55 = E[Time for a round]

(4.16)

If the transmission times of node A and node B are the same due
to the same data rate, i.e., T4 = T, per-node throughput is simplified

as follows,

PX <YL _ _ g (4.17)

S”:m+Emmuﬂwa_

When the medium is shared by the two nodes without spatial reuse,
one of the nodes transmits its packet with the probability P(X <Y)
as shown in (4.17).

Spatial reuse case: In spatial reuse case, the loser node, which
has the larger back-off counter value, also transmits it’s packet along
with the winner after deferring it’s residual back-off counter value,
which is same as the DCF throughput when there is only a single

node in the medium as follows:

P(X<Y)L+P(X>Y)L

S pr—
A E[mm(X, Y)] + E[Bresidual]o- + TA
L
N 4.1
E[Blo+Ta’ 19
L
55 = BlBlo + Tp’

where Bjesiqual 18 the residual back-off counter value of the loser
(E[Bresidual] = E[B] - E[’I’)”LZTL(X, Y)])

Spatial reuse with a lowered rate: Now, we are ready to com-
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Figure 4.3: DCF throughput with lowered data rate.

pare the DCF throughput with/without spatial reuse via rate lower-
ing. Assume the two nodes, A and B, can utilize the maximum data
rate Mg, if there is no interference, but the transmissions will fail if
they transmit simultaneously. Further assume that concurrent trans-
mission is possible if node A lowers it’s data rate to myequceq (and it’s
transmit power) as described in 4.3.2.

Fig. 4.3 shows the DCF throughput of node A, when Mgz is
MCS 7 and Myeguceq ranges from MCS 7 to MCS 0. Blue line shows
the throughput of medium shared case without rate lowering while
Green line shows the throughput of spatial reuse case with the low-
ered rate. There is a crossing point of two lines due to the trade-off
between spatial reuse and transmission time depending on data rate.
Specifically, it is from the difference between (4.17) and (4.18). Node

A can transmit more bits of P(X > Y)L by spatial reuse but the
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transmission time, T4 increases with the lowered rate.

Spatial reuse with length adaptation: If we adapt packet
length of the loser node, we can obtain the spatial reuse gain without
the throughput loss due to the increased transmission time. Specifi-
cally, the node who is the winner of the round, i.e, the node who has
the smaller back-off counter value, transmits it’s packet, while the
other node transmit it’s packet with reduced packet length where the
length is adapted so that the transmission ends before the end of the
winner node’s transmission. Then, the throughput of node A can be
obtained as follows:

P(X <Y)L+ P(X > Y)E[G]
mzn(X, Y)] + E[Bresidual]o + T ’

Sa= 7 (4.19)

where E[G] represents the average payload size (in bits) of the packet

whose length is adapted which can be obtained using an inequality as

follows:
FE|B;esi
TA(mmm) — M > TA(mreduced) (4 20)
E|G] + L '
=Tpuy + ’VHGdd-‘ : Tsymbola
Mreduced-Tsymbol

where T'4(m) represents the transmission time of node A with the
corresponding data rate, m.

It should be noted that T4 in (4.19) is the transmission time with
Mmazs 1-€., TA(Mpmaz), while T4 in (4.18) is the increased transmis-

sion time with myeguced, 1-€-;, TA(Mreduced), Which shows there is no

) 3 11 =1L —
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Figure 4.4: Multicell example of DynamicReuse.

increase of transmission time for spatial reuse with the packet length
adaptation.

The red line in Fig. 4.3 show the throughput of spatial reuse when
the packet length is adapted, and it is verified that the throughput is

always enhanced by spatial reuse compared with medium shared case.

4.3.5 Multi-cell Consideration

DynamicRuese operates based on the SIR values and corresponding
capture thresholds between the ongoing transmission and the new
transmission of a CCA node, e.g., T5. If more than two nodes transmit
their packets concurrently via DynamicReuse, the transmissions could
fail due to the superposed interference from the other OBSSs.

Fig. 4.4 illustrates an example of DynamicReuse with three OB-
SSs. T3 firstly transmits it’s packet to R, and T5 and 73 decode the
PHY header of the packet and determine they can transmit concur-
rently with the transmission of Tj. After back-off, T5 transmits it’s

packet to Ry, and T3 decodes the PHY header of T5’s packet and de-
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Figure 4.5: Simulation topology for two overlapping cells.

termines that the concurrent transmission with 75 is feasible. Lastly,
T3 transmits it’s packet to R3. When T5 and 73 examine the fea-
sibility of concurrent transmission, the interference should consider
the other possible concurrent transmissions due to the interference is
superposed, e.g., T interfered by 75 and T35 together.

To consider the superposed interference, DynamicReuse controls
the capture threshold depending on the observed number of contend-
ing OBSSs. For example, the observed number of contending OBSSs
of T are two, one with 77, Ry, and O, and the other with T3 and
Rs3 as shown in Table. 4.1. It is supposed to be only a single trans-
mission in an OBSS, T5 would interfere with two OBSS at maximum.
Accordingly, the capture thresholds are doubled for T5. If the number
of observed OBSSs is four, the capture thresholds will be threefold,

and so on.

4.4 Performance Evaluation

The performance of the proposed scheme is evaluated via ns-3 sim-
ulation [32]. To compare DynamicReuse with ProCCA and legacy

CCA, we conduct simulation with the two cell topology as illustrated
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Figure 4.6: Residential building topology for high density environ-
ment.

Table 4.4: Simulation parameters for residential building topology.

Data rates MCS 0-7
Guard interval Short (0.4 ps)
Tx power 20 dBm

Frame aggregation No / A-MPDU*

Rate control algorithm Minstrel

in Fig. 4.5, where the simulation parameters are the same as described
in the previous chapter, and the result is illustrated in Fig. 4.9.

As shown in Fig. 4.7, Fig. 4.8, and Fig. 4.9, ProCCA enhances the
throughput (compared with legacy CCA) by accurately determining
the feasible region of concurrent transmission with the detected on-
going transmission, while DynamicReuse increases the feasible region
of concurrent transmission (compared with ProCCA) by dynamically
adapting the transmit power and data rate depending on the ongoing
transmission. Accordingly, DynamicReuse outperforms ProCCA and
legacy CCA in terms of both aggregated and minimum throughput.

To evaluate DynamicReuse in high density WLAN environment,

4The maximum available length and maximum available time for A-MPDU are
1,048,575 bytes and 5.484 us, respectively.
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Figure 4.7: Performance of Legacy (—82 dBm).
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Figure 4.8: Performance of ProCCA.
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Figure 4.9: Performance of DynamicReuse.
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Table 4.5: Throughput result with the residential building topology.

Aggregate throughput | Gain over legacy
Legacy 135.1 Mb/s
No Aggregation ProCCA 153.6 Mb/s 13.6%
DynamicReuse 182.3 Mb/s 34.8%
Legacy 408.7 Mb/s
A-MPDU ProCCA 442.3 Mb/s 8.2%
DynamicReuse 504.0 Mb/s 23.3%

we conduct simulation with residential apartment topology which is
proposed by TGax standard group [33]. As shown in Fig. 4.6, there is
a five floor apartment building, and there are 20 apartments on each
floor. In each apartment, there are a single AP and a single client
station which are randomly located, and an AP operates on a ran-
domly selected channel among three independent WLAN channels.®
Saturated downlink UDP traffic is generated, and we conduct 100
simulations each with different deployment of WLAN nodes incuding
APs and client stations and WLAN channel.

To considering the signal penetration loss due to floors and walls,
we adapt a path-loss model, which is also proposed by TGax standard
group [33]. Simulation parameters are summarized in Table. 4.4.

Downlink throughput of the apartments are measured and Fig. 4.10
shows the empirical CDF of the throughput result of each apartment,
where the upper graph shows the result of no frame aggregation case,
and the lower graph shows the result of A-MPDU case. By utilizing

frame aggregation, the throughput of each scheme increases while Dy-

5In average sense, there are 33 APs which operate on the same channel. Ac-
cordingly, we choose 33 apartments randomly and evaluate the performance of the
33 chosen apartments for each iteration.
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Figure 4.10: Empirical CDF of throughput with the residential build-
ing topology.
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namicReuse outperforms others without starvation of any cell, i.e., no
crossing point between ECDF curves.

The average aggregated throughput of all the apartments and the
throughput gain over legacy CCA are listed in Table. 4.5. ProCCA

enhances the throughput by enabling concurrent transmissions if it is

feasible compared with legacy CCA, about 13.6%/8.2% for no aggregation/A-

MPDU, while DynamicReuse further enhances the throughput, about

34.8%/23.3% for no aggregation/A-MPDU, via dynamic transmit power

and data rate control, which increases the feasibility of concurrent
transmissions.

It should be noted that the gain over legacy CCA decreases when
A-MPDU is enabled, and it is mainly due to the RTS-CTS exchange
and the corresponding network allocation vector (NAV) setting. After
receiving RT'S or CTS packet, the WLAN nodes should wait until the
following data and ACK packet transmissions end, which results in a

limited spatial reuse.

4.5 Summary

In this chapter, we have proposed a novel transmit power and data
rate control method which dynamically control the transmit power
and data rate depending on the ongoing transmission. The proposed
method also adapts packet length appropriately to tackle the trade-off

between spatial reuse and transmission time of data rate based on the

) 3 11 =1L —
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mathematical throughput analysis. The performance of the proposed
method is evaluated via network level simulation with high density

WLAN topology.
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Chapter 5

Conclusion

5.1 Research Contributions

In this dissertation, we addressed MAC and PHY strategies to en-
hance the achievable throughput in IEEE 802.11 WLANSs, and the
main contributions of the dissertation are as follows.

In Chapter 2, we present an antenna subset selection system for

infrastructure-based WLANSs, which is applicable to commercial WLAN

devices. Practical antenna selection algorithms of AP for unicast/multicast

transmission and reception are proposed by considering practical is-
sues. By alternatively using two best antenna combinations and re-
ducing unnecessary probing overhead, the proposed algorithms achieve
significant performance gain. The algorithms are evaluated via mea-
surements with prototype implementation in a commercial AP. To the

best of our knowledge, we are the first to present antenna selection
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algorithms without using CSI.

In Chapter 3, we have proposed a novel CCA mechanism utilizing
additional information in the PHY header to examine the feasibility
of concurrent transmission. By utilizing the information in the PHY
header and performing CCA depending on the ongoing transmission,
ProCCA achieves spatial reuse as ideal case by solving the conser-
vative operation of existing CCA method. Simulation results demon-
strate the proposed scheme significantly enhances network throughput
by promoting spatial reuse.

In Chapter 4, we have proposed a novel transmit power and data
rate control method, namely DynamicReuse. DynamicReuse dynam-
ically control the transmit power and data rate depending on the
ongoing transmission so that it improves network capacity by pro-
moting more concurrent transmissions than ProCCA. Based on the
mathematical analysis, the trade-off between spatial reuse and trans-
mission time with data rate control is tackled, and throughput loss
with lowered data rate is eliminated via proper packet length adapta-
tion of DynamicReuse. Finally, the performance of DynamicReuse is
evaluated via simulation with high density WLAN environment.

To summarize, the PHY rate has increased greatly to boost the
network capacity, but there are mainly two challenges to exploit the
high PHY rates, namely unreliability of the high PHY rates and
throughput decrease by medium sharing in high density network. By

utilizing antenna subset selection, the reliability with the high PHY
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rates is significantly improved to solve the reliability issue. Meanwhile,
medium sharing issue is addressed and the throughput degradation is
significantly reduced by achieving spatial reuse via ProCCA and Dy-

namicReuse.

5.2 Future Research Directions

Based on the results of this dissertation, there are several new research
directions which require further investigation. We highlight some of
them as follows.

First, we proposed the transmit antenna selection algorithm which
effectively utilizes multiple retry chains. However, the multiple retry
chains are selected in a different manner for A-MPDU transmission.
Specifically, only the first retry chain is used unless all the subframes
of an A-MPDU fail. Accordingly, the performance of our proposed al-
gorithm with A-MPDU should be evaluated and the algorithm should
be modified if needed.

Second, the feasibility issue of ProCCA and DynamicReuse should
be addressed. For the proposed two algorithm, the possibility of a con-
current transmission should be examined right after decoding PHY
header, and the incoming frame can be dropped right after the deci-
sion. We only verified the performance via simulations assuming the
described operation is feasible, so it should be addressed via testbed

experiments.
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Finally, the RTS-CTS exchange and NAV setting for A-MPDU
interrupt the operations of ProCCA and DynamicReuse, which results
in the limited spatial reuse. Accordingly, NAV setting for spatial
reuse should be tackled to promote spatial reuse via ProCCA and

DynamicReuse.
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