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Abstract

We compare and recalibrate black hole mass estimators using a sample of 36 moderate-
luminosity Type 1 AGNs selected at z ~ 0.4. Combining the high S/N ratio Keck
spectra with SDSS archival spectra, we perform a detailed multi-component spectral
decomposition analysis and measure the width and luminosity of the Mg I1 2798A, H3
4861A and Ha 6563A lines, to calibrate single-epoch mass estimators. By using the
best-calibrated HB line width and AGN continuum luminosity at 5100A as reference
values, we derive black hole mass ( Mppy ) recipes based on various combinations of the
line widths and luminosities. After applying new calibrations, mass estimators based
on the combination of line dispersion and luminosity show best agreement within 0.16
dex scatter while mass estimators based on the FWHM and luminosity of emission lines

are also reliable within 0.27 dex.

Keywords: black hole physics — galaxies: active — galaxies: evolution — quasars:

general
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Chapter 1

Introduction

It is generally believed that the growth of supermassive black holes (BHs) is closely
related with galaxy evolution as implied by the relatively tight correlations between BH
mass (Mgyr) and galaxy properties, e.g., the Mpy-stellar velocity dispersion relation in
the present-day universe (Ferrarese & Merritt 2000; Gebhardt et al. 2000; Giiltekin
et al. 2009; Woo et al. 2010). For determining Mpy as one of the most fundamental
parameters in investigating the nature of BH-galaxy coevolution, various methods have
been devised.

For broad-line (Type 1) AGNs, Mpy can be determined from the kinematics of
broad-line region (BLR), which are generally believed to be virialized by the gravita-
tional potential of the central BH (see Peterson 1993, Park et al. 2012). By combining
the measured gas velocity from the width of broad emission lines and the measured
photon-travel time to BLR as the size of BLR using the reverberation mapping tech-
nique, Mpy has been determined for ~ 50 local Seyfert 1 galaxies and QSOs based on
the virial assumption (e.g., Kaspi et al. 2000; Perterson et al. 2004; Bentz et al. 2009;
Denney et al. 2010; Barth et al. 2011; Grier et al. 2012).

A more popularly-used indirect method is the so-called single-epoch (SE) method,

which is applicable to a large sample of AGNs based on single spectroscopic obser-
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vations. Instead of direct reverberation-mapping, this method relies on the empirical
relation between the BLR size and AGN continuum luminosity, enabling Mpy estima-
tion using single-epoch spectra (e.g., Wandel et al. 1999; Kaspi et al. 2000, 2005; Bentz
et al. 2009). Although the uncertainties of My estimates from the SE method is much
larger than direct reverberation measurements (see discussion by Park et al. 2012), the
SE method can be applied to statistical studies of AGN Mgy(e.g., Woo & Urry 2002;
Salviander et al. 2007; Treu et al. 2007 ; Bennert et al. 2011; Shen et al. 2011).

Although the SE method has been best-calibrated for HS and Ha lines since the
most reverberation mapping results have provided the HS or Ha BLR size, various
other broad-emission lines can be also used for estimating Mpyy, including rest-frame
UV lines (C IV and Mg II ; Vestergaard & Peterson 2006 , Wang et al. 2009 , Shen &
Liu 2012), and near-IR lines (Pa ; Kim et al. 2010). For AGNs at z > 0.6, the Balmer
lines are redshifted out of optical spectral range, hence the rest-frame UV lines can
substitute the Balmer lines. The Mg II 2798A line is a prominent line for AGNs at
0.6 < z < 2 (e.g., McLure & Dunlop 2004; Woo 2008; McGill et al. 2008) while the C
IV 1549A line can be used for higher-z AGNs (e.g., Vestergaard et al. 2004; Vestergaard
et al. 2006; Assef et al. 2011; Shen & Liu 2012).

Although direct reverberation mapping results based on Mg II have not been re-
ported due to the lack of line flux variability (Woo 2008), a Mg II-based SE estimator
has been devised by calibrating AGN continuum luminosity at 3000A with the Hp-
emitting BLR size, and by comparing widths of Mg IT and HS (McLure & Dunlop
2002; McLure & Dunlop 2004). Consequently, the uncertainties of Mpy based on Mg
IT are larger than those of Balmer lines (see McGill et al. 2008, Wang et al. 2009; Shen
et al. 2011).

Another source of systematic uncertainty of Mg II-based Mgy comes from the com-
plexity of the Mg II region, which is often called small blue bump (Wills et al. 1985) and

presents strong Fe II features. Thus, it is necessary to subtract the Fe II for measuring
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the width of Mg II. Since the measured line width of Mg II can be heavily affected
by Fe 1 subtraction, it is controversial how the underline Fe 11 can be best removed
(Bruhweiler & Verner 2008, Tsuzuki et al. 2006, Vestergaard & Wilkes 2001). For ex-
ample, Vestergaard & Wilkes (2001) provided a Fe 11 template directly obtained from
the observed spectrum of the narrow line Seyfert 1 galaxy, I Zw 1, while Tsuzuki et
al. (2006) developed a new template by adding the Fell emission under the Mg 11 line
based on photoionization model, CLOUDY (Ferland et al. 1998). Consequently, there
can be large difference of Mg 11 line width depending on the choice of Fe 11 template,
leading to systematic difference between HS and Mg 11 line widths as reported by Wang
et al. (2009).

Regarding gas velocity, Peterson et al. (2004) suggested that line dispersion (sec-
ond moment, oy;,e) of the line profile is a better velocity indicator than full width at
half-maximum (FWHM) since oy;, presents the virial relationship better than FWHM.
FWHM measurements can be easily affected by the narrow component while line dis-
persions are not. In contrast, if the spectra quality is moderate as in the case of the
Sloan Digital Sky Survey (SDSS) data, then the noise on the continuum can easily af-
fect the fitting process, and wings of the line can be under/overestimated. Also, careful
multi-component fitting is required for blended lines, particularly for high-mass AGNs
with large line widths.

Several previous studies have calibrated various SE estimators (e.g., McLure &
Jarvis 2002; Vestergaard & Peterson 2006; Wang et al. 2009; Assef et al. 2011; Shen et
al. 2011; Shen & Liu 2012). However, these works were based on relatively low quality
spectra and mainly used the FWHM measurements for deriving SE mass estimators.
Hence, detailed calibrations using line dispersion measurements based on high quality
spectra are necessary to improve the SE mass estimators, and constrain the additional
uncertainties introduced to other broad line estimators.

As a pilot study, McGill et al. (2008) have used high S/N Keck spectra to cali-
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brate mass estimators using 19 moderate-luminosity Type 1 AGNs, and presented SE
mass estimators. By enlarging the sample size and dynamical range, we present the
detailed comparison of HS, Ha, and Mg 11 mass estimators in this paper by combining
our new data with previous spectra from McGill et al. (2008). In particular, we used
more sophisticated fitting procedure including stellar population models for removing
stellar lines and new Fell templates for Mg 11 region. We describe the sample selec-
tion, observations, and data reduction in §2, and present emission line fitting analysis
and measurements in §3. Comparison between various line widths and luminosities
are presented in §4, followed by the new calibrations in §5. Finally, we conclude and
summarize in §6. Following cosmological parameters are used throughout the paper :

Hy =70 km s~ Mpc™t, Q,, = 0.30, and Q4 = 0.70.
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Observations & Data Reduction

2.1 Sample Selection

The sample was initially selected for measuring stellar velocity dispersions of AGN
host galaxies to study the Mpy — o, relation (e.g., Treu et al. 2004; Woo et al. 2006).
Readers are referred to the papers by Woo et al. (2006) and Bennert et al. (2010) for
the detailed procedure of sample selection. We initially selected broad-line AGNs at
0.35 < z < 0.37 with HB equivalent width and Gaussian width > 5 A from the SDSS
Data Release 2 (Woo et al. 2006; McGill et al. 2008). Then, we added additional sample
by limiting Mgy smaller than 10% M, to increase the dynamical range from SDSS DR7
(Bennert et al. 2010; J.-H. Woo et al. 2012 in preparation). These targets were mostly
moderate-luminosity AGN, for which AGN-to-galaxy flux ratio was relatively lower,
hence stellar velocity dispersions were easier to measure. The choice of redshift was
made in order to prevent two major stellar absorption features, Mg b triplet (~ 5175
A) and Fe (5270 A), from overlapping with sky emission lines. Calibrations of SE mass
estimators were studied by McGill et al. (2008) based on the initial sample of 19 AGNs.
Here, we present the enlarged sample by adding 18 lower My AGNs (see Bennert et

al. 2010). Table 2.2 presents the properties of all targets in the enlarged sample.



Chapter 2. Observation & Data Reduction

"€°C 9qBL 998 "jodIe) Yoed Jo uni SutaresqQ ¢ (6) (0D Y 0STG~0S0S YISUoARM OUIRI) 4801 ye painsesut ‘(1)) 1red por
JO orgeI 9sIoU 09 [RUSIS : (8) [0 * Y 0G0E~0G67 [ISUS[PALM OUIRI) 1801 J& paInsesur ‘(1)) red an[q Jo Oryer osiou 0} [eUSIg
: (L) 10D "1e81ey I0] Bwul) Bansodxa [e10], 1 (9) ‘(0D ‘Anewojoyd LY SSAS WO opnjusent gy 7 PajoelIod-UoIduIXg

1 (g) 10D "woryeurA(T : () [0 "woIsusdse WS : (€) 0D "LYd SSAS WOy PIYspar 1 (g) ‘(0D "l 18T, ¢ (1) 10D

G 1587 6LT 00Z2L 9%°'S1 COTH T PG+ 171G 9€ T 109g7Q e 128
e 0S el 009¢ 76°'ST $GHC QT S+ 0772 62.CT 169€°0 e 928
ﬂ“N 01 78T 0096 62°ST eFee )T 00+ 0LF€ 0071 QTQE ) e ¥ZS
7' 90T 9L 008T OT'ST  9T'GG80 10— GO'OTO0FT  TTGEQ s
G i ) 00ST 1€ L1 cT'eF 21 €0+ QT°9GCOTT QECE () e 128
8 9 9 009 0T'61 9€'07.9S 00+ 6C°LE 6T TT QOLE' ) e 918
T or 7€l 0081 16°QT c0'9G L¥ €T+ 6C°0F €1 20 PLGEI ) e Z1S
7T qTT 8ET 0020T V8T  LE'6CVES0—  L6'GTLOTO  8GGEQ o 118
9°1 96 qee 00€€ L6°LT 18°00 67 60— 90¢T 10 TO goge o 0TS
T 6% 01T 0081 Q¢'QT 0T°9T 8¢ CT+ 0T°9T 6S 00 qRCEQ e 60S
T 24 10T 00¥¢ 6781 €9°¢699¢ 60— V7€964€C g8ge o 805
ﬂﬁﬁ GOT 12¢ 00Z2 QT'ST 18°8F 00 00+ Y1°9% 60 €2 LTGE ) e 10S
I 1€ z81 00€€ P81 ¥G'GG T 90— STFE0TTE P89 903
PT 61 08¢ 00931  FE8T  TF602TL0—  €RTIGVOTE  0fGE0 508
T 9v 06 00¥¢ 2,981 1067 97 90— 0S'TTC0TC 6,660 ¥0S
LT 16 6€¢C 005G 0¢°81 68° TG LT 19+ 80°¢0¢CE LT ¢8geo €0S
T 1574 12 000¢ 00°61 T’ 1€ 1€ TG+ 99 TT 19T QpaEr) e Z0S
71 Gl Q0% 00701 6%°ST 10°2Z €T €0+ Y2 9T 6 CT CEaET Y e 10S
® © ) 0 © v) (©) @ @
uny  (pa1) N/§  (ompq) N/§ () amsodxyg ¢ (0°000gr) A (0°0008f) VYU 7 oureN

sorpedorJ 1081, :1°7 O[q€l,



Chapter 2. Observation & Data Reduction

PONUIYuod T'g OqRL,

9 g9 €6z 002 09'ST  LF'GE90T0+ 2G0G0F €T /G0 81SS
9 €9 98¢ 007G LF'ST  TYEIT010— ZO0TFVIC  weee Qo LTSS
9 6 8l 00.8 9%'61  ¥S°019000— LLZIFPI0  GBGEQ T 1SS
9 IG 89T 0006 VZ'6T  09°LT9TL0— 8O'TECTTE  90Lg'Q PISS
8°L L0T 20T 00TTT €L'ST  66'6TGE6V+ QLIVCOCT  GhLgQ €1SS
9 611 9L1 008G 08°LT  €1°20TEEG+ Z8OTTOCT  €g9g'Q Z1SS
6 i LT 0072 6€'ST  F89ZFT6E+ 06'9CCSET  gELeQ 1SS
6 g8 eee 009€ €8 LT TSTTThIT+ PRFIVEET  8GogQ 01SS
8 0L LT 007G 96'8T  GG'GT GG GF+ IL8ESGTT  TOLEQ 6SS
0168 Gs 6GE 0066 G7'ST  9Z'TE0S €0+ 09°0T9F0T  9G9g'Q 8SS
8 9G 191 007G Z8'ST  88'TELOTO— 0S'TEEFOT  ST9g°Q LSS
8 6 121 007G T6'ST  L8'GS LY 08+ LG€0TC0T  F8GEQ 9SS
8 9% L6 009€ 69'ST  T¥'8TTh 80+ G2'90L00T  €ELEQ ¢SS
8 g9 GLT 00%S VLT €8TV E00F+ GT'0G8G60  0€9g'Q 7SS
G ze 44 002 Z8'8T  GT'60¥TI G0+ 09°GEFE60  TLIE'Q zss
G 9z GeT 0006 GG'8T  T1'90€TTq+ 86°LCF0S0  99GgTQ ISS
6°S &) 67 0006 GT'8T 2GS T16GT9+ 9%'LCCTOT  GOge'Q 1€S
¢ 9G 69 009€ G6'8T  ZE€00GT 10— T6IPSGTE  GLGETQ e 62S
v'e 0 zs1 096 €9'8T  T6°0T 9T GF+ 65°9GTTOT 6970 87S
(6) (8) (2) (9) () (%) (€) (c) (1)
uny  (pex) N/S  (empq) N/S  (s) emsodxyg ¢ (0°000gr) 12 (0°000%() V'Y z oureN

sorjrodoaJ 1081R], :g'7 O[q€l,



Chapter 2. Observation & Data Reduction 8

2.2 Observations

We observed the targets using the Keck telescope between 2003 September and 2009
April as listed in Table 2.3. We used the Low-Resolution Imaging Spectrometer (LRIS)
to obtain wide spectral ranges containing broad-emission lines, Mg 11 (2798A) and HS
(4861A) in the blue and red CCDs simultaneously. All blue spectra were taken with the
600 lines mm™! grism at a pixel scale of 0.63A x0.135” and a velocity resolution (line
dispersion) of ~145 km s~!, while the spectra at red CCD were obtained with the 900
lines mm~! grating at a pixel scale of 0.85Ax0.215” and a resolution of ~55 km s~1.
Six targets were observed with the 831 lines mm~! grating in the red. Exposure times

for each target and their S/N are listed in Table 2.2.

Table 2.3: Journal of Observations

Run Date Grating Slit Width Seeing Conditions
(lines mm~1')  (arcsec) (arcsec)

(1) ) (3) (4) (5) (6)
1 2003 Sep 3 900 1.5 ~1 Cirrus
2 2004 May 14 900 1 ~1 Cirrus
3 2004 May 22 831 1 ~ 0.8 Clear
4 2005 Jul 7, 8 900/831 1 ~0.7-0.9 Clear
5 2007 Jan 24 900 1 ~1 Clear
6 2007 Aug 18,19 831/900 1 ~1-17 Clear
7 2008 Aug 2,3 900 1 ~ 0.8 Clear
8 2009 Jan 21,22 900 1 ~11-15 Clear
9 2009 Apr 2 900 1 ~ 1.2 Cirrus
10 2009 Apr 16 900 1 ~ 0.8 Clear
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2.3 Data Reduction

Spectroscopic data reductions were performed using the IRAF! scripts developed for
long-slit spectroscopic data reductions. The detailed data reductions for the red and
blue were described in Woo et al. (2006) and McGill et al. (2008), respectively. Here, we
briefly summarize the procedure. After a bias subtraction, cosmic rays were removed
from each individual exposure using the Laplacian cosmic-ray identification software
(van Dokkum 2001). Flat-fielding was performed by using internal flat images, which
were taken at the location of each target. One-dimensional spectra were extracted
using a 10 pixel wide aperture window, corresponding to ~5 kpc for the redshift of
the targets. For blue spectra, wavelength calibration was performed using Hg, Ne, Cd
arc lamp images taken in the afternoon while for red spectra, sky emission lines were
used for wavelength calibration. Flux calibration was performed using spectroscopic
standard stars and AOV stars. AOV stars were used for red part of our spectra, and
standard star named Feige 34 was used for blue part because insufficient flux in short
wavelength of AQV star caused a difficulty. AOV stars were also used for sky absorption
(A-band and B-band) corrections.

After the spectroscopic flux calibration, we rescaled the flux level of the 1-dimensional
spectra of each target to that of SDSS g’ band and r’ band photometry to compensate
slit losses and other uncertainties. Finally, the Galactic extinction was corrected based
on the method given in Schlegel et al. (1998). Figure 2.1 and 2.2 present the reduced
Keck spectra of our sample overplotted with SDSS spectra. For the spectral region of
the Ha line, only SDSS spectra were presented. Note that S16 was removed from the
following analyses because of the lack of the Mg 11 line, presumably due to high internal

extinction.

1RAF is distributed by the National Optical Astronomy Observatories, which are operated by the
Association of Universities for Research in Astronomy, Inc., under cooperative agreement with the
National Science Foundation (NSF).
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Chapter 3

Measurements

Mpy can be determined from a single spectroscopic observation by the following equa-
tion,

log Mgy = o + Blogv + ylog L, (3.1)

where v is the line width and L is the luminosity of continuum or line and coefficients
a, B, and ~ can be empirically determined. To measure the line widths and luminosities,
first we applied multi-component decomposition analysis to subtract various compo-
nents underlying the broad line such as AGN power-law continuum, Fe 11 emission
blends, and narrow lines. After the subtraction was performed, we measured line dis-
persion and FWHM as BLR velocity estimators and continuum and line luminosity
as BLR size estimators. Full spectral models for the Hoa, HB, and Mg 1 line regions
are shown in Figure 3.1 - 3.6. The measured line and continuum properties are listed
in Table 3.2. Note that Ha line properties of SS5 are omitted due to the poor fitting

quality.

A
12 -=.
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Figure 3.1: Spectral decomposition fits. Left panel: rest-frame spectra from LRIS blue
ced (black), pseudocontinuum of combined AGN power-law continuum and Fe 11 model
(red), model of Mg 11 broad emission lines (blue). Center panel : rest-frame spectra from
LRIS red ccd (black), pseudocontinuum of combined power-law continuum and Fe 11
model and stellar spectra model (red), He 11 broad and narrow component (magenta),
O 1 narrow component (orange), HS narrow component (blue, thin), H3 broad com-
ponent (blue, thick). Right panel : near the Ha region of rest-frame spectra from SDSS
DR7 (black), AGN power-law continuum (green), total Ha model (red), Ho and N 1
narrow component (blue, thin), Ha broad component (blue, thick).
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3.1 The Hp lines

Measuring the line width of HB requires careful fitting of the line profile and continuum
since other emission features (e.g., Fe 11, O 11, and He 11 ) are often blended with Hj .
For low luminosity AGN with relatively high host galaxy starlight, it is also necessary
to subtract stellar absorption lines to precisely measure the line width of HS (Park et
al. 2012). We adopt the multi-component spectral decomposition procedure described
by Park et al. (2012), in order to separate the HS broad emission line from Fe 11, O
mr , and He 11, and stellar absorption lines. First, we fit the pseudo-continuum, which
consists of a AGN power-law continuum, blended Fe 11 feature, and stellar absorption
lines. Fe 11 feature was modelled by broadening the template provided from Boroson &
Green (1992), which were convolved with various Gaussian velocities, while the stellar
absorption lines were modelled by broadening a simple stellar population synthesis
model of Bruzual & Charlot (2003) with solar metallicity and age of 11 Gyr. The
stellar model component is essential for the accurate HS line width measurements
since the stellar absorption line affects the center of the HfS emission line, to which
the FWHM of Hf is very sensitive. The pseudo-continuum fitting is carried out in the
regions of 4430A - 4730A and 5100A - 5400A, where Fe 11 feature is strong, using the
non-linear Levenberg-Marquardt least-squares fitting routine mpfit in IDL (Markwardt
2009). The blue side window is slightly adjusted to avoid the HB or Hy contamination
if necessary. When the broad He 11 line is clearly separated from the Hf profile, a
double Gaussian model for the broad and narrow components of He 1 4686A line
was simultaneously fitted with the pseudo-continuum. Then, we subtract the pseudo-
continuum model from the observed rest-frame spectra.

After the pseudo-continuum subtraction, we model the [O ] 5007A line with a
tenth order Gauss-Hermite series to account for the significant blue wing of [O 1] line
profile, then use the same model for [O m] 4959A by scaling the flux by 1/3. For Hp,

we fit the broad component with a sixth order Gauss-Hermite series while we used the
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O 11 model for the narrow component of Hf using a scale factor as listed in Table 3.1.
When the HS line is blended with the He 1 line, He 11 broad and narrow components
were fitted together with HS.

Based on these models, we measured the FWHM, line dispersion (opg), and lumi-
nosity of the HB broad component. Lsigp was measured by averaging the flux between
5050A ~ 5150A . Center columns of Figure 3.1 - 3.6 presents the observed Hf region

and the best-fit models for each component.

3.2 The Ha lines

Measuring the width of He is simpler than that of HS since He is stronger than HS
and the Fe 11 feature is relatively weak in the Ha region. Since we are using relatively
low quality SDSS spectra for fitting Ha, we do not attempt to fit the stellar absorption
lines or Fe 1 feature. Instead, a featureless power-law can fit the observed continuum
relatively well. Unfortunately, the Ha line is located at the red end of the SDSS spectral
range due to the redshift of the sample. Thus, we model the continuum with a linear
function using the rest frame 6100A - 6300 A region only. This region is relatively far
from the blue wing of Ha, consequently not affected by the wings of He .

The Ha broad emission line is blended with the narrow Ha line, N 11 6548A, N 11
6583A, and also with two S 11 lines at 6716A, 6731A in broader Ho targets. Given the
low quality of SDSS spectra, the detailed Gauss-Hermite series modelling of narrow line
components did not improve the fitting result. Thus, we modelled all narrow emission
lines as a single Gaussian component by fixing the width of narrow lines as same as
the velocity of the narrow Hf line, which is already determined from the HfZ region.
In the x? minimization process, all narrow line widths are fixed while their flux peaks
are treated as free parameters with a constant flux ratio of 3 between two N 11 lines.
We simultaneously fit all narrow lines and the broad Ha line using single Gaussian

models and a Gauss-Hermite series, respectively. Then, we measure the FWHM, line
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Figure 3.7: A comparison of Mg 11 line profiles when the Fe 11 emission blends are
subtracted using the template from Vestergaard & Wilkes 2001 (blue) and Tsuzuki et
al. 2006 (red), respectively.

dispersion, and luminosity of the broad Ha line from the best line profile model. Right

columns of Figure 3.1 - 3.6 presents the observed Ha line and the best-fit model.

3.3 The Mg n lines

To measure the Mg 11 line widths, we first subtract power-law continuum and Fe 11
emission features by fitting the continuum window of 2600A - 2750A and 2850A -
3090A. Then, we fit the Mg 1 line with a sixth order Gauss-Hermite series. A narrow
component of Mg 11 is not modelled because there is no significant feature implying the
existence of narrow line.

On the other hand, we note that a careful treatment is required when dealing with
Fe 11 emission in the region of Mg 11 line. The Fe 11 template provided by Vestergaard &
Wilkes (2001) has been popularly used (e.g., Fine et al. (2008), Vestergaard & Osmer
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Figure 3.8: Measured Mg 11 line widths after Fe 1 and continuum subtraction using
different templates. Slopes of regression line are marked as numbers in each panel Upper
left : FWHM of Mg 11 and HfS after the subtraction of Tsuzuki template. Upper right
: FWHM of Mg m and HB after the subtraction of Vestergaard & Wilkes template.
Lower left : Line dispersion (o) of Mg 1 and HfS after the subtraction of Tsuzuki
template. Lower right : Line dispersion (o) of Mg 11 and Hj after the subtraction of
Vestergaard & Wilkes template. Red dots are our measurements and small black dots
are previous measurements by Wang et al. (2009) and Shen et al. (2011). Solid red lines
are regression by OLS bisector method of our points, a green outlier (S04) in lower left

panel was excluded in our line regression.
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(2009), Shen et al. (2011)). However, the template contains no information of Fe 11
underneath the Mg 11 line because it was directly made from the observed spectrum
of the narrow line Seyfert 1 galaxy, I Zwicky 1. In contrast, Tsuzuki et al. (2006)
suggested another template based on the I Zwicky 1 template by adding the Fe
emission underneath the Mg 11 line, which were calculated with the one-dimensional
photoionization model, CLOUDY (Ferland et al. 1998). Therefore, we investigate the
difference of line width measurements using these two different templates (see also Wang
et al. 2009). Figure 3.7 compares the best Fe 11 emission models using Vestergaard &
Wilkes (2001) and Tsuzuki et al. (2006) templates, respectively for an object in our
sample. The deblended Mg 11 line profile is narrower and weaker when using Tsuzuki
et al. (2006) template than using Tsuzuki et al. (2006) template, since Fe 11 emission
underneath of Mg 11 is removed.

To investigate which template is more appropriate, we compare the width of Hf
and the width of Mg 1m measured using two different templates. Upper two panels
of Figure 3.8 compare FWHMs of HS and Mg 1u with different Fe 11 subtractions.
Comparison between FWHMSs of Mg 11 and HS shows non-linear proportionality and
deviation from one-to-one relationship, indicating that the FWHMs of Mg 11 and HS are
systematically different. To complement our comparison, we included available FWHM
measurements from the literature. For example, Wang et al. (2009) investigated Mg
i and H3 FWHMs of 495 SDSS AGNs with S/N > 20 in both lines by measuring
the FWHM\gq1 after subtracting Fe 11 based on Tsuzuki et al. (2006) template. In the
case of Mg 11 measurements based on the template of Vestergaard & Wilkes (2001), we
selected the sample of 4962 AGNs at 0.4 < z < 0.8 with S/N > 10 in both emission lines
from the catalog given in Shen et al. (2011) to ensure a rigorous comparison. Similar
non-linear trend is present in the samples of Shen et al. (2011) and Wang et al. (2009),
regardless of the template effect. As previous reported in Wang et al. (2009), these

results imply that there is an intrinsic difference of the line profile or widths between
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Hp and Mg 11 although it is beyond the scope of the current work to investigate the
origin of this difference. In practice, the non-linear proportionality indicates that it is
necessary to introduce the different value of coefficient 5 in Eq. 3.1, in order to properly
calibrate mass estimator based on FWHMyg11.

Lower two panels of Figure 3.8 compare the line dispersions of Mg 1 and HS. In
these plots, we present our measurements only since line dispersion measurements are
not available in the literature. The effect of Fe 11 template is clearly visible in the
line dispersion comparison. When Tsuzuki template was used for measuring Mg 11 line
dispersion, line dispersions of Mg 11 and Hf3 show close linear relationship with a slight
offset (bottom-left panel in Figure 3.8.) In contrast, there is a significant deviation from
one-to-one relationship when Mg 11 line dispersion was measured using the Vestergaard
& Wilkes template. This difference is interpreted as that the line dispersion of Mg 11
is overestimated compared to that of HS since Vestergaard & Wilkes template cannot
properly subtract Fe 11 emission underlying the wings of the Mg 11 line as demonstrated
in Figure 3.7. Therefore, we conclude that Tsuzuki temple provides more consistent
line dispersion of Mg 1 compared to HS, and decided to use Tsuzuki template for
subtracting Fe 11 in the Mg 11 region in the following analysis. FWHM, line dispersion
and line luminosity were measured from Mg 11 model, while L3ggp was measured from

average flux between 2950A ~ 3050A .
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Scaling Luminosities & line

widths

Single-epoch Mpy can be described as a combination of two quantities is known, con-
tinuum luminosity and broad line width, as expressed in Eq. 3.1. We adopted the
estimator based on opg and continuum luminosity at 5100A combined with the virial
assumption and the size-luminosity relation from Bentz et al. (2006) as our fiducial
Mgy (Bennert et al. 2010). As a first step, for establishing new Mpy equations for the
other combinations, we investigate scaling relations among luminosities and line width,

to decide g and 7 in Eq. 3.1.

4.1 Line widths

As described in Section 3.3, scaling the line widths is very important to properly cal-
ibrate the Mg 11 line width since it shows the systematic difference with that of HS
line. For FWHM, Mg 11 and Hf line widths show the difference with a non-unity slope
as found in many previous studies (e.g., Salviander et al. (2007), Wang et al. (2009),

and Shen et al. (2011)). Upper two panels of Figure 3.8 contain a direct comparison

27 ~1 -
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between FWHMSs of Mg 11 and HS and indicate that this trend is not stemming from
the choice of template for Fe 11 emission. We find slightly shallower slopes than the
previous results from Wang et al. (2009) and Shen et al. (2011), since they modelled
the Mg 11 line profile with a narrow component.

In the case of line dispersions, we could not compare our results with the previous
measurements since they did not measure the line dispersion due to the low quality
of spectra. Lower two panels of Figure 3.8 show a comparison between Mg 11 and Hf
line dispersions of this work and show a clear dependency on the template used for the
Fe 11 subtraction. As described in Section 3.3, the subtraction using the template from
Vestergaard & Wilkes (2001) produces unbelievable line dispersion measurements due
to the its lack of Fe i near 2800 A region, while the measured Mg 1 line dispersion
using Tsuzuki et al. (2006) template shows almost one-to-one relationship with Hj line
dispersion with slight systematic offset of ~ 0.09 dex. In this comparison, we exclude
one outlier, S04, because of its HB profile shows very wide flat feature under the Hj
even after the proper stellar and Fe 11 subtraction, then the measurement of HS could
be underestimated.

Finally, we determine g, which properly scales the Mg 1 line width to the Hf line

widths, with the following relations,

log(FWHMMgH) x 0.71 £0.04 x log(FWHMHg) (4.1)

log(oargrr) o< 0.98 £0.08 x log(omg). (4.2)

Therefore our recipes using Mg 11 line width will contain FVVHMMQHZ/(”1 or aMg[12/0'98

as the Mgy estimator.
For Balmer lines, we simply adopt a result of Greene & Ho (2005), who concluded
a simple one-to-one relationship between Ha and HS FWHMs. Their conclusion is

physically reasonable since Ha and HfB emitting sources are intrinsically same. We use
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8 =2 in Equation 3.1 for both FWHM and o};, as our My estimator.

4.2 Luminosities

Based on previous reverberation mapping studies (i.e., McLure & Jarvis 2002; Kaspi et
al. 2005; Bentz et al. 2009), an empirical relation was derived for substituting a BLR
size with AGN luminosities. Series of studies suggested a possibility of Balmer line
luminosity instead of continuum luminosity a proxy for the BLR size Mpp estimators
(e.g., Greene & Ho 2005, Vestergaard & Peterson 2006). McGill et al. (2008) adopted
this concept with the Mg 11 line luminosity. We tried to verify the reliability of line
luminosities for Mpy estimators using our enlarged sample.

In this section, we compared several continuum and line luminosities with the best
studied Ls1gp in our data set, then extended the size-luminosity relation to other lu-
minosities based on this comparison. Our comparisons of all measured luminosities are
plotted in Figure 4.1. Prior to calculating the slope, we excluded two objects, S21 and
SS15, from the L5190 — L3gog comparison plot since they showed high internal extinction
spectra.

However, this direct luminosity comparison contains an intrinsic problem due to the
high stellar light contamination. Since stellar light contamination is not negligible, L5109
of low luminosity AGNs are relatively higher than other luminosities , i.e., L3poo and
line luminosities in Figure 4.1, leading to a steep regression slope. Similar phenomenon
is also found in the measurements of Shen et al. (2011) which were based on SDSS
data. This result implies that our measured Ls1gg contains contribution from stellar
luminosities since our target AGNs have relatively higher stellar light fraction in the
observed spectra. Unfortunately, this contamination still remains when we use AGN
power-law luminosity to measure AGN continuum luminosity after removing stellar
lights (L51004¢) based on our spectral decomposition. Figure 4.2 compares luminosities

between Lgigoge and other luminosities, and upper two panels shows the remaining
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Figure 4.1: Correlations between Lgigg and other luminosities. X axises are the con-
tinuum luminosity at 5100 A obtained from spectral decomposition of LRIS red CCD
spectra, while y axises are continuum luminosity at 3000 A and broad emission line
luminosities. In lower left panel, black dots are 495 targets of Wang et al. (2009), spe-
cially selected from SDSS catalog. In other cases, dots are data from SDSS catalog of
Shen et al. (2011), with S/N ratio grater than 10, but the target pool is different in each
panel due to the spectral range of SDSS. Solid green lines in upper panels show the
relation of Greene & Ho (2005), while solid red and black lines are regression lines of
our targets and SDSS catalog obtained by OLS bisector regression analysis. Note that
two green outliers, S21 and SS15, which show heavy internal extinction in Figure 2.1
and 2.2, are excluded from our line regression in upper left and lower right panel, but
two blue points, SS5 and SS12, are still included. Black dashed box in lower left panel
means our arbitrary high luminosity cut for SDSS data.
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Figure 4.2: Similar with Fig 4.1, but using L5100 measured from the power-law contin-
uum after subtracting Fe 11 and stellar component

2 A28k



Chapter 4. Scaling Luminosities & line widths 32

contamination.

To solve this problem and scale luminosity as a BLR size, we need to check previous
results. First, for scaling Balmer line luminosities, we used the result of Greene & Ho
(2005) who selected a AGN sample with negligible host-galaxy contamination. In Figure
2 of that paper, a comparison between Ls199 and Ly, showed a slope of 1.157, while a
slope of Lsigg versus Lyg was 1.133. In upper two panel of Figure 4.1, equations from
Greene & Ho (2005) are denoted as green lines, showing consistency with the high-
luminosity SDSS AGNs from Shen et al. (2011), for which stellar light contamination
is also negligible. Thus, we decided to use the slopes from Greene & Ho (2005) for the

Balmer line luminosity scaling, leading to Mpy estimators as following relations.

log(Lpqa) o< 1.157 x log(Ls100) (4.3)

lOg(LHB) x 1.133 x log(L5100). (4.4)

For Lj3poo and Lsigp, we adopt an arbitrary high luminosity cut and extrapolate a
regression result of higher luminosity points of SDSS catalog. In this case, the extrap-
olated regression is very close to one-to-one relation with small offset, and also shows
consistency with our data points. Therefore estimator of Lsig9 also can be adopted
for Lspgo- Also this consistency with Lsigg and Lsggp suggests a possibility of stellar
light contamination in 3000 A from young blue stars, which can be inferred by the
fact that seven of our targets show star formation rate by 3.3 um polycyclic aromatic
hydrocarbon emission (Woo et al. 2012).

Finally, for the Lpsgrr in lower right panel in Figure 4.1, measurements are taken
from Wang et al. (2009) since they used the same Fe 11 template for measuring the Mg
11 line width and luminosity. Similar to the Lsggg case, regression based on Wang et
al. (2009) shows a slope almost one, then it is reasonable to conclude that Lysqrr and

L5100 have similar relation with BLR size.
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Based on comparison that we have presented in this section, we determine ~ for
each luminosity: 0.448 for Ha , 0.457 for HS using Equation 4.3 and 4.4, and 0.518 for
L3000 and Lyigrr because regressions between Lisigg and these luminosities are almost 1.

slopes in Figure 4.1 are almost 1.
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Calibrating Mpp estimators

In this section, we finally calibrate the normalization constant « in Equation 3.1, for
each line width and luminosity combination, and determine Mpy estimators. We fix
the values 8 and v obtained from Section 4.1 and 4.2 and then determine « by fitting
Mgy estimates from each estimator with the best Mgy using x? minimization method.
As noted in Section 4, we use the Mpy estimated with o3 and L5 as the best My
because the HS line is the best-calibrated broad emission line based on the reverberation
mapping data. Newly determined Mpy with the determined « are shown in Figure 5.1

and 5.2.

5.1 Mgy recipes for Balmer lines

In Figure 5.1, we plotted our calibrations for Ho and Hf emission lines. The value of
« is estimated from this comparison fit while the § is fixed to be 2 and the ~ has the
value from Section 4. Note that the rms scatter, which is given in the lower-right corner
of each panel, reflects uncertainty of the newly derived mass estimators Although L5109
shows the best agreement, Ly, and Lpg give relatively good agreement with a scatter
of < 0.16 dex. For the velocity estimator, line dispersion (ojpe) usually shows less

scatter than FWHM, but the difference between o}, and FWHM is not remarkable
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Figure 5.1: Cross-calibration fitting between newly derived Mpy and fiducial mass with
estimators from Balmer lines. X axis data points represent our target’s fiducial mass,
while y axis data points are My from o + 8logvigoo + v 1og L. vigo0 means velocity
estimator using 1000 km s~! unit, L is luminosity estimator having 10* erg s=! unit
for continuum or 1042 erg s~! unit for emission line. 3 and ~ in each panel depend on a
kind of estimators which are shown in upper and left part of figure, and « is estimated
by x? minimization fitting.
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except for HS .

By comparing our result with the Table 3 of McGill et al. (2008), we find an im-
provement of our result. In addition to enlarging the sample size and dynamical range,
scatters of newly derived Mgy are reduced by 0.05 — 0.15 dex compared to McGill’s

result and the signs of systematic uncertainty also disappeared.

5.2 Mgy recipes for Mg u line

We compared Mgy from Mg 11 lines with that from Hf in this section. Differing from
the calibration of Balmer lines, we used the scaled value for the 8 derived from Section 4
but not v because there are not negligible difference between the line widths from Mg 11
and HB . A result of calibrating Mg 1 estimators is shown in Figure 5.2. Although Mg
11 based Mgy s show more scatter than the those of the Balmer lines, each combination
shows good correlation with the fiducial My with the scatter of < 0.27 dex, suggesting
more reliable Mpy s compared with the recipes from McGill et al. (2009) with 0.03 ~
0.05 dex less scatter. This also shows possibility of using Mg 11 line luminosity as a BLR
size indicator in an Mpy estimators.

In addition,we find another interesting fact about Mpp based on Mg 11 . Regarding
the uncertainty of FWHM - based My and o747 based Mgy, the latter is consistent
with the fiducial Mgy with ~ 0.4 dex scatter although the difference is not significant
in case of Ha, which is probably due to the lower quality SDSS spectra. Considering
the quality of our spectra, we suggest that a reliability of Mgy will be ~ 15% improved
when using o, especially for high S/N spectra.

By comparing with previous studies of the Mg 11 line, we obtained better agreement
with ~ 0.5 dex larger mass range and twice larger sample compared with McGill et al.
(2008). The luminosity range of our samples is ~ 0.7 dex lower than that of Wang et

al. (2009), providing Mpy recipes for low luminosity AGNs.
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Figure 5.2: Cross-calibration fitting between the newly induced Mpy and fiducial mass
with estimators from Mg 11 lines. The equation of Mgy can be represented as a combi-
nation of estimators and «,5 and . It is noticing that S21 and SS15 are not included

in this analysis.
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Summary

In this paper, we have presented a calibration of Mgy estimators using Keck and
SDSS spectra of 35 AGNs at z=0.36 with BH masses of 107°7°M. Our results are

summarized as follows:

(1) In Section 3, we analyzed three major broad emission lines, Ha, H3, and Mg
i1 with a multi-component spectral analysis method. AGN power-law continuum, Fe 11
emissions, and stellar spectra are removed if necessary, then the pure broad emission
line was fitted with the Gauss-Hermite series. We measured FWHM, line dispersion,
and luminosity of each broad emission line. There is found a systematic difference of

Mg 11 line widths depending on the choice of Fe 11 templates applied.

(2) By comparing the line width and luminosity measurements from our data and
previous works, we determined scaling coefficient of each luminosity and velocity es-
timators in Section 4, i.e, FWHMFpgg o FWHMM9111'408, oHg X aMng'OQO and

0.864 0.883
Ls100 < Lo "%, Lug~ """,

(3) We performed a cross-calibration of newly derived equations in Section 5, based
on various combinations of velocity and luminosity indicators measured from Ha HS
and Mg 11 lines. Setting Mpy estimated with opg and Lsigo as our fiducial mass,

we determined an uncertainty of each estimator by quantifying a scatter of new Mpy

;
38 M=
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estimates compared to the fiducial Mpy estimates. All combinations using Balmer lines
provide reliable equation with a scatter less than 0.16 dex. Especially the combinations
of the continuum luminosity and line dispersion show the best reliability. For Mg 1,
a combination of L3zgoo and oargrr gives the best reliability with 0.16 dex scatter, but
other combination with F'W H My or Lyigrr are more uncertain with scatter ~ 0.27
dex. Our result suggests that Mpy based on oy, is more reliable than that based on
FWHM, especially with good quality spectra. These new single - epoch Mgy estimators

will be useful to study AGN in broad range of luminosity and mass.

&

| &1
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