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Abstract

Retrieval of Twitter messages
without an explicit query term
by means of serialization and

discourse segmentation

Park, Suzi
Department of Linguistics
The Graduate School

Seoul National University

This thesis describes a phenomenon where multiple tweets constitute a single dis-
course segment, and builds two rule-based models to detect whether two consecutive
tweets under the same authorship convey a single message. Given the length limit
of 140 characters, a tweet should be interpreted as an element of a larger unit rather
than an individual document. Considering such a larger unit as a discourse segment
and a tweet as an utterance, this study makes the following assumptions based on

Centering Theory:

(a) A tweet has at most one topic.
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(b) In non-initial tweets of a discourse segment, a topic word is realized as an

anaphora, in particular a zero form in Korean.

(c) Coherence between two tweets written by the same author is considered only if

there is no tweet between them.

(d) In two consecutive tweets, a topic is preferred to be continued.

To predict tweet serialization and discourse segmentation, two criteria were used:
temporal proximity and discourse markers. Temporal proximity shows whether the
time interval between two tweets is less than a threshold level, which can be a
constant or user-specific value. Discourse markers are classified into continuation
markers and shift markers. Continuation markers include web-specific ones such as
‘>>" ‘(continued)’, and numbers, and linguistic ones such as conjunctions and re-
ferring expressions. Shift markers include web-specific ones such as ‘RT’ and URLS,
and linguistic ones such as interjections and temporal adverbs. These factors are
treated differently in two different models. The Strict Serialization (SS) model re-
gards two tweets as serialized only if their interval is extremely short or they have
a continuation marker. On the contrary, the Serialization Plus Discourse Segmen-
tation (SPDS) model, following the assumption (d) that continuation is preferred
to shifting, considers two tweets as serialized if their interval is not too long, and
terminates a discourse segment only if the current tweet has a shift marker.

To verify whether the proposed models are useful, an information retrieval task



iii

is implemented. It is predicted by the assumption (b) and observed in the data
that topic words were implicit in some tweets in discourse segments consisting of
multiple tweets. The current search system cannot retrieve such tweets and thus fails
to satisfy users’ information need to find diverse opinions in Twitter. When finding
discourse segments compiled by the proposed models, the system can retrieve tweets
that belong to the same discourse segment as some explicitly relevant one, without
retrieving too many irrelevant tweets. Consequently, the proposed models achieve
higher means of precision rates than those of the Query Matching model and TF-IDF
Weighting model. Furthermore, since the SPDS model outperforms the SS model,
the principle of unmarkedness of topic continuation seems to be also valid for social
media. Lastly, this thesis also discovers that linguistic markers such as interjections,
which have been typically treated as stopwords in information retrieval, are useful

for discourse segment detection.

Keywords: Centering theory, Discourse marker, Information retrieval, Social me-

dia, Twitter

Student Number: 2012-20031
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1 Introduction

The major purpose of this thesis is to detect discourse segments among unstructured
short text messages in social media such as Twitter which have been treated mainly
as independent documents, and to improve the performance of natural language
processing (henceforth NLP) tasks by finding such discourse segments. It stargs

start with the delineation of its subject matter.

1.1 SUBJECT

In the middle of 2010s, social has become a productive adjective, coining terms such
as social commerce, social (network) game, and social television, in a somewhat
different sense to from its meaning in social democracy or social security, rather
reminiscent of its Latin etymology socius (meaning “one who accompanies another, a
companion, comrade”).! This usage was derived from social media, which, according
to Merriam-Webster Dictionary, refers to “forms of electronic communication (as
Web sites for social networking and microblogging) through which users create online
communities to share information, ideas, personal messages, and other content (as
videos).”2

This definition attracts linguists’ attention, because “information, ideas, and per-

sonal messages” are typically expressed in human language and even “other content

'P.G.W. Glare. (1968) Ozford Latin Dictionary. Oxford University Press. p. 1779.
Zyww.merriam-webster. com/dictionary/socialmedia



as videos” includes descriptions and tags. Messages in social media provide plentiful
examples of human language use for theoretical linguistics as well as NLP.

Though there are various various text-based social media services such as Face-
book (facebook. com) and Line (1ine.me), this study will focus on Twitter (twitter.
com), not only because of its popularity, but also because of the following charac-

teristics:

Openness. While users in most social networking services such as Facebook allow
only the selected people to read their messages, Twitter’s users do not need
to be authorized to read messages, or tweets, of others. This spreadability of

tweets explain Twitter’s impact on various fields such as politics.

Length limit. The most distinctive feature of Twitter is the number 140, the max-
imum number of characters that a single tweet can consist of. This limit takes

the pressure of writing a long and serious article off users.

On the basis of these characteristics of Twitter data, goals of this thesis will be

described in the next section.

1.2 PURPOSES

1.2.1 Detection of discourse segments in Twitter data

The first goal of this thesis is to detect discourse segments among tweets. Even

though each tweet is mainly presented as a part of the “timeline” of users who


facebook.com
line.me
twitter.com
twitter.com

subscribe, or “follow”’ the author of that tweet, in NLP it is typically treated as
an independent document because it has a permalink in the form of twitter.com/
<user>/status/<tweet>. This treatment may overlook an important property of
social media, where messages are interchanged to share information in users’ com-
munity and then expected to be connected each other. Hence, a tweet needs to be
considered as an utterance which can be an element of a discourse segment. NLP re-
searchers have proved that it is useful to aggregate tweets sharing some aspects into
a larger unit. While their studies have typically used structured non-textual features
such as timestamps, geotags and hashtags, this thesis will focus on finding linguistic
and nonlinguistic markers from unstructured text in tweets, with the existence of
discourse segments presupposed. In short, its purpose is not to classify individual

tweets, but to reconstruct discourse segments produced by Twitter users.

1.2.2 Retrieval of tweets without an explicit query term

The second goal of this thesis is to improve Twitter search. The current Twitter
search system retrieves tweets that contain a given query term explicitly. However, in
case when multiple tweets constitute a discourse segment on a topic, not every tweet
of the segment should contain the topic word in the full form. Consequently, there
can exist tweets that cannot be found by the current search engine even though they
are relevant to a given query. This would block attempts to collect diverse opinions in

Twitter. Discourse-segment-level search can be a solution to this problem, retrieving



all tweets in a discourse segment that matches the given query term.

1.3 STRUCTURE

The remaining part of this thesis is structured as follows. Chapter 2 explores previ-
ous studies on Twitter data in the field of NLP, focusing on those of them which are
related to the subject or methods of the thesis. Chapter 3 investigates major concepts
in centering theory for discourse segments and their compatibility with characteris-
tics of Twitter, an open social media with length limit. Chapter 4 describes a variety
of real examples of discourse segments from Korean Twitter data and proposes two
models to detect discourse segments consisting of multiple tweets. Chapter 5 applies
discourse segmentation to an information retrieval task, finding tweets that are only

implicitly relevant to a given query. Finally, Chapter 6 concludes this thesis.



2 Previous Work

2.1 GENERAL NLP STUDIES

Social media has become an important subject in NLP as a source of a training set

for various tasks (Feng et al., 2013) as well as a source of a main test set.

2.1.1 On social media data

Studies on social media include diverse tasks from the processing of noisy texts to
topic/event/item detection, to named entity recognition, and to sentiment analy-

sis.Most of these tasks answer one of the following three questions:

e How is it shown that something is being talked about?

e What is talked about?

o How is it talked about?

The fourth possible question, namely Which messages talk about it?, has attracted
little attention, partly because retrieval of short documents such as tweets seems a
trivial task, for which a query matching search is sufficient. In Chapters 4 and 5,

counterexamples observed in Korean Twitter data will be introduced.



2.1.2 Using discourse knowledge

Traditional computational discourse theories, such as centering theory and rhetorical
structure theory, have provided crucial insight into tasks including anaphora reso-
lutions. Recently, a series of Somasundaran’s works using transition states between
adjacent discourses (2007; 2008a; 2008b; 2009; 2009a; 2009b; 2010) contributed to
sentiment analysis. Discourse knowledge is useful for extracting information that is
not explicit lexically, but usually relies on a detailed annotation and a dependency
parser. These components are not readily available for Twitter data, where a vast
number of documents are being added every moment and most of them are too
noisy to be parsed automatically. The following section introduces various studies
that have attempted to overcome these difficulties and will be introduced in the

following section.

2.2 TASK-SPECIFIC STUDIES

2.2.1 Finding a proper unit for unstructured short texts

In general, pooling messages into a document or thread is a valid method for dealing
with diverse types of unstructured short texts such as emails, blogs, short text mes-
sages (SMS), and chats (Huang et al., 2011; Joty, 2013). It has been reported that
a tweet is too short to be a complete document and inappropriate for models using

co-occurrence of words; it has been proved that an LDA (Blei et al., 2003) topic



model for Twitter can be improved through aggregation of multiple tweets written
by the same user, published at the same moment, or sharing a hashtag (Weng et al.,
2010; Mehrotra et al., 2013). Topic detection on disasters also has benefited from
a tweet-pooling scheme based on location information and word distribution (Lee,
2012; Kumar et al., 2014). Even though these criteria for tweet aggregation were
useful for compiling documents of sufficient size to discover a topic, it is not guar-
anteed that all tweets pooled into the same document belong to the same topic,
because users are unlikely to devote their account to a single topic and can talk
about arbitrary topics even at the peak of popularity of a certain topic. Retrieval
of tweets for a given topic requires more coherent “documentness.” Thus, multiple
tweets need to be considered as serialized only if authors and readers recognize them
as forming a discourse segment, usually by aid of discourse markers which will be

discussed in the next subsection.

2.2.2 Discourse markers in Twitter data

2.2.2.1 Twitter-specific part-of-speech tagging

Twitter-specific discourse markers were first described by Gimpel et al. (2011). They
stipulated that environments for discourse markers include ‘continuation of a mes-
sage across multiple tweets. According to them, users indicate continuation across

their tweets by ‘(...)" and ‘>> As their task was a development of POS tags for



Twitter, they did not describe or utilize these markers further. This thesis raises a
question whether Twitter search can be improved using linguistic discourse markers

as well as Twitter-specific ones.

2.2.2.2 Linguistic markers

Linguistic discourse markers have been employed for Twitter data by Mukherjee and
Bhattacharyya (2012). The authors applied discourse markers from Wolf et al. (2004)
instead of a dependency parser, which is commonly used in discourse-based opinion
analysis (Somasundaran, 2010) and is not appropriate for unstructured tweets. Their
discourse features increased the accuracy of a polarity classifier with prerequisite
knowledge of the topic of each tweet, and captured discourse information within a
tweet rather than between two tweets. In contrast, this thesis aims at discovering
each tweet’s relevance to a given topic with the aid of discourse relations between
two tweets, under the assumption that we are aware of the topic of only tweets

containing the topic word.

2.2.3 Classification of tweets without an overt topic word

2.2.3.1 Item detection

Classification of tweets having none of the given topic words was attempted in an
item detection task using idf (inverse document frequency) features in SVM learning

by Cremonesi et al. (2013). While their study dealt with official and fan accounts of



a fixed list of movies and TV programs, the tweets for this thesis will be obtained

from personal personal account of users who can tweet about arbitrary topics.

2.2.4 Summary

The section above explores how social media such as Twitter has been dealt with in
NLP studies and which computational tasks benefit from using discourse knowledge.
The following issues have been found previously:

o multiple tweets can correspond to a single document and be pooled;

« discourse analysis can be facilitated by finding discourse markers;

o tweets can be relevant to a topic without containing the topic word explicitly.

They will be discussed in detail in the remained part of this thesis. Despite these

overlaps, this thesis includes two novel points:
¢ discourse markers will be used for detecting a discourse segment composed of
multiple tweets;
o detecting such segments will be shown to improve retrieval of tweets that do

not contain a query term explicitly but are relevant to the query term.

The following chapter will examine the theoretical background for capturing dis-

course segments among tweets.
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3 Centering Theory for Discourse Segment Detection

This thesis aims at building models for detecting tweets that constitute a discourse
segment based on assumptions, rules, and concepts of Centering Theory (Grosz et al.,
1995). This chapter will introduce the theory and investigate an applicability of its

postulates to Twitter data.

3.1 OVERVIEW

In Centering Theory, an utterance has centers, and is linked to other utterances
in the same discourse segment by its centers. A set of forward-looking centers is
assigned to each utterance; each non-initial utterance has a single backward-looking
center. Among the theory’s assumptions regarding the relationship between dis-
course coherence, inference load, and choice of a referring expression, the following

three in particular provide a proper account for topic behavior in consecutive tweets:

(1) Claims of centering Theory (Grosz et al., 1995, 210-211)
a. Each utterance has exactly one backward-looking center.

b. The forward-looking centers are partially ordered according to a number
of factors. Ranking of elements in the current utterance determines the
backward-looking center of its consecutive utterance.

11 4
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c¢. The backward-looking center for the current utterance is chosen from

the set of forward-looking centers of the immediate previous utterance.
In this sense the backward-looking center is strictly local. The backward-
looking center of the current utterance cannot be taken from other prior

sets of forward-looking centers.

Grosz et al. (1995) also defined three types (2) of transition relations between

consecutive utterances and stated a constraint (3) on the preference among these

types.

(2)

3)

Center transition types (Grosz et al., 1995, 210)

a. CONTINUATION: The backward-looking center of the current utterance

is the same to that of its following utterance, and this entity is the
most highly ranked element of the set of forward-looking centers of that

following utterance.

. RETAINING: The backward-looking center of the current utterance is the

same to that of its following utterance, but this entity is not the most
highly ranked element of the set of forward-looking centers of that fol-

lowing utterance.

. SHIFT: The backward-looking center of the current utterance is not the

same to that of its following utterance.

Rule 2 on Center Movement (Grosz et al., 1995, 215):
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Sequences of continuation are preferred over sequences of retaining; and se-

quences of retaining are to be preferred over sequences of shifting.

Following Brennan et al. (1987), some researchers subcategorize SHIFT into SMOOTH-
SHIFT and ROUGHT-SHIFT, but this distinction will be not used in this thesis. The

next subsection covers four issues of tweets based on these claims and rules.

3.2 MAJOR CONCEPTS USED IN THIS THESIS

3.2.1 Uniqueness of the backward-looking center

The uniqueness of the backward-looking center (1a) is reflected by the most salient
characteristic of Twitter data: a tweet is too short to contain multiple topics. Similar
to the sentiment consistency of a tweet assumed by Feng et al. (2013), the uniqueness
of a topic in a tweet is can be safely assumed.

In this thesis, it is not intended to identify the topic of each tweet. Instead, the
focus will fall on tweets that are retrieved or or considered to be relevant when a
search query is given in an information retrieval task. Such a query term is expected
to refer to a specific entity such as an event or an item e.g. World Cup, rather than
be a general term e.g. sports. Thus it is plausible that if a tweet is relevant to a query
term, then the query term refers to the topic of the tweet. According to the hypoth-
esis mentioned in the previous paragraph, a tweet and its topic will be considered

to correspond to an utterance and its backward-looking center respectively.
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3.2.2 Highest rank of zero pronouns as centers

Forward-looking centers of an utterance are ranked in partial order (1b). Among
them, the most highly ranked one is said to be the preferred center (Brennan et al.,
1987). Kameyama gave a linguistic hierarchy of nominal expressions to determinine

the preferred center:

(4) Nominal Expression Type Hierarchy (EXP ORDER) (Kameyama, 1998, 92):
Given a hierarchy [ZERO PRONOMINAL > PRONOUN > DEFINITE NP >
INDEFINITE NP], an entity realized by a higher-ranked expression type is

normally more salient in the input attentional state.

(5) EXP CENTER (Kameyama, 1998, 93):
An expression of the highest-ranked type in EXP ORDER normally realizes

the Center in the output attentional state.

Like Japanese (Walker et al., 1994, 1998), Korean has zero anaphora, so an expression
realized as a zero pronoun is most likely to be the preferred center. However, it is
extremely difficult for computers to distinguish whether an invisible form is a zero
pronoun or absent, especially in languages with relatively free word order. However,
Kameyama’s proposal shows at least a possibility for the reference of an expression
which is not overt in an utterance to be realized as the center of that utterance. This
possibility will be the basis of the task in Chapter 5, which attempts to find tweets

that are implicitly relevant to a given query.



15

3.2.3 Locality of coherence

Strict locality (1c) in the choice of the backward-looking center requires adjacency
between two utterances. Even though Roberts (1998), building upon the theories of
Heim (1982) and Kamp (1981), introduced a new definition of locality under the
observation that “utterance adjacency is not always necessary in anaphoric rela-
tions,” adjacency condition has been used until recent work (Karamanis et al., 2009;
Wei, 2014), not limited in centering theory (Redeker, 1990; Passonneau and Litman,

1997). In this thesis the term locality will also be used to refer to adjacency.

3.2.4 Preference of center continuation

Finally, the preference relation CONITUNUATION>>SHIFT (3) should be noted. Even
though continuation and shift are indicated by various cue phrases (Thanh et al.,
2004; Forbes and Miltsakaki, 2002; Hirschberg and Litman, 1993; Passonneau and
Litman, 1997; Grosz and Sidner, 1986; Fraser, 1999; Joty, 2013; Bestgen and Vonk,
1995, 2000; Bracewell et al., 2012; Grosz et al., 1995; Redeker, 1990), such phrases
are not only optional, but also more likely to be omitted in unstructured writing.
By assuming the preference of transition states, a default value can be assigned to
cases without an explicit marker. If there is no sufficient for any transition state, it

is natural to consider a center to be continued.
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3.3 SUMMARY

This chapter has investigated major concepts in centering theory and their com-
patibility with characteristics of Twitter, an open social media with a length limit.
Consequently, when assuming that a tweet and its topic correspond to an utterance
and its center, it is plausible to expect that consecutive tweets share a topic and
constitute a discourse segment. The following chapters will describe various aspects
of discourse segments observed in Korean Twitter and then explore features for a

model to detect discourse segments based on given query terms.

2] 8
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4 Tweet Serialization and Discourse Segmentation

4.1 TWEET SERIALIZATION

4.1.1 Phenomenon

When an author writes on a topic in multiple tweets,® readers generally recognize

that the tweets are “serialized” (Park and Shin, 2014).

Planned serialization: If an author intends to make a long document out of 140-
character blocks,* he or she usually indicates their cohesion with some markers
such as a number (see Example 8), an arrow, ‘(continued)’, a hashtag, a brack-

eted heading, or a reply to self.

Unplanned serialization: In the case that an author posts tweets one after an-
other off the top of his or her head, readers can perceive continuation mainly

because of short intervals between the tweets.

Between these two extremes, various types of tweet serialization are observed in

Korean data, as presented in (6-10):

(6) Conversation

3This tweeting style has provoked debates since at least 2008. See the following blog post:
Glenn Murray. November 10, 2008. Twitter Etiquette: Should One Message Span Multiple Tweets?
Divine Write (Blog). www.divinewrite.com.au/social-media/twitter-etiquette-should-one-
message-span-multiple-tweets

*Some Korean users sarcastically call such documents as a “saga” of tweets (Th3FES). Twitter
search results (twitter.com/search-home) for “T] 3} E 81" reveal various reactions to dozens of
tweets.
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(S R Ak ol gET Ao SFRT B 3ot 9%

a. @Qul: @ FUS% ol FH MEAUZY,; A5 A% 78 (Aug 03 2013

01:37:09)

@ul: Wow the neighborhood theater is packed; will Snowpiercer hit ten million?

. @Qu2: @Qul & doll 93} 3 A He & vt obwb A 53 B0l HEe

A REQ. A vhe] F%, (Aug 03 2013 01:44:49)
@u2: @ul My parents and my boss are all gonna watch, and they watch only

one film a year. This is the measure for ten million.

Comment after retweet®

. RT Qu: 259 W, “274919) Bl £A ] 4 447 oJulo] F5 3t 2

< HEE 22 AduUh 24 A (A2l AAN FA A HAA Lt Ve Ess
o] ofj2e A 22 Zolx — B Y (Aug 13 2013 14:16:58)
RT @u: Today’s quote. “It is stupid to concentrate on symbolic meaning in
Wang Kar Wai’s Happy Together. That would be like trying to find political

messages and signs in Snowpiercer” — Jung Sung-I1

AN =87 (Aug 13 2013 14:17:11)

Master Jung’s sarcasm........

Intentional serialization

o

oft
o |

ARG 223 22, B Uy 27HA ojd A A w2 FHA

fo
rlr

28], o)A B g5 e IEHolgpr| ok o= wfe U
G 3p gl= =7, (Aug 02 2013 16:53:47)

(1) Watched Snowpiercer. It was more interesting than I thought. It felt more

SFrom now on, all tweets in the same example are written by the same user.
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(9)

(10)

19

like black comedy than SF. On another note, I was surprised by several oddities,
making the film feel more like a Korean film with foreign actors in it rather than
Director Bong’s Hollywood debut.

b, (2) Sl 74A Qo] A 0 Q) ABele LAE SYEd.. AL (Do)
Wel ofo| S £A)) 2 3B ThA) B mAolgi ok sl 18l T

B2 Zkl A W AZ7EA] o] 2= oA o], L

e
fu
e
of¥
1o
&
i
2
o
o
)

)

Y
fu

A=, (Aug 02 2013 16:58:17)

(2) In many ways the film was “nineties”... like watching The City of Lost Chil-
dren all over again... and the trip from the tail-car to the first car, though I
expected some kind of level-up for each car,

c. (3) 2ol ool A= 2 AIAZ AN §714 AA (5Bo oo A= T
=97} oheh U T 28 AEAQ AA o)L, 2k AREL of
lolH ZAE w3t 179 ZThelok Y| 114 ) AA o] B Folus
7. (Aug 02 2013 16:59:57)

(3) the world connected car to car was not an organic world (a sideways pyra-
mid?) but worlds too separate car by car, and the front-car people were so lifeless

that I was surprised. The scale of the “charge” after 17 years felt shrunken.
On-the-spot correction
a. AHAE 3745 AAAY 3417 (Aug 05 2013 13:53:47)

Is Curtis the epitome of Director Bong’s sinserity
b. A4 Adhdo} (Aug 05 2013 13:53:57)

Sincerity, shit

Free-style addition
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a. A= GAE T U5 (Aug 05 2013 12:28:47)
I watched Snowpiercer
b, A AFL 4309 A A7) (Aug 05 2013 12:36:50)

Wasn’t bad lol I give it three stars

Discourse types found among serialized tweets are classified with respect to the

number of participants:

Dialogue: Two or more users exchange tweets in reply to each other (Example 6);

Quotation: One user quotes other’s tweet and adds one’s own comment in the next

tweet (Example 7);

Monologue: One user continues to talk in successive tweets (Examples 8-10).

Among these three types, monologues and quotations will be the main subject of

this study for the following reasons:

i) There is more need for developing detection methods for them in Twitter. Dia-
logues can be identified immediately and automatically because each tweet has
a parameter in_reply_to_status_id, whose value is what the tweet is in reply
t0.5 On the other hand, monologues and quotations do not have such a direct
link so it is challenging to recognize such types in the timeline the way users

do.

Sdev.twitter.com/docs/api/1.1/post/statuses/update


dev.twitter.com/docs/api/1.1/post/statuses/update
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ii) They are recognized more clearly when tweets in a dialogue tweets are sepa-
rated.” Within a user’s tweet stream, a tweet in reply to another may intervene
between two tweets in the same monologue as the user can receive a mention
and give an answer while writing a series of tweets, without loss of coherence
of the series. If the intervening one is removed, continuity of the tweets in a

monologue or quotation can be preserved.

4.1.2 Constraints

Given a tweet, it is ineffective and inefficient to search the whole Twitter data for
other tweets which are serialized with it. The scope of candidates can be narrowed
down by proper constraints. Such constraints will be convenient to verify if they are

based on parameters of each tweet.

4.1.2.1 Awuthorship

Each tweet has a parameter user and its subparameter user_id, whose value is
the Twitter user identifier of its author.® For monologues and quotations, where the
value of the parameter in_reply_to_status_id is NULL, tweets are considered as

serialized only if they were published consecutively by the same user.

In Twitter, the default profile page of each user (twitter.com/<screen_name>) all user’s tweets
except for replies. Tweets in reply to other users appear on an additional page (twitter.com/
<screen_name>/with_replies).

8dev.twitter.com/docs/api/1.1/get/users/lookup
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4.1.2.2 Temporal proximity

As discussed in subsection 3.2.3, judging coherence of two consecutive tweets will be
meaningful only if they meet locality condition. For locality to be compatible with
tweet serialization, it should be defined not only as adjacency (Redeker, 1990; Grosz
et al., 1995; Passonneau and Litman, 1997; Roberts, 1998; Karamanis et al., 2009;
Wei, 2014), but also as temporal proximity, because one’s yesterday’s last tweet and
today’s first tweet are unlikely to be serialized. Since each tweet has a timestamp
as a value of the created_at parameter,’ time interval between two tweets can be
calculated automatically. After calculation it is necessary to determine how to scale

the value and how to specify its direction.

Scalability: real-valued vs. boolean-valued

The degree to which two consecutive tweets are related to each other will be predicted
by using their temporal proximity, which will be measured as a function of their time
difference. That function can be chosen to be a continuous monotonic one (such as
linear, logarithmic, and so on) or a discrete finite-valued one (such as boolean).
In this thesis, both pairwise relatedness and temporal proximity will be treated as

binary-valued so that

i) annotators will label each tweet with “relevant (to a given query)” or “irrele-

vant,” and

9dev.twitter.com/docs/entities
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ii) two tweets will be considered to satisfy a temporal proximity condition if they
are consecutive, belong to the same author and their interval is smaller than

some threshold value.

Setting a proper threshold level of time difference will be discussed in section 4.2.

Direction: two-way vs. one-way

In this subsection temporal proximity has only been defined as a property of a pair of
tweets, calculated from its time interval. Instead, it can be considered as a property of
a single tweet and its direction. Since tweets are strictly ordered by timestamp, each
tweet has two adjacent tweets—one precedes it and the other follows it, so temporal
proximity is divided into two kinds—backward and forward. This distinction will be
useful if similar values of time difference should be interpreted differently according
to direction. In the next section, two models will be proposed with two different

functions defining temporal proximity:

i) a function of time difference of each pair of tweets (See 4.2.1.1 Strict serializa-

tion), and

ii) a function of directional time difference of each tweet (See 4.2.1.2 Serialization

Plus Discourse Segmentation).
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4.2 DISCOURSE SEGMENTATION OF SERIALIZED TWEETS

4.2.1 Two strategies for discourse segments detection

4.2.1.1 Strict serialization

The first model proposed in this paper is called Strict serialization (SS). In this
single-stage model, which was earlier introduced in Park and Shin (2014), tweets
are essentially individual documents. Two consecutive tweets are considered to be
serialized only if there is firm evidence of continuation. Such evidence includes the

following;:

Immediacy: Continuation between two tweets is indicated by a very short interval.

A threshold level for “shortness” is set as the following two values:

i) a constant value of 30 or 60 seconds and

ii) a user-specific threshold at the 5% or 15% quantile reflecting individual

tweeting styles.

Continuation markers: When a topic is maintained over several utterances—
tweets, users can type a discourse marker as naturally as they speak or write
it. Moreover, active authors use some web-specific expressions to inform their
readers that the current tweet is continued from the previous one or will be
continued in the next one. Types and examples of continuation markers will

be specified in subsection 4.3.2.
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Reply: A tweet is considered to be serialized with its replies.

There seem to be few tweets that satisfy any of these conditions, but once a tweet
satisfies it, then the tweet is highly likely to be serialized. Therefore, the SS model

is expected to have high precision but low recall.

4.2.1.2 Serialization Plus Discourse Segmentation

The Serialization Plus Discourse Segmentation (SPDS) model, which is a double-
stage one, considers two consecutive tweets to be serialized as far as they are not too
distant. It can find more serialized tweets and hence achieve a higher recall rate than
that of the SS model. However, to increase recall without a fatal loss of precision,
the SPDS model should further find discourse segments that are coherent enough.
Coherence cannot be assured by temporal proximity alone, because in Twitter there
is little limit on topics and users move from one topic to another more freely than in
other speech or writing situations. In order to establish a more coherent discourse
segment, in its second stage the SPDS model cuts the serialized tweets into discourse
segments if there is possible evidence of topic shift. The most reliable evidence for
topic shift is the presence of a new topic word, but it is exceedingly difficult to check
it without a list of possible topics. Instead, shift markers that signal a change in
topic will be investigated.

The requirement for temporal proximity in the SS model is relaxed in the SPDS

model because of the preference of center continuation discussed in the subsection
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3.2.4, as well as classical principles cited in the study of Bestgen (1998) such as
‘given-new contract theory’ (Clark and Haviland, 1977), ‘nextness principle’ (Ochs,
1979), and ‘principle of continuity’ (Segal et al., 1991, 32). The threshold value for
proximity will be defined as the median, or 50% quantile (cf. 5-15% in the SS model)

of all time differences between immediate pairs of tweets from the same user.

Direction of temporal proximity is also a matter to consider. In the SPDS model,
temporal proximity will be only forward, measured on tweets which follow the one
that contains an initial topic word, according to the claim (12) that centers of the
current utterance determine that of the next utterance. A series of tweets in (11)
is an example where backward proximity with a previous tweet fails. Even though
the interval between the tweet (11le) and its preceding tweet (1le) is as short as
41 seconds, they do not constitute the same discourse segment because (1la—d)
are tweets about the film Oldmen Never Die!® while (11e—f) are about the film
Snowpiercer'!. This thesis will claim that this shift is indicated with a discourse

marker such as ‘RT’ in (11e), which will be discussed in the next subsection.

K

(1) & FA gob AU F44% Bo YD £7EF B Yol A 44
Sok Foleh Atk AR A oS vleis BulE BAAA A

ke olobr). TETAY SYAAT AFAA BF noj=o] FALS

gz wEUch A8, (Aug 02 2013 07:36:10)

10yyw. imdb. com/title/tt3086950
Nygww. imdb. com/title/tt1706620


www.imdb.com/title/tt3086950
www.imdb.com/title/tt1706620
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Did Oldmen Never Die. A grandson working his ass off for 4 years under
his reactionary grandfather for his fortune, and finally trying to get him
a girl to induce coition death. Sounds like a comedy but it follows the

traditional film noir formula. Dark.

Z5 Yt (Aug 02 2013 07:38:19)

The genre formula is pretty blatant and the characters are stereotypical,
so the ending is predictable, but towards the end it is tiring to watch
decent people throw themselves into that trap. I would have liked it

better if it were shorter.

o] Ho} i £. 2 AFANN FTEE op A A9} o gl ok
M E B = A, (Aug 02 2013 07:42:30)

The makers of the film seem to be most sympathetic towards the father
character that appears for a short while. They are regarding the reac-
tionary grandfather-generation and the listless youths from that point of

view.

#7719 AR JeE deus E4esl FEZ L. (Aug 02 2013
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07:43:27)

Han Eunbi, who was cast as the woman in the middle, has a nice voice.

—

CRT @u: HF9% 28 f9ol8. £43 oA & ohd A gopg,

o

oA A7V EAE F 2= A okt EelE o 7Y
L3 A=l Byt (Aug 02 2013 07:44:08)
@u8: RT @u: I read the review of Snowpiercer. I can’t really agree. |
think the audience wants an evenness of quality from Director Bong, not

self-replication.

. AEEle] YA 2. (Aug 02 2013 07:45:31)

“Evenness of quality.” Ugh.

4.2.2 Discourse markers in tweets

Since social media is motivated by sharing information, authors are likely to use some

discourse markers to help their reader understand their tweets, even while writing

in a short, informal and unstructured style. According to Dascalu (2014), discourse

markers indicating cohesion or coherence, even though not a necessary condition for

comprehension (Sanders and Noordmand, 2000), improve understanding of readers

(Degand and Sanders, 2002). In this subsection, discourse markers observed in Twit-

ter data will be classified by source (into Web-specific & linguistic markers) and by

function (into continuation & shift markers).
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Continuation markers
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Authors who serialize multiple tweets intentionally often mark their tweets with

“(cont.)” (A% kyeysok in Korean), “>>” or numbers, exemplified in Figures 4.1,

4.2, and 4.3 respectively. Besides “>>” reported by Gimpel et al. (2011), “(cont.)”

and numbers have been observed in Korean data.

=m w g [ e gE—— g

a9 28 AA B 20l &L O AR & of2t

129 20
2 817] S8t

AEYOIY BT 2 AU B WETHS 40| HO| Yo, Uzte
GR2PACH FE HAHY AT YRS O 0|8 AU
=5

mx|7

m e s

129 20

= ol B2 HHY Y20 M YEML R 7 O 25| T2 A
UL Y20 22| Eo| ALEHM 2 F2 Y20M HY /R

off 28t 2417t 44 B

ma|7

HUUSE 5 & HO oraaﬂu . of2tE i AR, 227)

Figure 4.1: Continuation marker: “(continued)”

W @yo
n 23 e 93980l o 38 Y VEAE RUD, 9 I 404

9 Ju

9 Ra0f| tHaHA Ot | OF 20]-S ZHH R0 THEE 122 22| 9
SO(Z2E A F 2 42stE 2 20| = 3| o) BEH L2 Hes 9

237|190 148 22 Qo ct.

® \iiew conversation

™ ayo
ﬂ S0l U\ 227t QUCtEL HFD B
EHAHEAYEY I AT, 22|10 5
Esiste

9 Ju

252 F2 @832, 0|

e =
EEHJ

%45p7| = 8t2 s'ﬁwiz E9i3ts 70| 28 LIt XF
oot ghgH 0 2 425/

® \iew conversation

Figure 4.2: Continuation marker: arrows
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L L
N2 02012 %02 Oy 2 Yoj 20{8 LARYO| $RI0) 0|0 2
F2UsCt 2HE =o| FO|E 28T} 5142 = SAFO| HCL Y
YT H30| B A2 27| 2 (AT 250} 40| Y48 Eapo
4 817191012k 2ot s ;;

m A8 2740 Y2 PDIF 1% SBS Cai0} | ¥ HE3Hs ofap
abedoy s Mo WA BT U0 2.2 Of2f M 5T Of 2|y
%, 33 Q18I HEa W98 | RUC AYEO] Chgt of5)

;

Figure 4.3: Continuation marker: numbers

Shift markers

RETWEETS A retweet, henceforth RT, can be counted as an initiation of a new
discourse segment. Since tweeting is far from structured writing, it is not to be
expected that users will quote others’ material to support their argument in the
middle of writing. Once an RT occurs in a user’s stream, this RT poses a new topic
rather than continues its predecessor’s, and its successor is likely to be a comment
on the retweeted one. In Example (12), a topic-initiating RT (a,c,e) and the user’s

own comment (b,d,f) to it alternate.

(12) a. RT Qul: (A2 B53 A4 2d0] 9L T 23 Hadyn

rr

dd A7 Bl AL 7] wwel =

RT @Qu: Luke Pasqualino, who appears as Snowpiercer’s silent warrior
Gray, had next to no action-film experience, and so joined the producing
[ 1] = —3
o -"EH.-\| 'I:' ]_]| 'h_-l-l' ]]._

I

e
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team early in order to meet Director Bong’s action standards, practicing

in a corner of the set every day.

L EFr2RdE F39 ASAF (Aug 09 2013 05:14:34)

The last inheritor of Nanto Seiken.

CRT Qu: & B2EAAT 2wl 2awe) A40)2s sn3 st
AUt} (Aug 09 2013 05:14:56)

RT @u2: As I always say, before you bash something, do a routine search

first.

L Hadgte] AAE AL ol AL <k Atk (Aug 09 2013 05:15:12)
Can’t be bothered to do even a routine search, so I don’t bash anything.
CRT u3: §937 27] 220] B2 A A= A AF8A T ol E
Fo]2] Sl e A QS BaF detd A H S FAFAE EAR 200
A =dUth Q5 RopA doolH = (%) A7) SHF ofoldo =
Hkol Q. (Aug 09 2013 05:20:02)

RT @Qu3: Thank-you festival for the early sellout of the Ubig cup! Register
your cup, connect to the event page and leave your ID, we will give you
200 candies. Buy wallpaper by collecting registrations (lol) Accepting

ideas for the next giveaway

. ShAbEFo] o] WA W A AL Th (Aug 09 2013 05:20:17)

Thanks for the 200 candies nom nom
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URLS Like RTs, URLs included in a tweet can also function as an initiator by

introducing an external Web page.

4.2.2.2 Linguistic markers
Continuation markers

CONJUNCTIONS Linguistic discourse markers can be useful for capturing topic
continuation or shift across tweets. First, it has been widely noted that conjunctions
such as and connect two utterances in discourse (Grosz and Sidner, 1986; Fraser,
1999). For tweets written in Korean, the list of conjunctions from Kang (1999),

shown in Table 4.1, will be used.

Reasoning azleg, a8y, 2847zt styzh Y7k ', mEbA,
A, e, 29 &, 3 5, 287 d el
(because, so, therefore, thus, hence)

Conditional a8y, 23 W, 22 AE, Jeobyl, 28 A
(then, as long as, in case, under the condition)
Coordinate 1)1, &, L}, 1% ojje}, 18wk ofu g}

(and, nor, not only .. but also, as well as)

Adversative g AR sHA e Sy, 2 28 shy, 28 skE, 1™
A=, 28994, 28AAF, 2%, 2HNE, 2¥h
A Y=
(but, yet, however, still, by contrast)

Discourse a38d), 24|, 3y, 3d|, 3+A
(meanwhile, anyway, by the way)

Table 4.1: Korean conjunctions (Kang, 1999)

REFERENTIAL EXPRESSION Second, referential expressions such as pronouns

serve as indicators of local coherence (Grosz et al., 1995). For tweets written in
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Korean, the list from the same book of Kang (1999), shown in Table 4.2, will be

consulted.

Demonstratives °| 72, 27, A4, 87, =4, 14, °], 1, A, 8, &, A7,

Pro-verbs

7], 27

(this, that, it, here, there)
S, a2 s
(be so, do so)

Table 4.2: Korean referential expressions (Kang, 1999)

Shift markers

INTERJECTIONS In examples (13-14), authors’ attention is shifted from Snow-

piercer to other subjects. Readers of (13) may already detect this change in (b) before

seeing the new topic word podcast in (c) because of ah. This usage of interjections

as a turn initiator or topic change indicator has been studied widely in previous

literature (Bestgen, 1998; Montes, 1999; Norrick, 2009).

(13)

a. 9 QA Qojufof Ghrk. AFAR A2t o W Apokx] O<-< (Aug 04

2013 15:32:22)

I need to wake up early tomorrow morning... I should stop thinking about

Snowpiercer and sleep O<-<

b. o 9t} (Aug 04 2013 15:33:39)

Ah wait
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o

c. o7t AP HE FEVE ANEE Ed FE& AZNA FHE o) A
=34 AA Eud Eesdl AAZs A 178 1007HA]
AretE] Ewsi A o (Aug 04 2013 15:34:43)

I was listening to critic Shin Hyungchul’s podcast just now and he said
if you read their book of the month and write them a review they’ll pick

one person to give the entire Munhakdongne classics series from Book 1

to 100

For tweets written in Korean, the expressions listed in Table 4.3 were collected from

crawled data (section 5.2) and will be considered as interjections.

Expression Tweets

o} a 126
Lo 47
g hel 34
o}u] ani 29
< um 26
S ukh 23
H mwe 19
2 hwu 16
& hek 13
o as 11
oF ya 10
A Y Aa 2
2 2 hwuwu 2
S u 1
S8 yum 1
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TEMPORAL ADVERBS Another linguistic marker to determine discourse segmen-
tation is a class of temporal adverbs such as now in (14b). Temporal expressions have
been subcategorized under cue phrases for discourse segments (Grosz and Sidner,
1986; Passonneau and Litman, 1997) and have been proved to signal a thematic shift

(Bestgen and Vonk, 2000).

(14) a. ot 71EH 0 3 Y= F3= & Hofe il A= GAE Hroks il wpx] 2t
AFEF 5 Hoks =1)...... (Aug 03 2013 13:35:55)
Ah I need to watch that film with the space behind the pillar and Snow-

piercer and The Last Quartet......

c
o

At 2= ebs F3}}t B2}, (Aug 03 2013 13:36:08)

Now I'll watch today’s EBS movie..

c. 55 AdFo ebsollA 182 F s FH =0 FH T S5 (Aug 03 2013
13:40:30)

sob sob I missed last week’s EBS showing of Army of Shadows sob sob

For tweets written in Korean, the expressions listed in Table 4.4 were collected

from the crawled data (section 5.2) and will be regarded as temporal adverbs.
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Expression Tweets
A= cikum  in the present 36
RSR= yocum nowadays 27
o] A icey now 21
Ao} iltan for the moment 20
o} 7k akka a while ago 12
QFo & aphulo in the future 5

Table 4.4: Temporal adverbs used in this thesis; based on 8,543 tweets

4.2.3 Algorithm of the SDPS model

Summarizing the discussion in the preceding subsections, the SPDS model is based
on the following four hypotheses for the information retrieval task in the following

chapter:

1. Given a set of query terms, the first tweet that contains any of them is an

initial utterance of a discourse segment relevant to the query.

2. If the initial utterance has a succeeding one, the center of the former occurs

most naturally as the preferred center of the latter.

3. If the successive utterance is continued, either a null anaphor or a pronoun is

preferred to a full form as a topic word.

4. If a shift marker (one of RTs, URLs, interjections, or temporal adverbs) oc-
curs in an utterance, an existing discourse segment finishes at its preceding

utterance and a new discourse segment begins with this utterance.
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The third hypothesis implies the existence of implicitly relevant tweets, which contain

no query term but are relevant to the query. Algorithm 1 derives rules for the SPDS

model.
Data:
e Q: set of (expanded) query terms
o T ={ti,t2,- - ,tm}: a user's tweet stream except replies
e 0 =medg=1,2,..,m—1time.diff(tx,tx+1): threshold of time difference between
immediate tweets
o To ={tiy,tis, -+ ,ti.}: a user's non-reply tweets containing any query term ¢ in
Q;
set of tweets explicitly relevant to @
e AH: any interjection
e NOW: any temporal adverb
Result:

S : set of discourse segments relevant to @

U s—Tg : set of tweets implicitly relevant to @

seS
begin
S=9
for j=1,2,---,r do
S = {tij}
for k=1,2,--- ,ipy1 — 1 — 1 do
if time.diff(tij+k_1,tij+k) < 0 then
if (tij+k S RT)
or (ti;+x contains URL)
or (tij+k begins with AH)
or (t¢_7.+k begins with NOW) then
S=Su{s}
go to the next j
else
\ s=sU {tijJrk;}
end
else
S=SuU{s}
go to next j;
end
end
S=SuU{s}
end
end

Algorithm 1: Tweet serialization and discourse segmentation with respect to a
given query set
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5 Retrieval of Implicitly Relevant Tweets

5.1 OVERVIEW: CURRENT SEARCH SYSTEM IN TWITTER

A need for Twitter search appears to be obvious, but it is not intrinsic. When the
founders of Twitter defined their service as sharing what people were doing in real
time with friends,'? it was expected that users normally read what occurred in their

“curated timeline”13:14

and rarely explored beyond it. They would be motivated to
search by curiosity, and when searching they would be less interested in what was
being said by users that they followed, but about what has been said by arbitrary

users on topics that they were probing into. The latter has become extensive enough

to browse as the number of Twitter users has increased.

Nowadays, Twitter search is steadily growing, and is extensively used not only by

experts in limited fields, but also for ordinary users.'®!'¢ The search range has been

12 Jack Dorsey. September 25, 2007. Tracking Twitter. The Official Twitter Blog. blog.twitter.
com/2007/tracking-twitter

13Biz Stone. April 3, 2009. The Discovery Engine Is Coming. The Official Twitter Blog. blog.
twitter.com/2009/discovery-engine-coming

14Biz Stone. April 30, 2009. Twitter Search for Everyone! The Official Twitter Blog. blog.
twitter.com/2009/twitter-search-everyone.

15Biz Stone. November 14, 2006. Six More Twitter Updates! The Official Twitter Blog. blog.
twitter.com/2006/six-more-twitter-updates

'$Biz Stone. July 15, 2008. Finding A Perfect Match. The Official Twitter Blog. blog.twitter.
com/2008/finding-perfect-match.

39 !
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17,18,19,20 photos and videos,?! old

extended in diverse ways, including user accounts,
tweets as well as recent ones,?? related query suggestions®® (Mishne et al., 2013), and
yet each entity can be found only if it explicitly contains a query term somewhere.

Considering the length limit of Twitter, one can expect that the full form of a

topic word may be invisible in some tweets, in one of the following ways:

Reduction Topic words can be shortened or abbreviated.

Expansion Topic words can appear on an external web page linked by a URL,

which can back up a short tweet (Chu et al., 2012).

Serialization Topic words can be mentioned in a preceding tweet, because some
users prefer to complete their messages even though they need multiple tweets

to do that (Park and Shin, 2014).

Such tweets cannot be found by a query-matching method. Since Twitter is mainly
considered to be a source of various opinions rather than accurate and reliable knowl-

edge, missing these kinds of tweets can fail to meet the needs of search.

'"Biz Stone. August 22, 2007. Searching Twitter. The Official Twitter Blog. blog.twitter.com/
2007/searching-twitter

18Biz Stone. December 23, 2008. Finding Nemo—Or, Name Search is Back! The Official Twitter
Blog. blog.twitter.com/2008/finding-nemo’E2/80%940or-name-search-back

9 Twitter. April 4, 2011. Discover new accounts and search like a pro. The Official Twitter Blog.
blog.twitter.com/2011/discover-new-accounts-and-search-pro

20Esteban Kozak. November 19, 2013. New ways to search on Twitter. The Official Twitter Blog.
blog.twitter.com/2013/new-ways-to-search-on-twitter

21Tjan Wang. November 15, 2012. Search for a new perspective. The Official Twitter Blog.
blog.twitter.com/2012/search-for-a-new-perspective

22Paul Burstein. February 7, 2013. Older Tweets in search results. The Official Twitter Blog.
blog.twitter.com/2013/now-showing-older-tweets-in-search-results

ZFrost Li. July 6, 2012. Simpler Search. The Official Twitter Blog. blog.twitter.com/2011/
discover-new-accounts—-and-search-pro


blog.twitter.com/2007/searching-twitter
blog.twitter.com/2007/searching-twitter
blog.twitter.com/2008/finding-nemo%E2%80%94or-name-search-back
blog.twitter.com/2011/discover-new-accounts-and-search-pro
blog.twitter.com/2013/new-ways-to-search-on-twitter
blog.twitter.com/2012/search-for-a-new-perspective
blog.twitter.com/2013/now-showing-older-tweets-in-search-results
blog.twitter.com/2011/discover-new-accounts-and-search-pro
blog.twitter.com/2011/discover-new-accounts-and-search-pro
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Even though it is possible for humans to reconstruct the topic word of such
tweets under whichever cases, teaching it to machines requires different solutions.
In case of reduction, a shortened topic word can be recovered using a dictionary
or a set of rules built automatically or manually. Relevance feedback will also work
because a substantial number of users search by both a full form and a reduced one.
Regarding expansion, linked pages are accessible and thus searchable. In these two
cases, a single tweet corresponds to a single document. This study will focus on the

third case, where more than two tweets are interpreted as a single document.

5.2 DATA

5.2.1 Description

173,271 tweets were crawled from 105 Korean users from July 27 to September
26 2013 via Twitter REST API?**. Among these, 8,543 tweets written by 17 users
who mentioned the word (Selkwukyeylcha =& 2} (snowpiercer) most frequently
were selected as the test set.; the period was restricted from August 1 to 15 which
was when the word was most mentioned. Three annotators labeled each tweet with
relevance to the movie. The annotators were Twitter users already following most of

the 17 accounts in the test set, so they were aware of the context of most tweets.?>

?dev.twitter.com/docs/api/1.1

25For example, there was a tweet saying I need to watch that film soon, if just for those two
people’s tweets about it in the data set, whose author did not specify the antecedents. Since the
annotators knew what that film was and who two people were, they could judge the tweet’s relevance
to Snowpiercer.


dev.twitter.com/docs/api/1.1
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Inter-annotator agreement was evaluated by using Fleiss’s kappa statistic (Fleiss,
1971), which equaled x = 0.749 (p = 0). Each tweet was considered relevant if two or
more of the annotators agreed. Table 5.1 shows the annotation results. Since there
are a greater number of implicitly relevant tweets than explicitly relevant tweets,
the necessity of searching for tweets that do not have a query term is confirmed.
Furthermore, by observing that Snowpiercer covers only 380 tweets out of 8,543
tweets even on peak of its popularity, we induce it is less appropriate for retrieval
to pool all tweets under the same authorship or time span into a single document,

which would give an accuracy of 380/8,543=4.45% for the query term snowpiercer.

Related Not related Total

Explicit 173 15 188
Not explicit 207 8,148 8,355
Total 380 8,163 8,543

Table 5.1: Annotation

From the test data, two types of tweets are excluded: replies (to concentrate on
monologues and quotations), and those already containing the word snowpiercer (to
single out what a query-matching system cannot find). Thus, the final test data has
130 tweets out of 6,209 non-dialogue tweets that are implicitly relevant to Snow-
piercer. The goal of this experiment is to find these 130 tweets as accurately and

exhaustively as possible.
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5.3 BASELINES

In all baselines and proposed models, all tweets, which originally constitute a single

timeline, are listed chronologically and split by authors, as shown in 5.1. A black

star (J) denotes explicitly relevant tweets, which are not counted as elements of the

test set.
A B A A A ABABA BAB A A
Timeline LG I = Nl L
A A 1A A A A A A A
R t th ti t tatits tﬁ gty
User A’s T io_nj. ndh. - num.
e ~ ?"0 '\/-'%
oy, 2, W0 Q
L A

User B’s 5‘_,- ﬁ\__,ﬁm
7t i35 tg tHg e

Figure 5.1: Original timeline and its author-decomposition

5.3.1 Query matching model

The Query Matching model, like the current Twitter search, retrieves a tweet only
if it contains the query term snowpiercer. Since only tweets that do not contain
snowpiercer remains in the test set, there are no tweets matching it. The set of
relevant tweets being empty, relevance rank is randomly assigned to each of the

6,209 non-relevant tweets.

In Figures 5.2-5.7, each square (M or [J) denotes a tweet that does not contain

the word Snowpiecer. A black square (H) refers to a retrieved tweet.
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A A 4A A A A A A A
User A’s N A W

User B’s o %—‘% %ﬁD =
1?g th t tB BB

1 2 3t4

Figure 5.2: Query Matching Model

5.3.2 Tf-idf Weighting model

One may predict that a tweet is likely to be relevant to Snowpiercer if it shows a sim-
ilar word distribution to some explicitly relevant tweets. To calculate the semantic
similarity between two documents, each document is represented as a vector. Each
component of this document-vector corresponds to a term, describes importance of
the term in the document, and is weighted by the tf-idf (term frequency x inverse
document frequency) score (Sparck Jones, 1972; Salton and Buckley, 1988). As for-
mulated in (15), the term frequency function of a given term and a given document
measures how frequently the term occurs in the document and the inverse document
frequency function of a given term shows how many documents contain the term.
The tf-idf score is the highest if the term occurs frequently only in a single document.
If a term, like the in English, is used in the majority of documents, it is not little

informative, which is reflected in its idf score approaching zero.
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(15) Term Frequency and Inverse Document Frequency functions

tf(term, document) := the number of tokens of the term in the document

]d e = lo II]beI Of all (1() ments 1n th

The tf-idf score is measured for each term from the whole corpus so that all
document-vectors have the same dimension.?® Before building the list of all terms,
all punctuation markers and user-mention markers (@username) were removed, but
stopwords were retained. Moreover, for a higher tf score in a longer document to be
dampened, all vectors were normalized to the same length. After these processes,
the semantic similarity between two tweets was measured as the cosine similarity

between two vectors, which is defined in (16):

(16) Cosine Similarity between Two Vectors

t1,t2: two tf-idf-weighted length-normalized tweet-vectors

t! = (tfidf}, tfidfy, - tfidf}) ;5 ¢ =1
t2 = (tfidf}, tfidf3, - tfidf2) 5 |¢2] =1
t! - #2: inner product of t' and ¢
€os.sim (tl t2) = -t =¢l.2 = i (tf idf! x tf idf?)
' ’ ] [¢2] S

=1

268ince a document contains only a small part of all possible terms, most elements of its vector
have a value of 0.
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Relevance of each tweet t in the test set was defined as the maximum of its

cosine-similarities with all snowpiercer-containing tweets t, € Tp:

relevanceyg iqs(t) := tnéaTx cos.sim(t,t,).
a<4Q

This model retrieves tweets in order of the relevance score.

5.4 PROPOSED MODELS

5.4.1 Strict serialization Model

The SS model retrieves a tweet if and only if the tweet is serialized with any tweet
that contains snowpiercer, as defined in the subsection 4.3.1.1. Temporal proximity
(with threshold level at 30 seconds, 60 seconds, user-specific 5% quantiles, and user-

specific 15% quantiles), reply relation, Twitter-specific and continuation markers will

be used as features.

A A 4A A A A A A A LA
User A’s tEl tagti % tf.“t.é‘t){. éi' % tlEO

1]

User B’s = ﬁ %ﬁ.:.
t’g s t tB BB

1 3t4

Figure 5.3: Strict serialization Model: Time feature
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A A LA A A A A A A LA
: P N A
User A’s = 1 EHERE v S &
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1‘@ ~ o, Sy
. ) "%_ &
R — . o
User B's tg th tg_t% t \TgtuB
i 2 3l 5te U7

t o 4 t3 t& g t ot
User A’s = £k - S d— B
| ol R
1‘@ ~ o, ~y
22, | ? 2 &
’ ) ) e
User B’s * 3 kX573
tl t2 t3 t4 t5 6 t7

Figure 5.5: Strict serialization Model: Reply Relation feature

5.4.2 Serialization Plus Discourse Segmentation Model

5.4.2.1 First stage: Serialization pnly

The SPDS model identifies serialization as discourse segmentation and uses only a
temporal proximity feature (with threshold level at user-specific 15% quantiles). In
the data set user-specific time thresholds have a minimum of 90, a maximum of

1,060, a median of 208, and a mean of 307 seconds.

5.4.2.2 Second stage: Discourse segmentation

Tweets serialized in the first stage are segmented based on some or all of the shift

markers.

RT. A tweet is regarded as a segment initiator only if it is an RT.
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URL. A tweet is regarded as a segment initiator only if it contains a URL.

AH. A tweet is regarded as a segment initiator only if its text begins with an
interjection from Table 4.3.
NOW. A tweet is regarded as a segment initiator only if the first five words of its

text include a temporal adverb from Table 4.4.

All. A tweet is regarded as a segment initiator if any of the above four conditions

are met.
TR N
User A’s = =E = S ‘i'/—%H
- AN 5
J‘@ ~ ) ~y
ﬂJJ)_“ ? «oﬁ &,QQ,

User B’s E—J_ %—‘% — %lﬁl
th B tos T abD

1

Figure 5.6: Serialization Plus Discourse Segmentation Model: Serialization Only;

monologues only

User A’s

User B’s F— %—‘% — %E
th B ot T abD

Figure 5.7: Serialization Plus Discourse Segmentation Model: Discourse Marker fea-

ture; monologues only
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5.5 EVALUATION
5.5.1 Measures

First, the TF-IDF Weighting model is evaluated by average precision (AP).

(17) Average Precision:

k
APQKk%(m;) = % Z precision@;%(m;)

j=1
1 Ek: the number of relevant tweets retrieved in m; up to j%
ok = the number of tweets retrieved in m; up to j%

For the other models, each set retrieval system is converted to a ranked retrieval
system through 1,000 random replications, where retrieved tweets are first ranked
and followed by non-retrieved ones. Then each model is evaluated by the mean of
AP (uAP) over replicated samples.?” Precision is computed at every percentile of

recall levels. In sum, the performance of a model m is defined as

(18) Mean of Average Precision:

1000
1
AP = — AP ;
uAPQE%(m) 1000 ; Qk%(m;)
where m has 1,000 replicates m, - - , migoo. Conversion and evaluation process for

the model is exemplified in Figure 5.8.

274 AP should not be confused with MAP (mean of average precision over queries).
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Set retrieval

Retrieved (by a model) N N BN; N, B [ O O3 04 Os
Relevant (by the annotators) v X v v X X v V X X

Ranked retrieval
Replicate #1 (mq):

Rank Recall Precision Average Precision
1 W v 1/5= 20% PQ20%=1/1=1 APQ@20% = (1)/1=1
2 W3 v 2/5= 40% PQ4O%=2/2=1 APQ40% = (1+1)/2=1
3 Wy X 2/5= 40%
4 W5 X  2/5= 40%
5 My v 3/5= 40% P@60%=3/5=.6 APQ@60% = (1+1+.6)/3=.87
6 04 X 3/5= 60%
7 0O X 3/5= 60%
8 O3 v 4/5= 80% PQ@80% =4/8=.5 APQ@Q80% = (1+---+.5)/4=.78
9 0O v 5/5=100% PQ@100% =5/9=.56 APQ100% = (1+---+.56)/5=.73
10 Os X 5/5=100%
Replicate #2 (m2):
1 Wy, v 1/5= 20% PQ20%=1/1=1 APQ@20% = (1)/1=1
2 W v 2/5= 40% PQO%=2/2=1 APQ@40% = (1+1)/2=1
3 W X 2/5= 40%
4 W3 v 3/5= 60% PQ60%=3/4=.75 APQ@60% = (14+1+.75)/3 = .92
5 My X 3/5= 60%
6 0Os X 3/5= 60%
7 0O v 4/5= 8% PQ80% =4/7= .57 APQ@80% = (14 ---+ .57)/4 = .83
8 01 X 4/5= 8%
9 0Os X 4/5= 8%
10 O3 v 5/5=100% PQ100% =5/10=.5 APQ100% =(1+---+.5)/5=.76
Replicate #1000 (m1000):
1 W X 0/5= 0%
2 W X 0/5= 0%
3 W v 1/5= 20% P@20%=1/3=.33 AP@20% = (.33)/1 = .33
4 W v 2/5= 40% PQ40%=2/4=.5 APQ@40% = (.33 4+ .5)/2 = .42
5 My v 3/5= 60% P@60%=3/5=.6 APQ@60% = (.33 + .5+ .6)/3 = .48
6 Oz v 4/5= 80% PQ80% =4/6= .67 APQ80% = (.33 4 -+ .67)/4 = .53
7 0O4 X 4/5= 80%
8 O v 5/5=100% PQ100% =5/8=.63 APQ100% = (.33+---+ .63)/5 =.55
9 0Os X 5/5=100%
10 0Oy X 5/5=100%
pAPQ@Q20% =( 1+ 1+ ---+0.33)/1000
pAPQ40% =( 1+ 1+ ---+0.42)/1000
HAPQ@60% = (.87 + .92 + --- 4 0.48) /1000
HAPQ@80% = (.78 + .83+ - -- 4+ 0.53) /1000
wAPQ@100% = (.73 + .76 + - - - 4+ 0.55) /1000

Figure 5.8: Retrieval conversion
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5.5.2 Results

5.5.2.1 Strict serialization Model

The pAP values for baseline methods and for all features in the SS model are sum-
marized in Table 5.2. Every feature outperforms the baseline methods up to recall
level of 10%, with a significant difference according to a t-test. These differences are
larger measured on a smaller recall, because as shown in Figure 5.9, high precisions
values are maintained until a recall level of around 10%, where tweets that are se-
rialized to some explicitly relevant tweets are being ranked. This means that even
though the serialization cannot cover all implicitly relevant tweets, it is quite helpful

in finding a part of them with high precision.

Baselines Time difference threshold

Match tf-idf Repl. Disc. Cont. 30sec 60sec 5% 15%

wAP@5% 0342 .0518 .3019 .1266 .2313 .5158 .4178 .6804 .4720
wAPQ@10%  .0309 .0588 .1798 .0801 .1324 .3916 .3459 .4050 .3976
wAPQ@25%  .0284 .0695 .0920 .0494 .0702 .1824 .1665 .1847 .1894
pAPQ@50%  .0273  .0685 .0602 .0382 .0486 .1062 .0986 .1070 .1103
pAPQ100%  .0268 .0556 .0434 .0322 .0375 .0666 .0628 .0669 .0687

Disc.: Linguistic continuation markers; Cont.: Twitter-specific continuation markers

Table 5.2: Strict serialization

5.5.2.2 Serialization Plus Discourse Segmantation Model

The pAP values for baseline methods and all versions of the SPDS model are sum-
marized in Table 5.4. Figure 5.11 shows that each version outperforms the query

matching model at all recall levels, and the tf-idf weighting model up to 30% recall
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X tf-idf + match o reply A disc. Vv cont. m  30sec ® 60sec A 5% * 15%

1 1 1 1 1 1

0.8 1

0.6 1

0.4

0.2

Mean of AP over 1,000 replications

T T T T T T
0 20 40 60 80 100

Recall level (%)
disc.: Linguistic continuation markers; cont.: Twitter-specific continuation markers

Figure 5.9: Strict serialization

level. All differences with baselines were statistically significant according to a t-test.

According to Table 5.4, linguistic shift markers such as AH and NOW might seem
not to perform better than Serialization Only version. However, difference between
the RT+URL markers model and the All markers model was also statistically signif-
icant. Though such expressions as interjections and temporal adverbs were typically
treated as meaningless words and then removed in information retrieval, it is worth
noting that these linguistic discourse markers play an important role in accounting
for discourse segmentation of tweets.

It might be unexpected that the tf-idf weighting model was not better than the
simple query-matching one. When determining whether a tweet and its successor

share a topic or not, readers may depend mainly on locality shown by temporal
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proximity and continuity assumed from the absence of a shift marker, rather than

on word-distributional similarity between two tweets.

Serialization + Discourse segmentation
RTT URL AH NOW RT+URL All

uwAP@5%  .0415 .3880 .4320 .4264 .4010 .4153 4701 .5113
uAP@50%  .0264 2234 .2415 .2503 .2247 .2391 .2610 .2696
pAPQ@100%  .0252  .1260 .1350 .1396 .1266 .1340 .1448 .1488

Match Serial

Table 5.3: Discourse segmentation: monologues only

X Match +  tf-idf O Serial A RT v URL = AH e NOW A RT+URL ¢ ALL

1 1 1 1 1 1

0.6

0.5

0.4

0.3

0.2

Mean of AP over 1,000 replications

0.1 ’
+ y
A )H"H'H—H‘*H‘H‘%W ity g
+F -

0.0 -

Recall level (%)

Figure 5.10: Discourse segmentation: monologues only

For the comparison of the SPDS model with the SS model to be valid, they
need to be implemented on the same data, which means that the data for the latter

model should also include dialogues. Results from automatically collecting dialogues
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in_reply_to_id_str values are presented in Table 5.4 and Figure 5.11. uAP values
achieved by the SPDS Model with all features are not only as high as those by the

SS model, but also decrease more slowly as recall values increase.

Serialization 4+ Discourse segmentation
RT URL AH NOW RT+URL All

pAPQ5%  .0376  .5132 5625 5567 .5270 .5378 .6003 .6456
nwAPQ@50% .0328 .3638 .3925 .3970 .3703 .3825 4162 .4453
pAPQ@Q100%  .0323  .2019 .2162 .2186 .2051 .2114 .2279 .2425

Match Serial

Table 5.4: Discourse segmentation: including dialogues

X Match +  tf-idf O Serial A RT v URL = AH e NOW A RT+URL ¢ ALL

1 1 1 1 1 1

0.6

1N
i
1

VAR

AA A VIR ST A A AA AT AP
oEgsadaas AR KRR KR RERERKRIERHY

oGem
%o EERRalln
9990900909005'05&'35'0539 oq)

Mean of AP over 1,000 replications
=]
N
1

0.0 L

Recall level (%)

Figure 5.11: Discourse segmentation: including dialogues

Finally, relevance feedback was mimicked by adding bong and joon-ho bong, the

name of the movie’s director, to our query set and implementing Algorithm 1 again.
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The words could be extracted automatically too since they frequently co-occur with
Snowpiercer. Table 5.5 and Figure 5.12 show that this ‘mock’ feedback improves the
performance of Serialization Plus Discourse Segmentation Model on monologues and

quotations.

Serialization + Discourse segmentation
RTT URL AH NOW RT+URL All

pAPQ5%  .0418  .4030 4417 4608 .4140 .4244 4875 .5248
uwAP@50%  .0264  .2468 .2651 .2825 .2495 .2637 .2916 .3076
pwAPQ100%  .0253  .1383 .1472 .1562 .1395  .1467 .1605 .1683

Match Serial

Table 5.5: Discourse segmentation after relevance feedback: monologues only

X Match +  tf-idf O Serial A RT v URL = AH e NOW A RT+URL ¢ ALL

1 1 1 1 1 1

0.6

I
IS
1

Mean of AP over 1,000 replications
o
N
1

0.0 1 r

0 20 40 60 80 100

Recall level (%)

Figure 5.12: Discourse segmentation after relevance feedback: monologues only

On the other hand, when dialogues were added, the effect of relevance feedback
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was not observed, as shown in Table 5.6 and Figure 5.13.

Match Serial

Serialization 4+ Discourse segmentation

RT URL AH NOW RT+URL All

pAP@5% 0431 .3910
pAP@50% 0267  .2451
pAP@100% 0254 1375

4407 4563 4133 4235 4790 .5270
2649 2825 .2490 .2628 .2910 .3064
1472 1562 1392 .1464 .1602 1677

Table 5.6: Discourse segmentation after relevance feedback: including dialogues

X Match + tf-idf O Serial A

1 1

RT v URL = AH e NOW A RT+URL ¢ ALL

0.6

I
'S
1

HEE
ooeoeeoeoaa d
[

[
¥
[

Mean of AP over 1,000 replications
=]
N
1

0.0

Recall level (%)

Figure 5.13: Discourse segmentation plus relevance feedback: including dialogues
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5.6.1 Proper formalization of temporal proximity

The adequate threshold level and the proper direction of temporal proximity can be

investigated by comparing the results of the two schemes. Table 5.7 presents uAP

values for three models which used the temporal proximity feature only.

+5% £15% +50%

uAPQ@5% .6804 .4720 .3880
uAPQ@50% 1847 1894 .2234
uwAPQ@100% .0669 .0687 .1260

Table 5.7: Temporal proximity with respect to direction (4/4) and threshold levels

With a lower threshold level, precision values get higher, but only within a very

narrow recall level. As more relevant tweets (and much more irrelevant ones) are

retrieved, average precision values decrease, more radically with a lower threshold

level. The actual distribution of time intervals from the data set in Table 5.8 accounts

for this tendency.

Quantile  ul u2 u3 u4d ub ub u7 u8 u9 ul0
5% 20 42 18 16 13 30 21 18 13 8
15% 47 52 33 57 30 56 67 57 40 23
50% 237 298 164 322 151 242 1060 297 167 159
ull ul2 ul3d ul4d uld ul6 ul7 Mean SD
43 23 18 15 13 12 110 24.9 23.3
89 51 37 61 27 40 161 54.3 31.8
297 317 178 258 90 266 725 307.5 237.9

Table 5.8: Statistics of time intervals (in seconds) between adjacent tweets
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Setting the threshold level at 5% or 15% means that two tweets are considered to
belong to the the same discourse segment only if they are written in less than thirty
seconds (mean of 5% threshold levels over 17 users: 24.94 seconds) or a minute
(mean of 15% threshold levels over 17 users: 54.29 seconds). This is insufficient
for detecting serialization because only tweets in Comment after RT (7, 12) and
On-the-spot correction (9) types tend to show such immediacy. In situations such
as Intentional serialization (8) and Free-style addition (10, 11), there are usually
several minutes of gap between adjacent tweets. Consequently, setting the threshold
level of temporal proximity at a generous amount to increase recall rate is justified
empirically as well as theoretically, offering evidence to the preference of continuation

to shift.

It should be noted again that a serialization model with the 5% threshold level
obtained a precision rate less than 80% even at the 1% recall level (see Figure 5.9).
Even in such a close neighborhood of an explicitly relevant tweet, whose distance is at
most one minute, more than 20% tweets proved to be irrelevant. Such tweets include
ones that were written immediately before a tweet that mentioned snowpiercer, which
would not be counted as relevant under a model using forward proximity. This
indicates that a constraint on direction of temporal proximity is more useful for

increasing precision rate than that on an upper limit of the time span.
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5.6.2 Effects of discourse markers

For each type of discourse markers, whether it is linguistic or web-specific, the ex-
periment results show that using it is better than not using it. Fortunately, using
the fixed lists of markers is a far more lightweight method than annotating dis-
course information manually and implementing a dependency parser. However, dif-
ferent types of these markers show different performance improvement. Continuation
markers showed limited effect in a sense that their high precision rates maintained
only while retrieving several percents of all relevant tweets, which indicates these
markers have a very low coverage. This may be partly because continuation markers
are redundant, given that continuation is the default transition state. It also needs
to be taken into account that linguistic continuation markers were borrowed from
the study for classification of written text (Kang, 1999) and hence are less suitable
for unstructured text such as tweets.

Interjections and temporal adverbs, categorized into linguistic shift markers in
this thesis, seem to behave differently than in oral speech. In oral speech, these
expressions occur as disfluencies. On the contrary, “disfluency” in Web emerges in
form of typos, while using interjections is far from a mistake. At the same time, in
social media, interjections do not seem to be as improper as in formal documents.
In text written in a spoken style, interjections are meaningful as well as intentional,

and their discourse function should not be overlooked.
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6 Conclusion

Based on the original purpose and characteristics of social media, this thesis as-
sumed that discourse relations would exist among tweets, and presented a variety of
real examples of those relations from Korean Twitter data. The way of that tweets
constitute discourse segments was captured theoretically on the basis of centering
framework, and then empirically by means of using temporal proximity and dis-
course markers. The experiments for informational retrieval task showed that the
discourse-segment-level Twitter search suggested in this thesis achieved better per-

formance than the current tweet-level search.

And yet, this thesis has at least two unsettled issues:

1. Tt did not examine how many tweets were serialized in the whole data. That
work requires more elaborated annotations and more accurate criteria for dis-
course segments, which would be the subject of another study. If there are data

on serialized tweets, features for tweet serialization will be able to be learned.

2. Although previous studies have shown that different interjections have different
functions, this thesis treats interjections as a single category so it cannot verify

which of them initiates shift or continuation.

Despite these limits, this study made several contributions as summarized below:

61
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1. For tasks which pool multiple tweets into a single “document”, the proposed
models have obtained more coherent results. Furthermore, discourse segments
detected in the models will be better suited for other tasks such as topic/item /event

discovery and sentimant analysis.

2. The proposed models were implemented in a lightweight way, not only by using
discourse markers instead of annotation markers and dependency markers, but
also by focusing on shift markers only under principles of traditional discourse

theories.

3. Shift markers such as interjections, which have been typically treated as stop-
words in information retrieval, proved to be useful for discourse segment de-

tection.

Finally, as topic continuation is generally unmarked, future research shall focus on
topic shift detection, including the distinction of topic shift with attribute shift, and

discovery of other linguistic features such as tense and aspect.
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