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Abstract—This paper describes a new motion estimation algo-
rithm that is suitable for hardware implementation and substan-
tially reduces the hardware cost by using a low bit-resolution
image in the block matching. In the low bit-resolution image
generation, adaptive quantization is employed to reduce the
bit resolution of the pixel values, which is better than simple
truncation of the least significant bits in preserving the dynamic
range of the pixel values. The proposed algorithm consists of
two search steps: in the low-resolution search, a set of candidate
motion vectors is determined, and in the full-resolution search,
the motion vector is found from these candidate motion vectors.
The hardware cost of the proposed algorithm is 1/17 times of the
full search algorithm, while its peak signal-to-noise ratio is better
than that of the 4 : 1 alternate subsampling for the search range
of �32��32: A VLSI architecture of the proposed algorithm is
also described, which can concurrently perform two prediction
modes of the MPEG2 video standard with the search range of
(�32.0,�32.0)–(+31.5,+31.5). We fabricated a MPEG2 motion
estimator with a 0.5-�m triple-metal CMOS technology. The
VLSI chip includes 110 K gates of random logic and 90 K bits of
SRAM in a die size of 11.5 mm� 12.5 mm. The full functionality
of the fabricated chip was confirmed with an MPEG2 encoder
chip.

Index Terms—Adaptive quantization block matching, low-
resolution search, motion estimation, VLSI.

I. INTRODUCTION

M OTION estimation, which eliminates the temporal re-
dundancy of the image sequences, is widely used in the

video coding algorithm [1], [2]. In general, there are two major
types of motion estimation algorithms: the block-matching
algorithm [3] and the pel-recursive algorithm [4]. The former
seems to be better in both performance and hardware cost
[5]. For each reference block in the current frame, the block-
matching algorithm searches for a best matched block in the
previous frame. The motion vector is defined as a displacement
between the reference block and the best matched block.

The full search algorithm [3] exhaustively matches all
possible candidate blocks to find a motion vector. Regarded as
the optimum solution for obtaining a high compression ratio
[6], this method suffers from a tremendous hardware cost. It
becomes impractical for hardware implementation if the search
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range is large [7]. Therefore, many fast algorithms have been
proposed [8]–[15] to reduce this hardware cost. Among them,
some algorithms [13]–[15] reduce the bit resolution of the
pixel values by truncating the least significant bits (LSB) of
the pixel values because the matching operation for low bit-
resolution images requires less hardware than that for full
bit-resolution images.

Although the bit resolution can be easily reduced with
simple LSB truncation, this approach suffers from performance
degradation because the dynamic range of the pixel values
decreases. Therefore, we proposed the low-resolution quan-
tization motion estimation (LRQME) algorithm [16] that is
suitable for VLSI implementation. In the proposed algorithm,
we employed adaptive quantization to reduce performance
degradation and a novel block-matching criterion to reduce
the hardware cost.

In this paper, we propose a hardware architecture for
the proposed algorithm. It employs a novel processing el-
ement (PE) architecture that efficiently reduces the amount
of hardware. In Section II, the proposed algorithm is briefly
described, and is compared with the conventional block-
matching algorithms. In Section III, the hardware architecture
for the proposed algorithm is presented in detail. The VLSI
design of the proposed architecture is also described. Finally,
Section IV concludes this paper.

II. L OW-RESOLUTION QUANTIZATION

MOTION ESTIMATION (LRQME)

A. Adaptive Quantization

In the block-matching algorithms using LSB truncation
[13]–[15], severe performance degradation is observed,
although they do not require additional hardware for
bit-resolution reduction. To overcome this drawback, we
employed adaptive quantization in the bit-resolution reduction.
For each pixel in both the reference block and the search
window, the reference block mean is subtracted from its value,
and the result is quantized into a 2-bit code. In preserving the
dynamic range of the pixel value, this approach is better than
the LSB truncation methods. The scheme of the low resolution
image generation is shown in Fig. 1.

We selected 2-bit resolution based on the tradeoff between
the performance and the hardware cost, whose simulation
results are described in Section II-D. For each reference block,
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Fig. 1. Generation of low-resolution images.

TABLE I
AVERAGE CORRELATION COEFFICIENTS BETWEEN THE ORIGINAL AND THE REDUCED-BIT IMAGES

TABLE II
NUMBER OF SEARCH POSITIONS THAT HAS THE MINIMUM VALUE OF THE BLOCK-MATCHING CRITERION

the quantization thresholds and are determined adap-
tively with (1) to minimize the average quantization error:

(1)

where is the pixel value of the reference block,is the
reference block mean, and the reference block size is
The thresholds in (1) are determined based on performance
and hardware cost through experimental search.

In this paper, 40 frames of four CIF (352 pels288 pels,
30 frames/s, 8 bits/pixel) sequences and 40 frames of four
CCIR601 (720 pels 480 pels, 30 frames/s, 8 bits/pixel)
sequences are used in all simulations. The size of the reference
block is 16 16. The search ranges are in the
case of CCIR601 sequences and in the case of
CIF sequences. From the correlation coefficients between the

original and the reduced-bit pixel values, shown in Table I,
we concluded that the adaptive quantization method is more
efficient than the LSB truncation method.

If the minimum value of the block-matching criterion occurs
on two or more search positions, only one of these positions
should be determined as the motion vector, which often results
in a suboptimal solution. If all pixels in the search window are
reduced into the same value in the bit-resolution reduction,
the block-matching criterion is constant over the whole search
range. In this extreme case, the correct motion vector cannot
be found properly. Hereafter, we will refer to it as a tie-score
problem.

Table II shows the number of search positions that have
the minimum value of the block-matching criterion for each
reference block. To make a fair comparison, the full search
algorithm and 2-bit sum of absolute difference (SAD) are used
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TABLE III
PROBABILITY TO FIND THE CORRECT MOTION VECTOR

in two methods of reducing bit resolution. The LSB truncation
method suffers more than the adaptive quantization from the
tie-score problem. Note that in the LSB truncation method,
the block-matching criterion is constant over the whole search
range for 28% of the reference block in the CIF sequences.
This is because the CIF sequences have large background
regions without edges and complex patterns where, with high
possibility, all pixels in the search window are reduced into
the same value in the bit-resolution reduction.

Table III shows the probability of finding the correct motion
vector in two methods of reducing bit resolution so that the
motion vector obtained with each method is equal to that of
8-bit SAD. As in Table II, the full search algorithm and the
2-bit SAD are used for both the LSB truncation method and
the adaptive quantization method. From Table III, the adaptive
quantization method has lower probability to be trapped in the
local minima than the LSB truncation method because the cor-
rect motion vector is the global minimum of the error surface.

B. Block-Matching Criterion

The performance and required hardware amount of a motion
estimation algorithm largely depend on its block-matching
criterion. The SAD [3] is widely used in most of the conven-
tional motion estimation algorithms because of its efficiency
and simplicity, but its hardware cost is rather high for VLSI
implementation if the search range is large [7]. Therefore,
several block-matching criteria have been proposed to reduce
this hardware cost, which are defined as follows.

1) Pel Difference Classification (PDC) [11]:

Threshold, otherwise

2) Bit Truncation (BT) [13], [14]:

3) Bit Exclusive-OR (BXOR) [15]:

where is a pixel value in the th frame, is the
number of truncated LSB bits, is the (8- most

Fig. 2. Block diagram of the LRQME algorithm.

significant bits of a pixel value in theth frame, is
the bitwise exclusive-OR of and and the reference block
size is

In this paper, the different pixel count (DPC) defined in (2)
is proposed as a block-matching criterion for low bit-resolution
images. It is equal to the number of pixels whose quantized
codes are unmatched in a block. It is a special case of the
PDC because the PDC with zero threshold is the number of
matched pixels

(2)

where is the 2-bit quantized code of a pixel value in
the th frame, when and 0 otherwise, and
the reference block size is

The DPC can be implemented by fewer logic gates than
the BT and the PDC by employing a novel processing ele-
ment (PE). In Section III-B, the processing element and the
hardware reduction of the DPC are described in detail.

C. LRQME Algorithm

We proposed the low-resolution quantization motion esti-
mation (LRQME) algorithm [16] which employs two search
steps, namely, low-resolution search (LRS), and full-resolution
search (FRS). The block diagram of the LRQME algorithm is
illustrated in Fig. 2.

In a low-resolution search, a candidate motion vector set
(CMV set) is determined by calculating the different pixel
count. In a full-resolution search, the motion vector is found
by calculating the sum of absolute difference on the positions
of the CMV set.

In the hardware realization, the LRS and the FRS are
pipelined by every two rows of search positions, which is
described in Section III-A. For this reason, four CMV’s are
found in every two rows of search positions, and 128 CMV’s
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are found for each reference block when the search range is
32 32. Simulation results for the number of the CMV’s

are shown in Section II-D. To reduce the hardware cost further,
a 4 : 1 alternate subsampling algorithm [8] is used in the
FRS. Low-pass filtering is not used in any algorithms whose
simulation results are presented in this paper.

The outline of the LRQME algorithm is as follows.
Low-Resolution Search:

1) For each reference block, the block mean and the
quantization thresholds are calculated.

2) The block mean is subtracted from each pixel in both the
reference block and the search window, and the result
is quantized into 2-bit resolution.

3) For every search position, its DPC is calculated for
low-resolution images.

4) Four search positions with smaller DPC are selected as
the CMV’s for every two rows of search positions.

Full-Resolution Search:

1) For each CMV, a 4 : 1 alternate subsampling search
is performed, and the SAD is calculated using full-
resolution images.

2) The search position with minimum SAD is determined
as the motion vector.

D. Simulation Results

The amount of hardware required for the DPC calculation
is substantially smaller than that for the SAD calculation.
Therefore, the number of operations or the number of search
positions is not a good measure of the hardware cost. In fact,
the total gate count of the motion estimator with the same
throughput is a better measure, but it is difficult to estimate
the total gate count unless the design of the motion estimator
is completed.

However, the total gate count of all processing elements
is easy to calculate, and is a good measure of the algo-
rithm complexity for hardware implementation. We define the
hardware cost as (total NAND-equivalent gate count of all
processing elements) (required cycle time per reference
block). The second term is used to equalize the throughput of
the algorithm. The peak signal-to-noise ratio (PSNR) is used as
the performance of the algorithm. In the hardware cost of the
proposed algorithm, the cost of all preprocessing steps such as
quantization threshold determination, mean subtraction, and
quantization is included.

The simulation results used to determine the bit resolution
of the quantization and the number of CMV’s are shown in
Figs. 3 and 4. 2-bit resolution and 128 CMV’s were selected
based on the simulation results.

Six motion estimation algorithms, such as the full search
(FS) algorithm [3], the 4 : 1 alternate subsampling (4 : 1AS)
algorithm [8], the one-dimensional full search (1DFS) algo-
rithm [10], the bit truncation (BT) algorithm [13], [14], the
bit exclusive-OR (BXOR) algorithm [15], and the proposed
algorithm (LRQME) are compared in Table IV and Figs. 5–7.

Table IV shows their PSNR performances, which are based
on the block difference. A comparison of their hardware
costs and the average PSNR performances is shown in Fig. 5.

Fig. 3. Hardware cost and PSNR versus bit resolution.

Fig. 4. Hardware cost and PSNR versus number of CMV’s.

Note that the proposed algorithm is superior to four other
fast algorithms in both the hardware costs and the PSNR
performances. Compared with the full search algorithm, the
hardware cost of the proposed algorithm is 1/17 and 1/10 times
while its PSNR degradation is less than 0.37 and 0.12 dB in
the case of CCIR601 and CIF sequences, respectively.

Figs. 6 and 7 show the PSNR performances in the case
of the MPEG2 [2] -prediction and H.261 [1] encoding,
respectively. Note that the PSNR degradation of the proposed
algorithm is smaller than those of four other fast algorithms
for all bit rates.

III. T HE PROPOSEDARCHITECTURE

A. Overall Architecture

Fig. 8 shows the block diagram of the proposed architecture.
It consists of four main blocks with five internal buffers: the
preprocessing unit (PPU), the low-resolution search (LRS)
unit, the full-resolution search (FRS) unit, and the half-pel
search (HPS) unit.

The PPU calculates the reference block mean and de-
termines quantization thresholds. The LRS unit generates a
low-resolution image by quantization, calculates the DPC in
the whole search range (4096 search positions), and determines
the CMV set (128 search positions). The FRS unit determines
four search positions using the 4 : 1 alternate subsampling
algorithm on the position in the CMV set. It performs the two
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TABLE IV
PSNR PERFORMANCES

(a)

(b)

Fig. 5. Average PSNR and the hardware cost. (a) CIF and (b) CCIR 601.

prediction modes concurrently on these four search positions,
and determines the integer-pel precision motion vector (IMV).
The HPS unit determines the half-pel precision motion vector
(HMV).

In general, memory access bottlenecks in motion estimation
are a serious problem for real-time MPEG2 video encoding.
To reduce this memory bandwidth, both the search window
data and the reference block data are stored in the internal
SRAM buffer for data reuse. There are five internal buffers in
the proposed architecture: a previous search window (PSW)
buffer, a previous reference block (PRB) buffer, a current

search window (CSW) buffer, a current reference block (CRB)
buffer, and a next reference block (NRB) buffer.

The search windows of the adjacent reference blocks over-
lap by 6144 (64 pels 48 pels 2 fields) pels. As a result,
7680 (80 pels 48 pels 2 fields) pels in the search window
of the current reference block, and 1536 (16 pels48 pels
2 fields) nonoverlapped pels in the search window of the next
reference block, are stored in the CSW buffer. The widths and
depths of the internal SRAM buffers are optimized for data
transfer between the buffers and the processing units.

The CSW and CRB buffers are split into four banks because
the 4 : 1 alternate subsampling algorithm is used in the FRS
unit. Assuming that the cycle time of the frame memory is
slower than that of the proposed architecture, the pixel data
in the frame memory are accessed every two clock cycles and
stored in the internal buffers.

The pipelining stage of the proposed architecture is illus-
trated in Fig. 9. The PPU, the LRS/FRS unit, and the HPS unit
are pipelined for each reference block. In the second stage, the
LRS unit and the FRS unit are pipelined for every two rows of
search positions because the LRS unit determines four CMV’s
for every two row of search positions. When the LRS unit
and the FRS unit are processing theth reference block, the

th reference block data are transferred into the NRB
buffer and the nonoverlapped th search window data
are transferred into the CSW buffer.

B. Low-Resolution Search Unit

Fig. 10 shows the block diagram of the LRS unit. This
consists of four main blocks: quantizers to generate the low-
resolution images, low-resolution image (LRI) registers to
store the low-resolution images, PE array to calculate the DPC,
and comparators to determine the CMV set.

The quantizers (Fig. 11) subtract the reference block mean
from the pixel values, and quantize the results to generate the
low-resolution images. Twenty quantizers are required for 16
pixels in the search window and four pixels in the reference
block.

The LRI registers are 2-bit word-width shift registers which
provide low-resolution images to the PE array. Three LRI
registers are employed in the LRS unit. Since two rows
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(a) (b)

Fig. 6. PSNR versus bit rate in MPEG2P -prediction encoding for CCIR 601 sequences: (a) PSNR and (b) PSNR degradation.

(a) (b)

Fig. 7. PSNR versus bit rate in H.261 encoding for CIF sequences: (a) PSNR and (b) PSNR degradation.

of search positions are processed simultaneously, 7917
quantized codes of the search window data are stored in LRI
register 1. 16 16 quantized codes of the reference block data
are stored in LRI register 3. After finishing the computation
for the th, th rows of search positions, the LRS unit
begins processing the th, th rows of search
positions. The search window data for the th th
rows of search positions are retrieved from the CSW buffer,
and are stored in LRI register 2 while the LRS unit processes
the th and th rows of search positions. Since the 79

15 quantized codes of search window data overlap between
the th, th rows of search positions and the

th rows of search positions, LRI register 2 stores
79 2 quantized codes of search window data.

Fig. 12 shows the block diagram of the LRS PE. It pro-
cesses one column of the reference block at a time, i.e., 16
pixels, whereas conventional full search architecture processes
only one pixel. It has four advantages in hardware reduction
described below.

1) Use of Simple Logic Gates Instead of Full Adders:The
PE of a conventional full search architecture [18] requires
an 8-bit full adder and a 16-bit accumulator forone pixel
comparison(24 bits of full adders in total), while the PE of
the proposed architecture requires 19 bits of full adders and
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Fig. 8. Block diagram of the proposed architecture.

Fig. 9. Pipelining diagram of the proposed architecture.

Fig. 10. Block diagram of the low-resolution search unit.

Fig. 11. Adaptive quantizer.

additional simple logic gates for16 pixel comparison. Thus,
1/4 reduction in bit resolution produces a reduction in gate
count of greater than 1/16.

2) Use of Ripple Carry Adders Instead of Fast,
Area-Consuming Aadders:The maximum bits of the full
adder in the LRS PE do not exceed 8 bits, allowing the use of
ripple carry adders to reduce the amount of hardware, while
the PE of a conventional full search architecture requires a fast
16-bit adder such as a carry select adder in the accumulator.
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Fig. 12. Block diagram of the LRS PE.

Fig. 13. Block diagram of the LRS PE array and the LRI registers.

3) Reduction in Number of Accumulators:The PE of a
conventional full search architecture requires an accumulator
for one pixel comparison, while the LRS PE requires the same
number of accumulators for16 pixel comparisonby using an

adder tree, as shown in Fig. 12. Therefore, using the LRS PE
saves 15 accumulators.

4) Full Utilization of the Adder Tree:The DPC is the sum
of 1-bit value, so we can fully utilize the adder tree as shown
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Fig. 14. Block diagram of the full-resolution search unit.

in Fig. 12, which results in a smaller adder tree. Note that the
adder tree in the LRS PE utilizes carry-in inputs of the adders,
while conventional adder trees do not.

LRI registers 1 and 2 are split into 79 columns, and LRI
register 3 is split into 16 columns. Both are connected to
PE array, as shown in Fig. 13. The reference block data in
LRI register 3 are circulated and broadcast over all PE’s,
column by column. To avoid shifting the search window data
stored in LRI register 1, the partial DPC’s in each PE are
shifted toward the next PE and accumulated. This reduces the
interconnections of LRI register 1. Note that in the first 15
PE’s (PE0–PE14), two columns of the search window data
are multiplexed into one PE.

C. Full-Resolution Search Unit

The FRS unit determines the integer-pel precision motion
vector (IMV) by performing a 4 : 1 alternate subsampling
algorithm on the positions in the CMV set. The full-resolution
search consists of two steps. In the first step, four candidates
are selected in the CMV set with 8 8 SAD comparison.
In the second step, the IMV is determined among the four
candidates with 16 16 SAD comparison.

Fig. 14 shows the block diagram of the FRS unit. It consists
of three main blocks: pixel data provider, PE array, and
comparators. The FRS unit has a complicated pixel data
provider because the CSW and CRB buffers are split into four
banks, and the grouping of the required reference block pixels,
in 8 8 and 16 16 pixel comparisons, is different. The
PISO (parallel-in serial-out converter) and the SIPO (serial-
in parallel-out converter) are required in pixel data provider
because the widths of the data from the CSW and CRB
buffers are different from the width of the input data into
the PE array. Fig. 15 illustrates the block diagram of the
FRS PE. It is similar to the PE of conventional full search
architecture except that the FRS PE processes two pixels every
cycle.

In the proposed architecture, the two prediction modes
(frame and field prediction in frame picture, field and 168

Fig. 15. Block diagram of the FRS PE.

MC prediction in field picture) are concurrently searched in
the 16 16 pixel comparison. Thus, the FRS PE has two
accumulators and one adder to calculate the three SAD’s of
the two prediction modes.

Fig. 16 illustrates the operations of the FRS PE. In 88
pixel comparison, an accumulator is activated because only
one 8 8 SAD is needed. In 16 16 pixel comparison, two
16 8 SAD’s are needed for top and bottom field prediction
(in frame prediction) or upper and lower 16 8 block
prediction (in field prediction). The 16 16 SAD is the sum
of two 16 8 SAD’s.

D. VLSI Implementation

The proposed motion estimator was implemented in a
VLSI circuit with a 0.5- m triple-metal CMOS standard-cell
technology. It contains 110 K gates of random logic and 90 K
bits of SRAM in a die size of 11.5 mm 12.5 mm. A
microphotograph of the proposed motion estimator is shown
in Fig. 17. The full functionality of the fabricated chip was
confirmed with an MPEG2 encoder chip.
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Fig. 16. Operations of the FRS PE.

TABLE V
SUMMARY OF THE MOTION ESTIMATOR

Fig. 17. Microphotograph of the proposed motion estimator.

The motion estimator concurrently performs two prediction
modes for real-time MPEG2 motion estimation at 54 MHz.
Dual-prime prediction mode is not supported. It includes a
built-in RISC (reduced instruction set computer) controller and

an 8-bit host bus for an external microcontroller. It also has a
motion compensation module that performs interpolation for
motion-compensated luminance and chrominance signals. A
summary of the motion estimator is shown in Table V.

IV. CONCLUSIONS

In this paper, we propose a new motion estimation algorithm
that uses adaptively quantized low bit-resolution image. Sim-
ulation results show that the proposed adaptive quantization
method is more efficient than the LSB truncation method for
bit-resolution reduction. Low- and full-resolution search steps
are employed to reduce performance degradation. Simulation
results show the PSNR performance as superior to 4 : 1 alter-
nate subsampling, while the hardware cost is 1/10 and 1/17 of
the full search algorithm when the search range is8 8
and 32 32, respectively.

The hardware architecture of the proposed algorithm for
real-time MPEG2 video encoding with a search range of

is explained. The amount
of hardware is reduced because the block matching is im-
plemented by simple logic gates instead of full adders and
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the PE processes 16 pixels concurrently in the low-resolution
search unit. The two prediction modes of MPEG2 can be
performed concurrently. We have tested the functionality of a
VLSI implementation of the proposed architecture, which was
fabricated with a 0.5-m triple-metal CMOS technology. Its
gate count is about 110 K gates of random logic and 90 K bits
of SRAM. We are trying to modify the proposed algorithm
for motion estimation for a larger search window such as

128 128.
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