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Abstract

E�cient Portfolio Management using

Deep Reinforcement Learning

Jung hoon Kim
Department of Computer Science & Engineering

�e Graduate School
Seoul National University

Given historical stock prices in a portfolio, how can we e�ciently allocate weights

to maximize cumulative returns? Portfolio management is widely used in �nancial

planning tasks that aim to maximize pro�ts and minimize risks at the same time.

Existing methods using deep learning and reinforcement learning algorithms have

achieved signi�cant improvement in e�cient allocation problems. However, they per-

form poorly in downward trends of the �nancial markets because of their ability to

deal with sudden downward trends.

In this paper, we propose Portfolio Management with Short Position (PMSP)

which employs a reinforcement learning algorithm to search the optimal allocations

by adding a short position strategy to make pro�ts even in downward trends. PMSP

extracts and re�nes features from historical prices of stocks in order to re�ect mar-

ket dynamics. It then uses Deep Deterministic Policy Gradient (DDPG) algorithm for

faster convergence of parameters by adding the concepts of memory bu�ers and tar-

get networks. Finally, instead of using the so�max function which transforms the
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sum of the input values 1 so that the function cannot apply a short position strategy,

we apply the hyperbolic tangent at the end of the model to allow negative values,

which allows the model to make short positions and earn pro�ts even in downward

trends. Experimental results show that PMSP achieves the highest portfolio value,

which earns 102% pro�ts in a year, giving state-of-the-art performance.

Keywords : Portfolio Management, Deep Deterministic Policy Gradient, Long Short-

Term Memory, Short Position Strategy

Student Number : 2019-29394
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Chapter 1

Introduction

Given historical prices of stocks in the portfolio, how can we e�ciently allocate

weights to maximize cumulative returns? A portfolio refers to a collection of assets

such as stocks, shares, and cash. Portfolio management is an asset allocation that

selects the right investment policy for assets in the portfolio to minimize risks and

maximize returns.

�e rise of machine learning and deep learning has a�racted the interest of its

usage in �nancial �elds, especially in portfolio management. Because portfolio man-

agement involves sequential decision making by continuously reallocating a num-

ber of funds into assets, many studies have a�empted to employ deep reinforcement

learning algorithms to �nd the optimal asset allocation [1, 2, 3, 4]. However, the exist-

ing methods are unable to solve two critical challenges; the models 1) cannot capture

market dynamics, in which distributions of stock markets shi� rapidly because of

characteristics that re�ect the �ckleness of investors, and 2) are vulnerable to down-

ward trends of the �nancial markets.

In this paper, we propose Portfolio Management with Short Position (PMSP), a

novel approach for portfolio management that considers both market dynamics and

an ability to make short positions.

We build o� the work of State Augmented Reinforcement Learning (SARL) pro-

posed by [1], which increases the allocating performance by adding an additional

information such as market trend predictions guiding whether prices of stocks will
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rise or fall into original states which only contain the daily price change ratio of

the past days. Based on SARL, we use the relative price changes between prices (e.g.

open / close) instead of the raw price data as features to capture market dynamics.

Furthermore, PMSP comes up with Deep Deterministic Policy Gradient (DDPG), an

o� policy policy gradient actor-critic algorithm, and adding a short position strategy,

which allows traders to sell stocks �rst and repurchase later at a lower price. In order

to make a short position strategy, we apply the hyperbolic tangent at the end of the

model to allow negative values.

We summarize our main contributions as follows:

• Addition of short positions to boost earning pro�ts. We enable PMSP to

take short positions on stocks in the portfolio so that it can make pro�ts even

in the downward trends of markets.

• Capturing market dynamics and stabilizing learning processes. We use

the relative price changes between prices of open, high, low, and close to cap-

ture market dynamics. Furthermore, we employ the DDPG algorithm to acheive

the faster convergence of parameters by adding the concepts of memory bu�ers

and target networks.

• Experiments. Experimental results show that PMSP provides the best portfo-

lio value, improving the portfolio value by 114% when compared to the SARL

model. (see Figure 3)
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Chapter 2

Related Works

We review previous researches on the portfolio management problems using

deep reinforcement learning algorithms.

As the availability of large scale market data has been growing exponentially, it

is natural to apply deep learning-based models that can capture hidden pa�erns of

stock markets in portfolio management. Early studies have employed neural network

models for market behavior predictions and proved their e�ectiveness in stock price

prediction and asset allocation [5, 6, 7]. However, these deep learning-based methods

cannot interact with markets which implies that they are unable to capture market

dynamics

Deep reinforcement learning-based models, however, have proved their out-

standing performance in decision-making problems by choosing the actions in ev-

ery time step. �e interaction between agents and environments can re�ect mar-

ket dynamics. [8] proposed a model that combines deep learning with reinforcement

learning, and this integration became the basis in the �nancial �eld. [2] integrated

a recurrent model with a reinforcement learning based method that suggests when

to buy or sell stocks and how to allocate assets e�ciently. [3] employed a model

that uses a model-free Deep Deterministic Policy Gradient (DDPG) [9] to dynam-

ically allocate assets composed of various cryptocurrencies. Furthermore, [4] used

the DDPG and Proximal Policy Optimization (PPO) [10] to optimize asset portfolios.

Deep reinforcement learning is also used to hedge the portfolio of derivatives under
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transaction costs [11]. [1] proposed a method called Stated Augmented Reinforce-

ment Learning (SARL) that augments asset information with price signal predictions

of assets, where they can be solely based on �nancial data such as asset’s historical

prices and optimizes the allocation of assets. Whereas these studies brought a signi�-

cant improvement in the area of portfolio management, there has been no study that

applies short positions in portfolio management.
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Chapter 3

Preliminaries

Portfolio management is the art of selecting the optimal asset allocation in the

portfolio. It is a fundamental �nancial planning task that targets to maximize returns

and minimize calculated risks. A portfolio is composed of many assets such as stocks,

cash, or mutual funds, and it is made up of their related information that a�ects the

market. Our primary goal in portfolio management is to �nd the best allocation of

assets that maximizes the total returns. We assume that every asset in the portfolio

is liquid enough whenever we want to buy and sell. In this paper, we employ deep

reinforcement learning algorithm to �nd the optimal weight of each asset in the port-

folio.

Reinforcement learning is well known for solving decision-making problems.

�e agent and the environment are the main characters of reinforcement learning.

Figure 1 expresses the interaction between the environment and the agent.

• Environment and agent �e environment is where the agent lives in. For

our case, it contains all the viable information of assets to the agent such as

historical prices and price change ratio of stocks. �e agent is a learner and

decision-maker. At every time step t, the agent selects an action based on the

information St that the environment provides.

• Action space Action space is the set of all actions available in a given en-

vironment. �ere are two kinds of action spaces. Discrete action spaces have

a �nite number of actions that the agent can choose. Otherwise, continuous
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Figure 1: Reinforcement learning process. Based on a state St, the agent selects an
action At, and the environment responds to the action and presents a new situation
St+1 with a reward Rt+1.

action spaces have an in�nite number of possible actions. For the problem of

portfolio management, the action space can be the possible amount of weight

for the allocation in which the value is continuous.

• Reward and return Once the environment receives an action, it presents a

new state, St+1, with a reward, Rt+1 for the corresponding action. A reward

is a scalar that tells how good or bad the action is in a given state. In general,

Reinforcement Learning seeks to maximize the expected return.

• Value functions Value functions are the expected return of a state. �ey esti-

mate how good it is for the agent to be in a given state (state-value function) or

how good it is to perform a given action in a given state (action-value function).

�e value functions can be estimated from experience, and most reinforcement

learning algorithms involve estimating value functions.

• Policy Policy is a mapping function that guides the agent to choose actions
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in a given state. �e agent changes its policy to maximize the total amount of

reward it receives at the end.
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Chapter 4

Proposed Method

We propose PMSP, an e�cient asset allocation for portfolio management. �e

technical challenges are as follows:

• How can we capturemarket dynamics? Instead of using the raw price data,

we use the relative price changes between prices (e.g. pot/pct , where pot is an open

price and pct is a close price), and these features can capture the interaction of

di�erent prices.

• How can we stabilize the learning process of the model? SARL model

faces a slow convergence problem because of the model it uses, Deterministic

Policy Gradient (DPG) algorithm. To solve the corresponding problem, we em-

ploy the DDPG algorithm to enable faster convergence of parameters by adding

memory bu�ers and target networks.

• How can we make the model to earn consistent pro�ts even in down-

ward trends? We apply a short position strategy into the model so that it can

make pro�ts even though the stock prices fall.

We �rst provide a brief overview of PMSP in Section 4.1. �en we explain the

details of how we create an augmented state using the Long Short Term Memory

(LSTM) model in Section 4.2, how we concatenate an original state and the augmented

state in Section 4.3, and how we calculate the optimal weight of each asset by Deep

Deterministic Policy Gradient (DDPG) algorithm in Section 4.4.
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4.1 Overview

Given daily price data of stocks in the portfolio consisting of opening pot , lowest

plt, highest pht , and closing pct prices where t refers to a day, our goal is to �nd the

optimal allocation of stocks that maximizes the pro�t at the end of the day. To answer

this problem, we design PMSP, a portfolio manager which optimizes the allocation of

asset by using a deep reinforcement learning algorithm. PMSP is built o� the work

of [1] to come up with the DDPG algorithm and a short position strategy. Figure 2

shows the overview of PMSP.

We �rst create a state for each day, st, which contains the past asset prices data.

[1] uses the normalized closing prices to create the state. However, the normalization

process is a di�cult problem for stock markets because of the dynamics that can

change the whole distribution of stocks. Instead, we adopt [12], de�ning 4 temporal

features (xst ) to express the trend of each stock at a time step t. Table 1 shows the

features that we use for the state. According to [12], these features can 1) normalize

the prices of di�erent stocks, 2) and explicitly capture the interaction of di�erent

prices (e.g. open and close).

Table 1: Features of daily trends of stocks.

Features Example

copen, chigh, clow e.g. copen = pot/p
c
t − 1

nadj close e.g. nadj close = pct/p
c
t−1 − 1

Next, we create an augmented state which contains the price movement predic-

tion values. We build Long Short-Term Memory (LSTM) algorithm to extract asset

movement information from the historical price data. A�er creating the augmented
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Figure 2: �e total structure of PMSP.

state, we concatenate it with the original state as seen in Figure 2. Finally, we adopt

Deep Deterministic Policy Gradient (DDPG) algorithm based on the augmented state

for learning the policy for portfolio management. As seen in the example in Figure 2,

the DDPG network can allocate a negative weight which tells the agent to make a

short position on a particular asset.

4.2 Augmenting State Information

According to [1], using only historical price data as states has several challenges.

First, the collected information for each asset is very noisy and imbalanced. Second,

as mentioned previously, �nancial markets are non-stationary and uncertain so that

they o�en cause a distribution shi� between training and testing data.

We, therefore add additional information that helps to overcome the aforemen-

tioned problems. [1] solves the problems by adding price movement predictions to

a state. �is method proves that the prediction values can capture the dynamics of
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stock markets and improve the performance of asset allocation.

We train a recurrent neural network with the LSTM model to get the prediction

values of assets. �e LSTM model was proposed by [13], and it is widely in time series

prediction problems. It adds a cell and three gates which help to remember values

over certain time intervals and regulate the �ow of information. �e equations of the

LSTM model are:

ft = σg(Wfxt + Ufht−1 + bf )

it = σg(Wixt + Uiht−1 + bi)

oi = σg(Woxt + Uoht−1 + bo)

c̃i = σc(Wcxt + Ucht−1 + bc)

c = ft ◦ ct−1 + it ◦ c̃t

ht = ot ◦ σh(ct),

where xt is an input vector to the LSTM unit, ft, it, and ot are the gate’s acti-

vation vectors of forget, input/update, and output, c̃ is a cell input activation vector,

ct is a cell state vector, W , U , b are the weight matrices and bias vector parameters

to be learned, and �nally, σ is an activation function such as sigmoid or hyperbolic

tangent.

�e output, Rn×1, is shaped in a binary form of n stocks, in which 1 indicates

’rise’ and 0 indicates ’fall’. We use the past 10 days of stock price data as the inputs

of the model.

11



4.3 Creating Augmented State

We now integrate the prediction vector created from the LSTM model into the

original state. �e dimension of the original state is Rn×f , where n is the number

of stocks, and f is the number of features, which is a combination of prices of past l

days. A�er the concatenation, the �nal shape of the augmented state is Rn×(f+1).

4.4 Allocating Weights of Assets

Deterministic Policy Gradient (DPG) was proposed by [14]. Given a determinis-

tic policy µθ : S → A parameterized by θ, a reward function r(s, a), and a discounted

state distribution ρµ induced by the policy, an objective function can be de�ned:

J(µθ) = Es ρµ [r(s, µθ(s)]

[14] proved that the gradient of the objective function is given by:

∇θJ(µθ) = Es ρµ [∇θQµ(s, µθ(s)]

Deep Deterministic Policy Gradient (DDPG) is built o� the work of [14] to come

up with an actor-critic algorithm. Algorithm 1 shows the process of the DDPG algo-

rithm. DDPG is an o�-policy because it explores with a stochastic behavior policy

but estimates a deterministic target policy.

DDPG suits our case because the action spaces are continuous, which are the

weights of the stocks. We create both actor and critic networks with the two fully-

connected layers, and the sizes of the hidden dimensions are 400 and 200. �erefore,

we need to �a�en the augmented state to a vector before we use it as inputs to the
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networks.

�e outputs of the policy network in our case are the allocated weights of the

assets, which will be used as the actions that the agent takes. Each weight has either a

positive (long position) or negative (short position) value, and the sum of the absolute

values of the weights should equal to 1 (
∑n

i=1 |yi|, where yi is a weight of ith stock and

n is the number of the stocks in the portfolio). Finally, in order to make the outputs

to have negative values, we apply a hyperbolic tangent at the end of the layer of the

policy network and then divide each value by the sum of the absolute values.
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Algorithm 1: DDPG algorithm

1 Randomly initialize critic network Q(s, a|θµ) and actor µ(s|θµ) with
weights θQ and θµ

2 Initialize target network Q′ and µ′ with weights θQ′ ← θQ, θµ
′ ← θµ

3 Initialize replay bu�er R
4 for episode = 1, M do

5 Initialize a random process OU for action exploration
6 Receive initial observation state s1
7 for t=1, T do

8 Select action at = µ(st|θµ) +OUt according to the current policy
and exploration noise

9 Execute action at and observe reward rt and observe new state st+1

10 Store transition (si, ai, r,si+1) from R

11 Sample a random minibatch of N transitions (si, ai, r,si+1) from R

12 Set yi = ri + γQ′(si+1|θµ)|θQ
′
)

13 Update critic by minimizing the loss:

L =
1

N

∑
i(yi −Q(si, ai|θQ))2

Update the actor policy using the sampled policy gradient:

∇θµJ ≈
1

N

∑
i∇aQ(s, a|θQ)|s=si,a=µ(si)∇θµµ(s|θµ)|s

Update the target networks:

θQ
′ ← τθQ + (1− τ)θQ′

θµ
′ ← τθµ + (1− τ)θµ′

14 end

15 end
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Chapter 5

Experiments

We run experiments to answer the following questions.

• Q1. Cumulative portfolio values (Section 5.2). How well does the proposed

method perform in the portfolio management problem?

• Q2. E�ect of adding short positions (Section 5.3). Does adding a short po-

sition strategy really work in the downward trends and increase the portfolio

values consequently?

5.1 Experimental Settings

Dataset We evaluate PMSP on historical data of highly traded stocks in NASDAQ

market. We scrape the datasets from investing.com.

• NASDAQ.�e NASDAQ dataset contains the historical stock price information

from 2006-10-20 to 2013-11-20. We use the data for the following companies:

Google, Nvidia, Amazon, AMD, �alcomm, Intel Corporation, Microso�, Ap-

ple, and Baidu. �e data consists of daily opening, highest, lowest, and closing

prices for each stock. We split the dataset chronologically into 1529 business

days (2006-10-20 to 2012-11-18) as the training set and 255 business days (2012-

11-19 to 2013-11-20) as the testing set.

Competitor We compare the performance of PMSP to the following competitors.

• CRP. [15] Constant rebalanced portfolio (CRP) is widely used as a baseline. It

keeps the uniform weights to each asset every day. For example, if there are 4

15



Table 2: Summary of stocks dataset.

Dataset # Stocks # Training days # Testing days

NASDAQ 9 1,529 255

stocks in the portfolio, we allocate 25% of the asset to each stock. If there is any

price change in the assets, we uniformly rebalance the weights.

• SARL [1] State augmented reinforcement learning (SARL) uses Deterministic

Policy Gradient (DPG) algorithm to optimize the allocation of assets in the port-

folio. SARL augments the asset information with price movement predictions

as additional states, which are achieved by using the Long Short-Term Memory

(LSTM) model.

• PMSP noSP. It is the same as our proposed method, but the only di�erence is

that it is not able to make a short position for the stocks in the portfolio.

Evaluation metrics We evaluate the performance of a particular portfolio man-

agement strategy using Portfolio Value (PV). PV is widely used to analyze the accu-

mulative change of assets’ values over the testing time. According to [16], PV can be

calculated by the �nal time horizon T .

pT = p0 exp

(
T∑
t=1

rt

)
= p0

T∏
t=1

(
at · yt − β

n∑
i=1

|ai,t − wi,t|

)
,

where t refers to a tth day, p0 is a starting value, at is the allocated weights at time t,

yt is the price change ratio of each assets in the portfolio, n is the number of assets,

and wi,t is a changed weight at the end of t. β is the transaction cost, and we apply it

whenever we buy or sell assets. We set β to 0.25% for both buying and selling.

16



Figure 3: Portfolio value of di�erence methods on NASDAQ dataset.

Hyperparameters We build the three layers of the LSTM model with a hidden

dimension of 100 for the price movement predictions. �e model uses the prices of

the past 10 days to train a classi�er. and the binary cross entropy (BCE) is used as a

loss function. We set the batch size to 1024 and apply early stop before 400 epochs

of training. For the DDPG model, the state is composed of the previous prices of the

past 30 days with a prediction output from the LSTM model. We set the replay size

to 1,000,000, batch size to 256, discounting factor(γ) to 0.99, and τ to 0.001. �e agent

runs 100 episodes and saves experiences every time it moves to the next state. Both

models use the Adam optimizer [17].
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5.2 Cumulative portfolio values

Figure 3 shows the cumulative portfolio values of PMSP and the competitors on

the NASDAQ dataset. �e �gure clearly states that both PMSP and PMSP noSP have

higher cumulative portfolio values than the competitors. At the end of the time step,

PMSP earns 2.02 while SARL earns 1.76 showing that PMSP improves the portfolio

value by 114% when compared to the previous methods.

One interesting observation in the �gure is that although the portfolio value at

time step T of PMSP and PMSP noSP are very similar to each other, PMSP has more

stability in earning pro�ts than PMSP noSP. From time step 50 to 100, it is clear

that the portfolio value of PMSP noSP decreases over time, while PMSP sustains the

steady earnings. �is kind of aspect is easily found in the di�erent time steps in the

�gure.

5.3 E�ect of adding short position

In this section, we look into the e�ects of applying a short position strategy. As

we discussed in 5.2, Figure 3 tells that PMSP has more stability in making pro�ts, and

Figure 4 explains how adding a short position strategy brings more pro�ts. Figure 4

(a) is a cumulative portfolio value of PMSP, and (b) is the average price change ratio

of the assets in the portfolio. In the �gure, the red shaded areas are the times when

the average price falls. As seen in Figure 4 (a), the portfolio value increases even in

the red shaded areas, which implies that the model earns pro�ts even in downward

trends.

We also compute the Sharpe ratio of the pro�ts for the di�erent time periods.

�e Sharpe ratio is widely used in the �nancial �elds to measure the performance

18



Figure 4: (a) Cumulative portfolio value of PMSP and (b) average price change ratio of
assets over time. �e results show that a short position strategy increases the portfolio
value even the market has a downward trend (red shaded areas).

of an investment. It compares the portfolio’s return to its risk, and the equation is

de�ned as:

Sharpe Ratio =
Rp −Rf

σp
,

where Rp is the portfolio’s return, Rf is the risk-free rate, and σp is the standard

deviation of the portfolio’s return. In the experiment, we set the bank interest Rf to

2%. �e higher the ratio represents the be�er performance of the model.

We test the Sharpe ratio on the di�erent time periods, 1 week, 1 month, 3 months,

and 6 months. Table 3 shows the results of the Sharpe ratio at di�erent time periods.

PMSP has the highest ratio in every time period, which implies that the additional

amount of return that the model receives is higher than PMSP noSP.
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Table 3: Sharpe Ratio of di�erent time periods.

Method Sharp Ratio

1w 1m 3m 6m

PMSP noSP 0.236 0.385 0.645 0.584
PMSP 0.474 0.698 1.31 0.905

5.4 Flexibility in di�erent markets

We measure the performance of PMSP in di�erent markets to examine its �ex-

ibility. We experiment on stocks in Korea Composite Stock Price Index (KOSPI) and

Korea Securities Dealers Automated �otations (KOSDAQ). We use the data for the

following companies: Samsung Electronics, Korean Air Lines, Shinsegae, Samsung

Fire & Marine Insurance, Amorepaci�c, Posco, and GC. �e dataset contains the his-

torical stock price information from 2010-01-01 to 2019-12-31. We use the dataset

from 2010-01-01 to 2018-12-31 as the training set and the data from 2019-01-01 to

2019-12-31 as the testing set. We use the cumulative portfolio value as an evaluation

metric.

Figure 5 shows the cumulative portfolio value of the stocks in the Korean mar-

kets. We note several interesting observations. First, PMSP earns less pro�ts in the

Korean markets compared to the NASDAQ market. �is is because the stocks in the

Korean markets are selected from the di�erent industries while the stocks in the NAS-

DAQ dataset are all selected from the HighTech industry. �e increase in industry

variations makes the task more challenging. Despite the additional layer of challenge,

PMSP still earns the highest portfolio values compared to its competitors. Moreover,

the cumulative pro�t of PMSP grows steadily as the time step increases, while the

cumulative portfolio value of PMSP noSP �uctuates because of its inability to make

20



Figure 5: Portfolio value of di�erence methods on the stocks in the Korean markets.

pro�ts in downward trends.
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Chapter 6

Conclusion

We propose PMSP, an e�cient portfolio management which considers both mar-

ket dynamics and an ability to make a short position. PMSP uses the features that ex-

press the trend of stocks to capture the interaction of di�erent prices. Furthermore,

we add a short position strategy that PMSP can earn pro�ts even in downward trends

of stock markets. PMSP earns the highest portfolio value among the competitors and

proves its stability by testing the Sharpe ratio.
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요 약

여러주식의가격정보를담고있는포트폴리오가주어졌을때,어떻게각주식

에자산을효율적으로배분하여수익을최대화할수있을까?포트폴리오매니지먼

트 (Portfolio Management)는 포트폴리오 내의 각 주식에 자산을 배분하여 수익을

최대화하는동시에투자위험을최소화하는것을목표로한다.머신러닝과딥러닝

기술이 발전함에 따라 해당 기술을 사용하여 효율적으로 자산을 배분하는 선행 연

구들이많이발표되었다.그러나선행연구들은주식시장이하락장일때좋지못한

성능을보였다.

따라서 해당 논문에서는 강화학습 기법과 인버스 투자 전략을 추가하여 주식

의하락장에서도수익을창출할수있는 Portfolio Management with Short Position

(PMSP) 알고리즘을 제안한다. PMSP 는 시시각각 변하는 주식의 변동성을 반영할

수 있도록 각 주가(시/고/저/종가)를 서로 비교하는 피처를 생성한다. 또한 replay

bu�ers및타겟네트워크를사용하여빠르고안정적인학습을가능케하는 Deep De-

terministic Policy Gradient (DDPG)알고리즘을사용한다.마지막으로각입력값을

양수로변환하여인버스투자(음수값)를반영하지못하는소프트맥스함수 (So�max

function)를 네트워크 끝 단에 사용하는 대신, 음수의 값을 취할수 있는 hyperbolic

tangent함수를사용하여인버스투자를가능케하였다.따라서 PMSP는인버스투

자를통해주식의하락장에서도수익을얻을수있는장점을지니고있다. PMSP의

성능을확인하기위한여러가지실험을진행하였으며이를통해 PMSP가선행연구

기술보다높은수익률(연 102%)을달성한것을확인할수있었다.

주요어 : 포트폴리오 매니지먼트 (자산 배분), Deep Deterministic Policy Gradient,

장단기메모리네트워크,인버스투자전략
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