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Abstract

In mobile RF transceiver systems, the large number of digital
circuits employed to compensate or calibrate the non—idealities of
the RF circuits call for models that can work within the digital
verification platform, such as SystemVerilog. While baseband—
equivalent real-number models (RNMs) are the current state—of—
the—art for modeling RF transceivers in SystemVerilog, their
simulation speeds and accuracy are not adequate predicting
performance degradation. Since, its signals can only model the
frequency components near the carrier frequency but not the DC
offsets or high—order harmonic effects arising due to nonlinearities.
Therefore, the growing impacts of nonlinearities call for nonlinear
modeling of their key components to predict the overall system's

performance.

This dissertation presents the models for a multi—standard,
direct—conversion RF transceiver for evaluating its system—level
performance and verifying its digital controllers. Also, this work
demonstrates the Volterra series model for the nonlinear analysis of
a low—noise amplifier circuit in SystemVerilog, leveraging the
functional expression and event—driven simulation capability of

XMODEL.
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The simulation results indicate that the presented models,
including the digital configuration/calibration logic for the 5G sub—
6GHz—band and mmWave—band transceiver, can deliver 30-1800 x
higher speeds than the baseband—equivalent RNMs while estimating
the quadrature amplitude modulation signal constellation and error
vector magnitude in the presence of non-—idealities such as
nonlinearities, DC offsets, and I/Q imbalances. In addition, it
implements functionality checkers and parameter coverage analysis
to advance the completeness of system—level verification of the RF

transceivers model.

Keyword : 5G and beyond 5G RF transceiver, System-—level
verification, Event—driven simulation, Digital and parameter

coverage analysis, and Modeling methodology for memory effects

Student Number : 2019—-23662
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Chapter 1. Introduction

1.1. Design and Verification Flow

Designing an IC chip is a series of highly arduous work, and it is
common for painstakingly crafted chips to end up with chunks of
silicon due to trivial design mistakes. Such failure may further lead
to disastrous waste of development cost and development time.
Therefore, for first—tape—out success, an efficient design flow and
adequate verification method in each step are required. However,
there is a difference in the design flow widely used when designing
analog and digital ICs. First, digital designers design ICs as a top—
down process from an RTL design to a physical geometric
representation, whereas analog designers typically design ICs as a
bottom—up process that constructs circuits using device
characteristics. Inconsistencies in design flow often lead to
embarrassing situations where analog and digital designers apply
different specifications. In addition, analog SPICE and digital HDL
models need to perform co—simulation, but it is challenging to
perform top—level verification due to the slow simulation speed [1].
Therefore, a unified design flow that can efficiently perform design

and verification, whether analog or digital, is required.

The design flow that effectively enables the design and
verification of mixed—signal systems is the top—down of the two
approaches. In the top—down flow, we first create a behavioral model
to determine the architecture and specifications from the higher—
level abstraction and complete the transistor—level design based on
it. This design flow has a clear advantage over bottom—up flow:
speed of simulation. In the bottom—up flow, simulations must be
performed with circuit—level simulators such as SPICE, andjl verifying _
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the behavior of hundreds of millions of transistors takes a
tremendous amount of time (a scalability issue). Consequently, it is
efficient to build a behavioral model for the analog circuit and check
the system—level functionality with the digital model on a single

platform using the logic simulator in the early design cycle.

The top—down design flow for a mixed—signal system is as
follows: First, the designer determines the system's behavior and
creates an analog behavioral model (rea/—number model or xmodel) and
a digital RTL model [2]. In this process, it is crucial to decide how to
partition into subsystems. The designer must determine each
partitioned block's specification to achieve the overall system's
performance goals. After that, digital RTL is converted into gate—
level netlist through synthesis (Design—compiler, Prime —time, Formality,
) and verification (VCS, Xcelium, ---) process. At the same time,
analog models are converted into physical libraries such as FRAM
(Milkyway, ---) through schematic/layout generation (Virtuoso, -+,
verification (HSPICE, FineSim, ---), and abstraction (Abstract—Generator,
-) process. A top—level Verilog—based pre—netlist is created by
combining the netlists (digital gate—level netlist, analog model netlist,
FRAM), standard cells, and pads generated through the previous
process. Afterward, post—P&R top—level verification (VCS/XA with
SDF Annotate, ---) 1s performed with the top—level post—netlist
created through the auto place—and—route process (IC compiler,

Custom compiler, -++), and the final .gds file for production is generated

[3].
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1.2. 5G NR—band RF Transceiver IC

With the growing interaction between the RF analog front—end
and the digital calibration/selection logic in 5G multi—standard RF
transceivers (TRX), an efficient simulation solution that is entirely
based on SystemVerilog is required to verify these transceivers’
functionality and to evaluate their performance. In RF transceivers
that support various legacy bands and carrier aggregation, over 5,000
configuration bus bits are controlled by large complex digital logic to
select a certain frequency band of operation, and various digital
calibration and signal processing techniques are employed to improve
their communication performance in the presence of non—idealities
(4, 5].

To verify the functionality and evaluate performance metrics,
such as error vector magnitude (EVM), fast time—domain simulations,
including analog/RF and digital subsystems, are necessary. In general,
the standard for analog block verification is a transistor—level
simulation using SPICE, which is very accurate using the ODE solver.
Nevertheless, the simulation is very slow, making it almost
impossible for system—level verification [6,7]. Most critical errors
encountered in practical designs are not immense, baffling errors
inside the analog block but minor, mild errors such as pin connection
errors, inverted polarity, incorrect bus order, or pins connected to
the incorrect power domain [8]. It seems like a waste of time to do
lengthy simulations with SPICE to find these cute errors. In this
dissertation, to address the slow simulation speed of SPICE or
SPICE—HDL co—simulation, multi—standard RF transceiver models
are proposed that can run entirely within SystemVerilog and deliver
30-1800x faster speeds than those of the baseband—equivalent real—
number models (RNMs) [9,10,11], leveraging the event—driven
simulation of XMODEL [12].



1.2. Baseband—Equivalent and Passband Modeling

Passband Signal
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Figure 1.2. Baseband and passband signals in RF transceiver.

When a signal is transmitted through a channel, it is modulated in
a high—frequency band in a wireless communication system. This
technique allows long—distance transmission with a small antenna
and increases signal bandwidth, making it more robust against noise
and interference. In this case, the original signal to be transmitted in
the low—frequency band is called a baseband signal. Furthermore,
transmission efficiency can be increased by applying a quadrature
amplitude modulation (QAM) method that sums two amplitude—
modulated baseband signals having the same frequency but different
phases of 90 degrees. In this case, when the in—phase component is
s;(t), and the quadrature component is sq(t), the baseband signal is
expressed as sg(t) = s;(t) +/jso(t) in the form of a complex number

and is referred to as a complex baseband equivalent signal [13,14].

V2 - cos2mf.t V2 cos2nf.t
5(6) q = s5;(t)
sp(8)  sp(D)
Se(t) q - S5o(t)
LPF
—+/2-sin2rnf.t —+/2-sin2nf.t
(a) Up-conversion (b) Down-conversion

Figure 1.3. Baseband and passband signals in UCM/DCM mixer.



The baseband signal is mixed (upconverted) with the carrier
signal at the transmitter, and any modulated RF (passband or

bandpass) signal can be represented as:

sp(t) = Re[spp(t) - (V2 - e/2et)] 1.1
=V2cos2nf.t-s,(t) — V2 sin2nf.t- se(t) '

where f. is the carrier frequency. The amplitude of the carrier is

multiplied by V2 to match the power of the transmitted/received

signal. This signal is demodulated to a baseband signal at the receiver.
sp() - (V2 cos 2mfit) = s5,(t) + 5,(t) - cos Anfit — so(t) - sin 4nf.t (1.2)

Equation (1.1) describes the down—conversion process in the
in—phase path. The passband signal is mixed with the carrier signal
to produce the s;(t) signal and the 2f. higher—order signal.
Removing only the high—frequency signal component with a low—

pass filter can be restored to an in—phase baseband signal.

Currently, there are mainly two approaches for modeling RF
systems using RNMs: fast—but—inaccurate baseband—equivalent
(BBEQ) modeling and accurate—but—slow passband modeling
[4,9,13]. To express high—frequency RF signals that are modulated
by low—frequency data, the baseband—equivalent models assume
that the RF signals have a fixed—frequency carrier and only express
its magnitude and phase information or, equivalently, the in—phase (I)
and quadrature—phase (Q) information with a small number of events
[14].

However, when these signals have to include the passband
information, for example, to model frequency tones far from the
carrier frequency such as the DC or high—order harmonic
components, signals must be sampled with a sufficiently fine time—

step to avoid aliasing, and the key benefits of the BBEQ modeling are

lost. In these cases, the passband models that express the RI*: signals _
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may as well be used for their direct computations. However, the
required large number of events typically slows down the simulations
and limits the duration of the simulation to a few symbols, which is
not sufficient to evaluate EVM and collect signal constellation,

requiring at least 1,000 symbols [14].

€—> High frequency

Y N
j-‘BB + :"IHPB = DEL.‘BB + {'ﬁﬁma: TnHTi

L]
0 fio 0 fio 2 fio
> | Low frequency

BBEQ BBEQ
DC A HM2
—‘L]—O—)f —ﬁ ' "“"3‘[0" | Tn > f

0 fio 0 fio

Figure 1.4. Baseband and passband signals in frequency domain.

In comparison, the event—driven signal representation and
simulation algorithm used by XMODEL [15] can be an effective
solution to address the aforementioned challenges. XMODEL is a
plug—in extension to SystemVerilog developed by Scientific Analog
[6,9,10] and can perform efficient event—driven simulations of
analog models by using functional expressions for their analog signals,
without incurring the overheads of AMS co-—simulation. In other
words, an event in XMODEL does not indicate a change in value, but
a change in the functional expression, describing how the signal
changes over time. It expresses the continuous—time waveform of an
analog signal x(f) using the following functional expression, which

also has its counterpart X(s) in the Laplace domain [15]:

x(t) = Z cit™iTlem %t y(t) - X(s) = Z(S:W (1.3)

l

In other words, each event during the simulation updates the
values of the coefficients c¢/s, m/s, and a’s, which collectively
describe how the signal varies with time according to (1.3), thus
enabling an efficient, event—driven simulation. The key difference

between this approach and the RNM—based approaches is that the
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former does not rely on a large number of events to express a time—
varying RF/analog signal. As the expression in (1.3) can contain an
arbitrary number of terms, it can include additional frequency
components without triggering additional events. Furthermore,
XMODEL offers a set of SystemVerilog primitives that can describe
the diverse functionalities of analog circuits, and the resulting model
is fully compatible with SystemVerilog. The XMODEL primitives,
such as sin_gen and multiply, each of which performs the operation
suggested by its name, make it easy to compose models simply by
connecting them together [15], and suitable for verifying mixed—
signal feedback loops including both the analog and digital models on

a single platform of SystemVerilog.

Fig. 1.5 compares the RNM and XMODEL models for generating
a sinusoidal signal of which amplitude is controlled by a digital code
(ctrl_amp). The RNM model in Fig. 1.5(a) needs to evaluate a $simn ()
function at a constant time—step interval, which is set by the period
of the clock (cZk). This time—step interval will greatly determine the
speed and accuracy of the simulation. On the other hand, the
XMODEL model in Fig. 1.5(b) is described using a set of primitives
and its simulation triggers events only when there is a change in the
digital code (ctri_amp). It is because (1.1) can express a sinusoidal

function directly, without compromising accuracy.

module sin_gen #(
parameter freq = 3.5e9, // frequency
parameter tsp = 1@e-9 // time step period

)(
input reg clk, // sampling clock
input reg [11:0] ctrl_amp, // control amplitude
output real sin_out

)s

real amp, t;

assign amp = 2 * (real’(ctrl_amp)) / 4096;

always @(posedge clk) begin

t = $realtime;

sin_out = amp * $sin(2* M_PI*freq*t*tsp);
end
endmodule

(a) Example of the conventional RNM model.

; A 2t 8
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module sin_gen #(
parameter freq = 3.5e9 // frequency
)(
input reg [11:0] ctrl_amp, // control amplitude
output real sin_out
)s
xreal amp, sin_unit;
dac #(.num_bit(12), .min(0.0), .max(2.0))
XPO (.in(ctrl_amp), .out(amp));
sin_gen #(.freq(freq)) XP1 (sin_unit);
multiply XP2 (.in(amp, sin_unit), .out(sin_out);

endmodule

(b) Example of the proposed XMODEL model.
Figure 1.5. Signal representation (a) RNM and (b) XMODEL.

As the nonlinearities in mobile radio—frequency (RF) transceiver
systems become prevalent, the SystemVerilog models that can
reflect the resulting harmonic distortions and system dynamics
without a significant loss in the simulation speed while accurately
representing high—frequency signals are required. In real—number
modeling (RNM), a sampling frequency of at least twice the maximum
signal frequency is required according to the Nyquist theorem to
accurately represent a high—frequency (~GHz) RF signal. It means
the simulations must run for a long RF frame time (~ms) with a very

small time—step, which can significantly impact the speed.

9 #{:% _k}i L i



1.3. Thesis Organization

This dissertation showcases a multi—standard 5G RF transceiver
model using XMODEL. First, chapter 2 addresses the key challenges
in modeling the direct—conversion RF transceiver and describes the
presented RF transceiver models. Furthermore, we discuss the
verification and simulation results for the 5G sub—6 GHz and
mmWave—band operations. Chapter 3 explains the Volterra—series
modeling with the perturbation method and details the process of
modeling the CG—LNA structure with and without the linearity—
improvement circuits. Chapter 5 reviews parametric coverage
analysis and explains how to achieve system—level verification with
functional checkers and coverage analysis. And finally, chapter 5

concludes the paper.
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Chapter 2. RF Transceiver Model

2.1. Direct—Conversion RF Transceiver

While the direct—conversion architecture has the lower
implementation costs and simpler frequency plan that can cater to
multiple standards when compared to its heterodyne counterparts
[16,17], it may be susceptible to the degradations in the
communication performance due to the DC offsets and I/Q imbalance
issues. For instance, the LO signal that leaks into the mixer input can
cause self—mixing and create a DC offset in the mixer output. On the
other hand, the gain/phase mismatch can cause an imbalance between
the I/Q phases, which can destroy the orthogonality of the quadrature
amplitude modulation (QAM) symbols. Consequently, most modern
transceivers employ digital calibration loops to compensate for such

imbalances.

As mentioned previously, as the baseband—equivalent models
are not suitable for expressing the DC offsets or high—order
harmonics in the RF signals, various performance degradations in the
direct—conversion RF transceivers are difficult to predict due to DC
offsets or I/Q imbalances [16,17,18]. This also implies that the
baseband—equivalent models are not suitable for verifying the digital
calibration loops that address these non—idealities. Nonetheless, the
passband models based on RNM cannot be used as an alternative
solution because the number of events required to express high—
frequency RF signals makes the simulation/verification impractical.
The next chapter presents a passband model of a multi—standard,
direct—conversion RF transceiver that utilizes the XMODEL event—
driven algorithm. While delivering faster speeds, the proposed
models can accurately model the DC offset and I/Q imbalance effects,

as well as verify the operation of their digital calibration loops.

11 ] 2-1



2.2. Proposed Transceiver Models

Pyth ot SystemVerilog XMODEL TRX MODEL
¥thon sarip Control Code Generation TOP.sv
code_gen.py K
'l ctrl_codes.tut --------mmeaaa- o Antenna
SystemVerilog — H H
XMODEL Digital Digital DAL
TB_TOP.sv Control : o
sl : F X : L1
ave h Loop . T
Logic ' .
: T F PHY
: ] : 1
SystemVerilog/XMODEL ;
TRX Model : ADC
___________________________________ Base
waveform.fsdb X Station
Python script Measure EVM/ " Baseband Transceiver Antenna
measure.py Signal Constellation Clreuit (Analog) (RF)

Figure 2.1. Overall test bench organization.

This chapter describes the proposed SystemVerilog models for
the direct—conversion RF transceiver. Fig. 2.1 shows the overall
testbench configuration for the system. The system comprises
mainly an analog/digital transceiver model described in System
Verilog and Python scripts that can generate control codes (code_
gen.py) and compute system performance (measure.py) from the
simulated results. The analog parts of the transceiver are modeled
using XMODEL primitives, whereas the digital parts are described in
pure Verilog, which can be synthesized into gate—level descriptions

after their functionalities are verified.

Analog Baseband  Mixer (UCM) Analog Baseband B8 Circuit (ADC)

T DATA<5:0>
‘ DATA<5:0>

ADC

(a) Transmitter (b) Receiver

Figure 2.2. Block diagram of the proposed transceiver model.
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The RF transceiver model is designed with a direct—conversion
structure, as shown in Fig. 2.2. The transmitter (TX) and receiver
(RX) models are composed of a baseband circuit block, analog
baseband blocks, mixer blocks, and amplifier blocks. The
performance of the system is predicted through the chain simulation
of sending modulated symbols, such as the QAM of OFDM on the
transmitter side and restoring the symbols to data on the receiver

side.

-
B Mismatch
[ Leakage

Q crRL_Lo_6m_i/a<11:0>

CTRL_LOL_PM<11:0> & || Q cTRL_LO_PM _i/Q<11:0>

CTRI_IN_AM/PI_i<11:0>

INQD-H_E y—D 0UT,

CTRL_IN_AM/PM_Q<11:0>

Vir = $igN(Vio) X Gm(Var+ Viod X Ry
= DC-term + Cross-term + High-frequency-term

(J DCOC_I<11:0>
(J OCOC_Q<11:.0>

(a) Single—balanced mixer (b) Block diagram of the mixer model.

module mixer (

input reg [11:0] ctrl_IN_AM_I, // IN_I gain mismatch
input reg [11:@0] ctrl_IN_PM_I, // IN_I phase m.
input reg [11:0] ctrl_IN_AM_Q, // IN_Q gain m.
input reg [11:0] ctrl_IN_PM_Q, // IN_Q phase m.
input reg [11:0] ctrl_LO_AM_I, // LO_I amplitude
input reg [11:0] ctrl_LO_PM_I, // LO_I phase (cos)
input reg [11:0] ctrl_LO_AM_Q, // LO_Q amplitude
input reg [11:0] ctrl_LO_PM_Q, // LO_Q phase (sin)
input reg [11:0] ctrl_LOL_AM I, // LO_I leakage mag.
input reg [11:0] ctrl_LOL_PM_I, // LO_I leakage phase
input reg [11:0] ctrl_LOL_AM Q, // LO_Q leakage mag.
input reg [11:0] ctrl_LOL_PM Q, // LO_Q leakage phase
input reg [11:0] DCOC_I, // I-path DC offset
input reg [11:0] DCOC_Q, // Q-path DC offset
input xreal IN_I, IN_Q, // input RF signals
input xreal LO_I, LO_Q, // input LO signals
output xreal OUT_I, OUT_Q // output RF signals

)5

// Input RF and LO signals

xreal g_IN_I, g IN Q, g_LO_I, g LO_Q; // gain

xreal s_IN_I, s_IN Q, s_LO_I, s_LO_Q; // scaled signal

xreal p_IN_I, p_IN_Q, p_LO_I, p_LO_Q; // phase

xreal d_IN_I, d_IN_Q, d_LO_I, d_LO_Q; // delayed signal

dac #(.num_bit(12), .min(@.0), .max(2.0))

XD (.in(ctrl_IN_AM_I), .out(g_IN_I));
multiply XM@ (.in(g_IN_I,IN_I), .out(s_IN_I));
dac #(.num_bit(12), .min(0.0), .max(2.90))
XD1 (.in(ctrl_IN_PM_I), .out(p_IN_I));
delay XE1l (.delay(p_IN_I), .in(s_IN_I), out(d_IN_I));
// same for d_IN_Q, d_LO_I, d_LO_Q
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// LO leakage signals added to input RF signals

xreal g_LOL_I, g LOL_Q, s_LOL_I, s_LOL_Q; // scaled singal
xreal p_LOL_I, p_LOL_Q, d_LOL_I, d_LOL_Q; // delayed signal
xreal MIX_IN_I, MIX_IN_Q; // Mixer input signals

dac #(.num_bit(12), .min(0.0), .max(2.90))
XD8 (.in(ctrl_LOL_AM_I), .out(g_LOL_I));
multiply XM4 (.in(g_LOL_I,LOL_I), .out(s_LOL_I));
dac #(.num_bit(12), .min(0.0), .max(2.90))
XD9 (.in(ctrl_LOL_PM_I), .out(p_LOL_I));
delay XE3 (.delay(p_LOL_I), .in(s_LOL_I), out(d_LOL_I));
add XA@ (.in(d_IN_I,d_LOL_TI), .out(MIX_IN_I));
// same for MIX_IN_Q

// Mixing operation

xreal MIX_OUT_I, MIX_OUT_Q; // Mixer output signals
multiply XM6 (.in(MIX_IN_I,d_LO_I), .out(MIX_OUT I));
multiply XM7 (.in(MIX_IN_Q,d_LO_Q), .out(MIX_OUT Q));

// DC offset calibration
xreal DC_offset_I, DC_offset_Q; // gain
dac #(.num_bit(12), .min(@.0), .max(2.0))
XD12 (.in(DCOC_I), .out(DC_offset_I));
add XA3 (.in(MIX_OUT_I, DC_offset_I), .out(OUT_I));
// same for OUI_Q
endmodule

(c) Proposed pseudocode for the mixer model

—pHa#
—H

Gain
Mismatch

(d) Gain mismatch calibration (e) DC offset calibration
Figure 2.3. Describing the functional model of a mixer

with gain mismatch and DC offset calibration.

The mixer block performs frequency conversion by multiplying
the RF and carrier signals in time domain, and the modeling aims to
reflect the nonlinear factors of the mixer that degrade the
performance of the system. Any mismatch and leakage can cause a
DC offset or gain/phase mismatch between the in—phase and
quadrature—phase paths [19]. The proposed method can simulate the
passband signal in a fully event—driven method; thus, the output
signal can be calculated by multiplying the actual RF/carrier signals
reflecting the amplitude/ phase error and leakage in the time domain.
Fig. 2.3 shows the pseudo code of the proposed mixer model and
illustrations of the calibration methods, respectively. First, for the RF

signals (/Nyp) and carrier signals (LOyp) applied to the mixer model,
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the gain and phase values are distorted by means of externally
assigned control values, and any difference between these values
may reflect the gain/phase mismatch between paths I and Q. The 12—
bit gain/phase control codes are converted into an analog gain/phase
value using the dac primitive, and the input signals are amplified by
the gain value using the multiply primitive and delayed by the phase
value using the delay_var primitive thereafter. Furthermore, some
carrier signals (LO leakages) are leaked in the same manner and are
added to the input signal using the add primitive. The input signals of
the combined mixer are multiplied by the carrier signal, thus

multiplying the actual mixing behavior as well.

Figs. 2.3 (b) and (c) show the gain mismatch calibration (GMC)
method [20,21], DC offset calibration (DCOC) method [22], and
signal constellation diagrams before and after the calibration. When
the GMC calibration is turned on, the RX GMC block measures the
power of each down—converted signal in paths I and Q, and then
compares the magnitudes of the two signals. If the Q—path gain is
greater than the [—path gain, it is lowered through the feedback loop,
and vice versa. The DC offset value is calculated from the RX ADC’s
DCOC block and then assigned to the mixer through a feedback loop.
These 12—bit offset values are converted to analog offset values via
the adc primitive and then subtracted from each path using the add
primitive. The DCOC block uses a set of four clock phases to sample
the signals of the paths I and Q twice each, and searches for the offset
values that makes the absolute difference between the two sample

values equal to zero.

INg
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module abb_filter (

input reg [5:0] ctrl_pole, // control amplitude
input reg [5:0] ctrl_gain, // control phase
input xreal IN, // input RF signal
output xreal OUT // output RF signal

B

// Initial filter’s parameters

int gain, polesN[10], zerosN[8]; // gain

int poles[10] = ‘{4002664.0, -11133886.0, 11798848.0,
-5631004.0, 11798848.0, 5631004.0, 4002664.0,
11133886.0, 1000000000.0, 0.0 };

int zeros[8] = { -0.0, -25312276.0, -0.0, -61109241.0,
0.0, 61109241.0, 0.0, 25312276.0};

assign gain = @.1 * (real’(ctrl_gain)/63 - 1);

// Bandwidth variable filter’s parameters
genvar i, j;
generate
for(i=0; i<10; i=i+1) begin
assign polesN[i] = real’(ctrl_pole) * poles[i];
end
for(j=0; j<8; j=j+1) begin
assign zerosN[i] = real’(ctrl_pole) * zeros[i];
end
endgenerate

// Filter model
filter_var #(.num_poles(10), .num_zeros(8))
XFO (.poles(polesN), .zeros(zerosN), .in(in), .out(out));

endmodule

(b) Proposed pseudocode for the ABB model.

Amplitude [dB] [ TXDATA W RXDATA]

R
Frequency [ra::lians/second] " before after
(c¢) Frequency response. (d) Signal constellation diagram.

Figure 2.4. Describing the functional model of an ABB circuit.

wom =" (1+25)/TT (+55) 2.1

The analog baseband model (ABB) filters the high—frequency

components that are generated during the modulation process on the
TX and RX sides and automatically controls the signal power to fit
within a defined range. As shown in Fig. 2.4, the ABB model consists
of a filter block and a variable—gain amplifier block. First, the filter
model is designed with a Chebyshev type—2 structure using the
channel bandwidth wvalue as the cut—off frequency. As the

characteristics of the filter are determined by the parameters (gain,

2] 20 &3
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poles, and zeros) of the filter primitives, the values of these
parameters must be changed according to the digital control code to
design a variable—bandwidth filter. Furthermore, the variable —gain
amplifier of the ABB maintains the amplitude of the output signal
within a certain range through a feedback loop that automatically
controls the amplifier gain. The input signals are amplified by the gain
that is determined by the 12—bit external bus (gain_dac) and the gain
generated through the AGC feedback loop (gain_agc). In the AGC
loop, first, the power is calculated from the output signal (ou?) as in
GMC, and this value is compared with a reference value (tA) to

ensure that the level of the output signal is within the reference level.

. o2 i 2
out=ay-in+a,in” +asin

Foro(x)=u Fea(u)=y

uln] & y
AX[H] Vm.-| l Ku[n]

u[n] T H

x[n] oeo | Josafo ™ 14 » y

gain:G
e[n]=x[n]-z[n]

aopt| |a/p 3‘ X X
1/G

z[n]

(a) Block diagram of the PA model.

module dpd (

input reg clk, // digital clock
input reg [1:0] calib, // calibration mode
input xreal 1IN, // PA output signal

input xreal LO_I, LO_Q, // input LO signal
output reg [11:0] DPD7, DPD5 // control phase

5

xbit clkx;

xbit [11:0] DPD_Ix, DPD_Qx;

reg [11:0] DPD_I, DPD_Q, delta;

xreal ins, dem_I, dcm_Q, fil I, fil_Q, smp_I, smp_Q;

initial begin
DPD7 = 12'bG0O0_0000_0000;
DPD5 = 12'b0000_0000_0000;
delta = 12'boo00_0000_0010;
end

bit_to_xbit XB® (.in(clk), .out(clkx));
scale #(.scale(1.0/gain)) XP@ (.in(in), .out(ins));
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// I-path DPD feedback loop

multiply XM@ (.in(ins, LO_I), .out(dcm_I));

filter #(.poles(pole)) XF@ (.in(ins, LO_I), .out(fil_I));
sample XSO (.in(fil_I), .trig(clkx), .out(smp_I));

adc #(.num_bit(12), .min(9.0), .max(-9.9))
XA@ (.in(smp_I), .out(DPD_Ix));
bit_to_xbit #(.width(12)) XB@ (.in(DPD_Ix), .out(DPD_I));
// same for Q-path
always @(posedge clk) begin
if(calib == 2'b10) begin // TX DPD (LV5)
if(DPD_I > 12'b1100_0111_0001) begin
if(DPD5 > 12'b0000_0000_0001) begin
DPD5 <= DPD5 - delta;

else if (DPD_I < 12'b1100_0111_0001) begin
if(DPD5 < 12'b1111_1111_1118) begin
DPD5 <= DPD5 + delta;

else if(calib == 2'b11l) begin // TX DPD (LV7)
if(DPD_I > 12'b1110_0011_1000) begin
if(DPD7 > 12'b00GO_0000_0001) begin
DPD7 <= DPD7 - delta;

else if (DPD_I < 12'b1110_0011_1000) begin
if(DPD7 < 12'b1111_1111_1118) begin
DPD7 <= DPD7 + delta;

end
endmodule

(b) Proposed pseudocode for the PA model.

Dutput signal level A RX BB
Linear PA P
[+] Nonlinear PA . Level 7 :
PA With DPD 7, " After:DPD
e i
. Level 5 Before DPD
- L After DPD

o \ : Before DPD

9.000 MHz 9.165 MHz
(d) RX down-converted signal with DPD

Input signal level

[m TXDATA WRXDATA]

RXBB |
. ? . é‘ wo DPD
N ’ P
d ] i ] * I
before after 9.000 MHz 9.165 MHz

(e) RX down-converted signal without DPD

(c) Nonlinear characteristic. (d) Signal constellation diagram.
Figure 2.5. Describing the functional model of

a Power amplifier with digital predistortion.

The power amplifier (PA) block amplifies large power input
signals outside of the linear region owing to the transconductance of
the transistor. Consequently, the non—linearities should be
compensated to avoid signal distortion. The gain—compression

relationship between the input and output signal can be defined by
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the polynomial function (y = gain-x—gain-kx®) and it can be
modeled by assigning the coefficient of each term to the parameter

of the poly_func primitive, as shown in Fig. 2.5.

One method used to compensate the nonlinearity of the PA is the
digital predistortion (DPD) [23,24], which measures the distortion of
the output signal and pre—distorts the input signal from the DAC
model through a feedback loop so that the output signal achieves the
desired linearity. In the DPD model (dotted box), the output signal is
first scaled by the reciprocal of the gain value and then multiplied by
the LO signal to separate the paths I and Q. The harmonic components
of each signal are filtered, and the amplitude level of the remaining
baseband signal is converted into a 12—bit bus signal (DPDyq) using
the adc primitive. In digital DPD logic, this 12-—bit measured
amplitude is compared to the reference level, and the offset
predistortion value is calculated and assigned to the DAC model. The
signal constellation diagrams show the symbol locations without and
with the DPD enabled [25, 26].

Channel Bandwidth [MHz] Radio Frame [10ms]

peeeeecscencccaas ) l : — I
] [}
’
' ' Sub-frame
] Y < ..
. P [ I 1 ]
>
freq
Resource Block ¢— Slot

OFDM symbol (12 GAM symbols) [ I I . I I

A N ; Symbol

X WW

—>

>
freq time

(a) OFDM signals in frequency/time —domain.

N L

il

(b) Conventional QAM/OFDM symbol generation in digital model.

bits complex symbols analog
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!
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1 Event point

(b) Block diagram of the QAM/OFDM symbol generation model.

module gam_gen (
input reg clk,
input reg [1:0] calib,

output real amp_I, amp_Q

5

reg [5:0] data;
reg [7:0] gam;
reg [11:0] gam_i, gam_qg;

always @(posedge clk) begin
if(calib == @0) begin
data[5:0] = prbs_data;
else if(calib == 11) begin
data[5:0] = 6°b001100;

end.
always @(posedge clk) begin
QAM

case(data)
6°b000RO0 : gam <= 8’b100GO_1000;

end

always @(posedge clk) begin
case(gam[3:0])
4°boeee : gam_i <= 12°b0ee1_1100_ 0111 - DPD7;
4°bo@10 : gam_i <= 12°b@011_1000_1110 - DPD5;

4°b1100 : gam_i <= 12°b1100_0111_0001 + DPD5;
4°b1111 : gam_i <= 12°b1110_0011_1000 + DPD7;
end
// same for Quadrature-phase QAM

always @(posedge clk) begin
amp_I = real’(qam_i) * 18/4095 - 9;
amp_Q = real’(gam_q) * 18/4095 - 9;
end

endmodule

//
//

input reg [11:0] DPD7, DPD5 // control phase

/!

//

//

digital clock
calibration mode

input LO signal

transmitted data
64-QAM informs.

data generation

encode data to

In-phase QAM

I/Q QAM level

(c) Proposed pseudocode for the QAM generation model.

Figure 2.6. Describing the functional model of a TX BB circuit
that generates QAM or OFDM symbols (DAC).

OFDM (Orthogonal—Frequency—Division—Multiplexing) is a

method of multiplexing a transmission signal by modulating it with

multiple orthogonal subcarriers. As shown in Figure 1, the OFDM

modulator divides a data stream with a high data rate into a plurality

of data streams with a low data rate, modulates and multiplexes each
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subcarrier, and transmits the subcarriers in parallel.

When dy =ay +jb, is a complex QAM symbol in the k—th
subcarrier, the N—point IFFT OFDM symbol x(n) may be expressed
as a discrete signal as in (2.2). The resulting OFDM signal is in digital

form:

dk e‘T (2.2)

In general, RF symbols are digitally generated, as shown in the
preceding equation; however, these signals can be equivalently
denoted as analog signals as shown in (2.3) and can be implemented

only as one event in XMODEL.

N-1
x(t) = %Z(ak cos 2mfit + by, sin 2mfit) (2.3)

k=0

The baseband circuit (BB) block models the function used in the
transceiver modem to process signals on both the TX and RX sides.
The TX side performs a DAC function that generates pseudo—random
binary sequence data and converts it to a QAM/OFDM symbol, and
the RX side performs the reverse function of the transmitter to
restore the data, that is, the ADC function.

Fig. 2.6 shows the block diagrams of the QAM and OFDM symbol
generation models. When the “gam_gen” block converts the 6—bit
data into I/Q QAM level which reflects the DPD information, the
“cosine” and “sine” signals, each consisting of a sub—carrier
frequency, are multiplied and sent to the TX side. In addition, the
OFDM generation block models the behavior of the inverse fast
Fourier transform, which then multiplies the signals generated from
12 QAM generation blocks by each sub—carrier signal and combines

all these signals [14].
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(a) Block diagram of the ADC and ADC unit model.
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(b) Block diagram of the ADC and ADC unit model.

module adc #(
parameter prd = 100e-9

)(
input reg clk,
input reg [1:0] calib,
input xreal IN_I, IN_Q,
output reg [11:0] DCOC_I, DCOC_Q,
output reg [5:0] data
)s

xbit clkx, clkq, clkb, clks;
xreal A_IP, A_IQ, A_IN, A QN;

// 4-phase clock sampling
bit_to_xbit XBO (.in(clk), .out(clkx));

delay_xbit #(.delay(prd/4)) XD@ (.in(clkx), .out(clkq));
delay_xbit #(.delay(prd/2)) XD1 (.in(clkx), .out(clkb));
delay_xbit #(.delay(3*prd/4))XD2 (.in(clkx), .out(clks));

sample XS0 (.trig(clkx), .in(IN_I), .out(A_IP));

sample XS1 (.trig(clkq), .in(IN_I), .out(A_QP));

sample XS2 (.trig(clkb), .in(IN_I), .out(A_IN));

sample XS3 (.trig(clks), .in(IN_I), .out(A_QN));

// ADC

adc_unit XD@ (.in_i(A_IP), .in_q(A_QP), .clk(clkx),
.data(data));

// DCOC

dcoc XCo (.in_i(A_IP), .in_q(A_IN), .calib(calib)
.DCOC(DCOC_TI));

dcoc XC1 (.in_i(A_QP), .in_q(A_QN), .calib(calib)
.DCOC(DCOC_Q));

endmodule

// calibration mode
// ADC input signal

// received data

(c) Proposed pseudocode for the ADC model.

22



-5G NR : N78 Band : Bit Error : 0 / 2,496 Symbols (14,976 Bits)
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Received Data
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(d) Bit—error detection.

Figure 2.7. Describing the functional model of a RX BB circuit

That recovers data from received symbols (ADC).

Fig. 2.7 describes the ADC model, which samples the output
signal of the RX ABB and restores this information to the original data
sequences. The QAM and DC offset information can be obtained by
sampling these two signals with a 4—phase clock. First, the “c/k”
clock signal with period “time_sym” is delayed by T/4, T/2, and 3T/4
to generate clkq, clkb, and clks, respectively. When the clock (clkg
or clkb) is triggered, each input signal (BB is sampled by the
sample primitive and converted into 4 —bit QAM level information in
the “adc_unif’ model. Finally, an 8 —bit QAM signal (4 bits in each I/Q

path) is demapped to a 6—bit original data sequence.
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2.3. System and Simulation Performance

The EVM metric measures the distance of the QAM constellation
points from the reference locations and is computed as a root—mean—
squared magnitude of these error vectors normalized to the ideal
signal level. Fig. 2.8 shows the signal constellation diagrams and EVM
values, obtained by post—processing the simulated results in Python.
For each constellation diagram, the blue and red dots represent the

I/Q reference and I/Q received symbols, respectively.

1 _
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Figure 2.8. The simulated QAM signal constellations with various

frequency bands, DC offsets, and I/Q imbalance conditions.

Fig. 2.8(a) shows the 64—QAM signal constellation when the
transceiver model is operating at the 5G NR n78 band, with a 3.5—
GHz carrier frequency and a 300—Mbps data rate. Since the up—link
and down—link uses the same carrier frequency, the testbench
checks the error by running a 200—us long simulation and comparing
the signals received by the receiver feedback path (RXFB) with the
transmitted signals. The simulated EVM was 0.78%. On the other
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hand, Fig. 2.8 (b) shows the 256 —QAM signal constellation when the
transceiver model is operating at the 5G NR n257 band, which is one
of the next—generation mmWave bands of 3GPP specification [14].
It supports a data rate of 1.6Gbps at a 28 —GHz carrier frequency.
The simulated EVM after a 100—ps long simulation was 1.23%.

Fig. 2.8 (c) = (j) show the simulated signal constellations for the
transceiver operating at the 5G NR n78 band with various non-—
ideality conditions assumed. For instance, Fig. 2.8 (c) —(f) show the
results with various gain mismatches between the I— and Q—paths,
leading to the distortion in the constellation diagram in the vertical or
horizontal direction. Fig. 2.8 (g) — (h) show the results with the phase
mismatch between the I— and Q—paths, where the constellation
points are first rotated but then shaped into a rhombus by the AGC

loop.

Fig. 2.8 (1) shows the results with various LO leakage conditions
causing DC offsets. The resulting DC offset shifts the constellation
points either horizontally or vertically. The dots color—coded in red,
blue, and turquoise in Fig. 2.8 (i) indicate the simulated shifts in the
64—QAM constellations due to a +1A—amplitude leakage into the [—
path input, Q—path input, and both, respectively.

The proposed model and testbench can also randomize these
non—ideality conditions and Fig. 2.8(j) shows the results for two
randomly—selected cases, giving the EVM of 1.81% and 4.56%,
respectively. Hence, it is possible to run a set of simulations each
with different non-—ideality conditions and verify whether the
offset/gain calibration loops properly settle and whether the

transceiver yields an EVM within the desired specification.

Figs. 2.9(a) to (d) show the simulated waveforms assuming a
non—ideal case, where the DC offset of the I—path is —0.5, and the
gain of the Q—path is 20% greater than that of the I—path. Figs. 2.9 (e)

and (f) show the FFT analysis results of OFDM symbols with 15 kHz
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spacing from 9 to 9.165 MHz and 3.5 GHz up/down—link: the OFDM
symbol, the up—converted signal, and RX signals with and without
DPD calibration in the PA. Without DPD, a spectral regrowth due to

the intermodulation components deteriorates the RX sensitivity.
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Figure 2.9. (a—d) Simulated waveforms

and (e—f) FFT analysis results.

To evaluate the speed of simulation of the proposed model, we
created a baseband—equivalent RNM that could perform the same
operation. In RNM, only the frequency components of the baseband—
equivalent signal near the carrier frequency are modeled, and the
high—frequency harmonics and DC components are ignored. The
non—idealities and non-—linearities, caused due to the mismatch
between the gain and phase, are equally reflected in the models. In
addition, the filters are modeled in the z—domain through bilinear
transformation. Both the RNM and XMODEL models share the same
pure Verilog digital control/calibration loop, thus creating a model

that performs exactly the equivalent operations [Appendix 2].
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Figure 2.10. Simulation performances:
(a) run time and (b) RMS error.

The RNM witnesses a trade—off between the simulation
performance and accuracy over time—step. The simulation speed and
accuracy of the RNM models are dependent on the simulation time—
step of SystemVerilog, which determines the time spacing between
the adjacent points on the RF signal waveforms. Figs. 2.10(a) and (b)
show the speed and accuracy of the simulation results when the
simulation is run for 1 s under various time—step conditions. For the
FR1 band (3.5 GHz carrier and 10 MHz bandwidth), the runtime of
the RNM decreases from 16,367 to 910 s when the simulation is
performed while sweeping time —steps from 250 ps to 4 ns, whereas
the RMS percentage error increases from 0.2 to 35.69%. Moreover,
for the FR2 band (28 GHz carrier and 200 MHz bandwidth), the
runtime decreases from 366,660 to 19,587 s, whereas the RMS error
increases from 0.7 to 34.25 with sweeping time—steps from 12.5 ps
to 200 ps. However, the proposed XMODEL—based model delivers a
constant runtime and accuracy regardless of the time—steps (27 s in
the FR1 band and 203 s in the FR2 band). For both FR1 and FR2
bands, the XMODEL —based model runs 30-1,800 times faster while
transmitting high—frequency passband signals without sacrificing the

accuracy, as shown in Fig. 2.10(b).
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Chapter 3. Nonlinear Model

3.1. Volterra / Perturbation Method

The Volterra series expansion is well known for modeling the
memory effects of weakly—nonlinear circuits such as the spectral
regrowth in LNAs [26,27]. The Volterra series is a comprehensive
method to model the nonlinear dynamics of the circuits with high
accuracy, where the output response y(t) to an excitation s(t) can
be expressed as a sum of multidimensional convolution integrals as

follows:

Y(O) = ) 3n® = (hy * )(O) + (hy #55 )(O) +

n=1
-3 Z [ Zu ) Hs(t — ) dr, (3.1)
n=1 i=

yo(t) = f°° foohn(rl, v, Tp) St — 1) st — 1) - d1y ... dTy

where y,(t), the n"—order output of the system, is computed as n—
times repeated convolution with the nth—order Volterra—kernel
h, (4,73, ...,Ty). This kernel information and output response can be

Fourier transformed and expressed in the Laplace domain as follows:

H, (0, wy, ..., 0y,)

= f f £ (T4, ., Tn) - exp(—j(w,Ty + -+ w,7,)) - d1y ..dT,  (3.2)

Y(jw) = Hi(jw) o S + Hy(jwy, jw,) © S? + H3(jwy, jwy, jws) © S% + -+

6 9

where, “o” means multiplication of the amplitude of each frequency

component, and shift of the phase with the appropriate value [ref].
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However, it is difficult to obtain the kernel information, so the
perturbation method is used to convert the Volterra series expansion
into a collection of multiple linear sub—systems [28,29]. This chapter
explains a method to model the Volterra—series system obtained via
perturbation method by combining the XMODEL functional primitives
and discusses their simulation results. For example, the models of
the common—gate (CG) amplifier presented in [29] demonstrate that
the technique proposed in [29] indeed improves the linearity of the
LNA.

Step 0. Circuit Step 1. Volterra Series Expansion Step 3. Laplace-domain Transfer Function
(Nonlinear System) with Perturbation Method to SystemVerilog Model
|
y(t) = (hy #x)(£) + (hz * x = x)(t) + (hy * x + x x x)(t) ) =BG D)
Yi(s) = Hy(s s,
g < Y0 = €y (0) + €% () + €8 y(t) T
Yy(s) = Hy(s) Yi(s)
é Step 2. Kirchhoff’s Law Y3(s) = Hy(s) ¥1(s) Ya(s)
B +H,(s) Y3 (s)
conventional [ | () + i (8) + 220 4 ¢, D@ _ |
common-gate Z dt = Y(s) = Yi(s5) + ¥z(5) + Y3(5)

amplifier

Figure 3.1. Nonlinear system model design flow.

To model nonlinear circuits in SystemVerilog, we apply the
perturbation method to the Volterra series expansion and model it as
a composition of multiple linear subsystems over three steps, as
illustrated in Fig. 3.1. This chapter describes in detail the process of
deriving the Laplace—domain transfer functions from the Volterra
series model and expressing its system model using the XMODEL

primitives in SystemVerilog.

First, we assume a weakly —nonlinear system where the input is
x and the output is y, and this output can be expressed up to the third
order in the Volterra series expansion, as shown in Eq. (3.3).

y(jw) = A (jw)x(jw) + Az(jwl,jw2)°x2(jw) + A3(jw1,jw2,jw3)°x3(jw) (3.3)

Then, we can convert this Volterra series expansions into

perturbation—series expansions by applying a small perturbation to
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the input around the DC operating point, i.e., x(t) = x, + eAx(t), Where
e is an arbitrarily small scalar value [30]. The nth—order

perturbation—series expansion (7=1,2,3) is obtained by Eq. (3.4).

y(@) =€y, () + €%y, (1) + €3 y3(1) (3.4)

Next, the nonlinear system is derived from the circuit equations
based on Kirchhoff’' s laws and expressed in differential equations,
where ¢(.), g(.) and u(.) are nonlinear functions of the resistive,

dynamic, and input, respectively.

%q(y(t)) +9(y@®) = u(x@®) (3.5)

By substituting the perturbation input and the output of Eq. (3.4)
into Eq. (3.5), the responses of the system are classified according
to their orders, and each response is Laplace—transformed into an
s—domain transfer functions as follows, where the operator “®”

denotes the time—domain multiplication in the Laplace domain [4].

el —term : Y (s) = H (s) - X(s)
€? —term : Y,(s) = H,(s) - [V; ® Y1](s) (3.6)
e’ —term : Y3(s) = Hy(s) - [V; @ Yo1(s) + Hy(s) " [V, ® Y, @ Y1](s)

The resulting equations can be easily implemented using the
XMODEL’ s functional primitives, i.e., by combining the filter and
multiply primitives. First, the filter primitive describes a linear filter
of which transfer function is in the form of Eq. (3.7) with three design
parameters (DC gain, poles, and zeros). Therefore, the four transfer
functions (/H;—H,) obtained in Eq. (3.6) can be modeled with four
filter primitives, each of which expresses the equivalent transfer

function in the following form:

H(s) = Gain x nj\: (1 + 5)/1_[?: (1 + %) (3.7)

J
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x(t) = %2 o e Hsves)

H(s)

Figure 3.2. Example of second—order nonlinear system.

Second, the time—domain multiplications in the Laplace domain
( “®” ) expressing the high—order terms can be modeled with the
multiply primitives. For example, in a nonlinear system, if the output
response with respect to x2(t) has a transfer function H(s) (obtained
through the perturbation method), then it can be modeled using a
multiply primitive followed by a filter primitive, as shown in Fig. 3. In
the first stage, x(t) is squared in the Laplace—domain, and the output
i1s Y(s) = [x(t) ® x(¢)]. In this way, the response for each order of the
perturbation series can be obtained, and the entire nonlinear system
can be implemented through their linear combination. These
equations represent nonlinearities using a collection of linear
systems, so each system’ s transfer function can be modeled with
the XMODEL’" s functional primitives in SystemVerilog [31].

Complexity
1
Volterra-based
Models
Envelope
Memory
Polynomial Memor¥
Polynomial

LUT
Memoryless
Polynomial

Volterra/
Perturbation
([
7

Performance

Figure 3.3. Nonlinear system model design flow.
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3.2. Low—noise Amplifier Example

This chapter describes the application of the method introduced

in chapter 3.1 to create a nonlinear model of the conventional and

nonlinearity —canceled common—gate low—noise amplifier (CG—LNA)

introduced in [29]. In both types of LNAs, the output of the system
is a small—signal drain current (7,,) and gate—to—source voltage
(vgs), which have the nonlinear characteristics owing to the nonlinear
transconductance of the MOSFET. They can be expressed as a
Volterra series, as in step 1, and converted to Eq. (3. 8) by applying

the perturbation method.

Vgs G©) = A1 (jw)°iy + Az (jwy, jw,)°if, + Az (fwy, jw,, jws)°ih,
= Vgs(6) = € Vge1 (£) + €2 vy (1) + €7 - vg3(0)

ioue (@) = By(jw)°iin + By(jwy, jw2)°ify + B3 (jwy, jw,, jws)°id, (3.8)
= loue(t) = € louer (t) + €7 gy (t) + €7+ igye3(t)

Furthermore, since their relationship is expressed by the Taylor
series expansion, 1.e., loy = gmi1Vgs1 + ImzVos2 + GmsVgs3» Substituting Eq.

(3.8) into this relationship gives the solution for each order as follows

et —term: lout1 ® = Im1Vgs1 @®
€2 —term :ipy,(t) = Im1Vgs2(t) + gszg231 ®) (3.9)

€’ —term : loues () = Im1Vgs3 ) + gm Vgs1 (t)vgsz ®+ gm3vgsl ®)

where g, is the transistor’s small—signal transconductance, and the

higher—order coefficients (gms gm3) indicate the corresponding

nonlinearities:
_ Oloue _ _ 1aziout _ '
gml_avgs_gm gmz_z 31755 _ng
3, (3.10)
_ 10°%i,y: _ 1,
Im1 = 6 61755 - 67 ™
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A. Conventional CG Amplifier Model

Figure 3.4. (a) CG amplifier and (b) its equivalent circuit model.

From the equivalent circuit of the conventional CG amplifier
shown in Fig. 3.4, we can derive the equation below by applying the
Kirchhoff’s current law at node A:

Vs () dvgs(t) _ 311
T (81D

iin(t) + iout(t) +

Substituting Eq. (3.9) into Eq. (3.11), we can obtain a set of three
differential equations by separately equating each coefficient of

power of € to zero.

. . Vgs1(t)  d
€l —term ¢ iz (t) + fouer () + gs; +- (Cgsvgsl(t)) =0
Vs (t d
€% —term : iy (t) + %() + E(Cgsvgsz(t)) =0 (3.12)
Vgsa(t d
€ —term : louea(t) + %() + dt (Cgsvgs3 (t)) =0

The following partial responses can be obtained by transforming

the equations in Eq. (3.12) to the Laplace domain.

€' —term : Vg1 (s) = Hy(s) - I;n (5)
€? —term : Vgsz(s) = gmz - Hi(s) - [vgsl ® Ugsl](s)

3 (3.13)
€3 —term : Vyss(s) = Gz * Hi(8) - [vgs1 ® Vgs2] ()

t9m3 Hl(s) ' [Ugsl ® Vgs1 ® Ugsl](s)

3§ 53 17
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€l —term : Loy () = Hi(S) - in(s)

€’ —term: Loue2 () = gm2/972nl “Hy(8)  [iguer @ fouerl(s)

€3 —term : Ioyue3(S) = Gina/Gm1  Hz2 (S) * liourr ® lou21(s) (3.14)
gz 2 Ims3
+ (% - T) " H, (S) ' [ioutl ® lour1 ® ioutl](s)
gml mil
where,
_ _ 1/Z + sCys
Hi(s) = T +1/Z T sC,, Hy(s) = G 1/Z + 5Cy (3.15)

Now we can express the LNA output signals, the gate—to—
source voltage (1), and output current (Z,,), by summing the partial

responses in the perturbation series:

Vgs(s) = Vgsl (s) + Vgsz (s) + Vgs3 (S)

(3.16)
 Toue (8) = Inye1 (8) + Loz (8) + Ioyez(S)

P

x2 HxpP(X
X :}H—)ava
R

(b)

Figure 3.5. System diagrams of (a) the overall system and
(b)the third—order nonlinearity.

TABLEI TABLEII

FILTER'S PARAMETER FOR CONVENTIONAL CG-AMPLIFIER FILTER’S PARAMETER FOR NONLINEARITY CANCELLATION CG-AMPLIFIER

Filter DC Gain Pole Zero Filter DC Gain Pole Zero
Hy, -z4 fp - Hy; 1 j},_l.g 1722l
Hy; -gmzA fp - Hy; gm2 _f;,_l,z 1727L
Hys - gmaA fr - Hys Em2 Jor2 1727
Hyy -gmid 5 - Hyy &m3 Jo12 1/2nL
Hy -gmiA 5 - Hii 8mi Jor2 1227gmiL
Hp (Em/Emi )A 5 f Hp, gm2/8mi Joi.2 +i/(2zVLC)
Hi; (Gm/gmi)A o f His Znd/Eni’ Jo1.2 +i/(2m/LC)
Hy (Bmigns-gn)Agn* | Jp S Huy (gmigmi-gn2)/gmi® | fo2 | ti/2nVIC)

where, A = 1/(1 + gmiZ). fp = (1 + 9mi12)/2nCysZ, f, = 1/2nCyZ

In Eq. (3.14), each term in the partial responses is basically a
response of a linear filter to a product between the lower—order
3 4 2 M E g

e



partial responses or input. Therefore, each term can be modeled
using a pair of multiply and filter primitives, and the parameters used

for each filter (gain, poles, and zeros) are summarized in Table 1.

With the nonlinear system models for the CG—LNAs described
so far, as shown in Fig. 3.5(b), we can analyze for the key factors
affecting the nonlinear output response, by dividing it into two

pathways: one is for the effect of the third—order intermodulation

(IM3) and the other is for effects of the second—order harmonic term.

We can see that the IM3 is directly influenced by the third—order
nonlinear term via the gms value in /i (s) and suppressing gm3 is the
key to improve linearity. Also, the second—order effect creates
unwanted harmonics and intermodulation components, which are
converted in the multiplier to produce IM3 components and cause

long—term memory effect. This effect is modeled in H>(s) and Hs3(s).
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B. CG Amplifier Model with the Nonlinearity —Cancellation Technique

output

—t A

1 Z(w)
Cs

811

5 Aw w 2w

Figure 3.6. (a) CG amplifier with nonlinearity cancellation

VE.—|

BETEE)

2w Aw

and (b) its equivalent circuit model

The CG amplifier with the nonlinearity —cancellation technique
introduced in [29] uses an RF current source with a capacitor and
inductor in parallel to maximize the impedance at the resonance
frequency (w) and minimize the impedance at 4o and Zw, as shown
in Fig. 3.6. This technique can reduce the overall nonlinearity arising
from the second—order distortion effect. The differential equation
below describes the relationship between the input 7; and the output

Iour INn node B:

t
vos®) | if Vys(r) dr = 0 (3.15)
0

iin(t) + iout(t) + (Cgs + Cs) dt I
s

Again, by substituting Eq. (9) derived from the Volterra/
perturbation—series expansion method into Eq. (15), the partial
responses of Vg and Ioy of the circuit can be computed, where the
Volterra/perturbation—series expansion is obtained in the same
manner as in section A. The only difference is with the transfer
functions describing each filter. Therefore, the diagram for the
resulting system model is almost identical to that for the conventional
CG LNA as shown in Fig. 3.4, and the parameter values of the filters
are summarized in Table 2, where f,,, = 1/n(gmiL * v/(gmiL)2 — 4LC).

36 .__:Ix_s _'q.;:-' ok



H(w) 4 H(w)

X
W w

Aw 0w 2w Aw @ 2w

o
A
(a) (b) (c)

Figure 3.7. Filter model of the (a) conventional and (b) cancellation

structure, and (c) system diagram of a third—order nonlinearity.

In this LNA with the nonlinearity —cancellation technique, the
employed RF current sources create additional poles and zeros in the
transfer function, which serves the roles of suppressing the second—
order nonlinearity term. Fig. 3.7 illustrates how it works. In the
conventional CG—LNA, the single—pole low—pass filter cannot
sufficiently suppress the second—order nonlinearity term and the
resulting intermodulation component. On the other hand, in the CG—
LNA with the nonlinearity —cancellation technique, the corresponding
filter has a band—pass characteristic due to the additional poles and
zeros and can suppress the intermodulation components. This
reduction in the second—order nonlinear terms leads to the lower
intermodulation distortion (IMD), lower interference, and better

linearity.

Output Power Output Power

* oipz M
Fund

_)
M3
- / —> -
r 4 r 4
Input P2 T nput
Power Power

Figure 3.8. Linearity improvement.
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3.3. Nonlinearity Analysis

B @

(a) Two-tone test (b) Modulated-tone test

Figure 3.9. Testbenches for the nonlinear RF amplifiers.

Input Two-tone 64-0AM
P | P%W
d
Modulated
Conventional
CG Ampifier | A Output Signal
of
Conventional
CG Amplifier
Ouue Sl
Cancellation gmxssgi
CG Ampiier M At | AT )
CG Amplifier

[ 00 s W Wes  20m  Wom 8w Wm 20m 20w 260ms
(2 Time [ns] ®) Time [ns]

Figure 3.10. Time —domain simulation results with event markers.

Fig. 3.9(a) shows a testbench that feeds a two—tone signal to the
two CG—LNA models. The two sinusoidal signals (3.45 and 3.55 GHz)
with the same power of 16 dB are added and fed into the amplifiers.
This two—tone test is a widely—used method to assess the
nonlinearity of the circuits by measuring the power of the second and
third intermodulation components generated in response to the two—
tone input. For both amplifiers, the circuit parameters Cgs, L, and C
are assumed to be 155—fF, 8.2—pkF, and 0.25—nH, respectively. Fig.
3.9(b) shows a testbench that feeds the RF signals that are up—
converted from 64—QAM baseband signals. First, the quadrature
amplitude modulated signals centered at DC (BB;, BBy) are generated
with 50 MHz symbol rates, and they are up—converted to a carrier
frequency of 3.5 GHz. The modulated RF signal (RF;, RFg can be

expressed as:
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RF} = A - cos(wsompzt) - cos(w3 s6Ht)

RFq = Ag - sin(wsompt) * sin(ws sgu,t)-
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(a) Conventional CG-Amplifier : two-tone test
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(b) CG-Amplifier with Cancellation : two-tone test
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(c) : multi-tone test
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Figure 3.11. The measured output spectrums.

Fig. 3.10 shows the simulated waveforms with the two—tone
input, along with the event markers that indicate where the actual
computations were performed. The output waveforms have events
only when the input waveforms have events, demonstrating the

event—driven simulation discussed earlier. Yet, the intermodulation
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components embedded in the signals can be analyzed accurately,
thanks to the functional expressions used by XMODEL. For this
particular simulation, the input and output signals in fact have only
one event, performing a 100—pus simulation in only 0.40 seconds.
Even with the modulation RF signals, the 100—ps simulation

transmitting 5,000 symbols takes only 8.55 seconds.

Another way to analyze the simulated results is to plot the
frequency—domain spectrum of the signal via FFT. Figs. 3.11(a) and
(b) plot the second and third harmonics and intermodulation
components in a two—tone test, respectively. Comparing the output
spectrum of the nonlinearity—cancellation amplifier with the
conventional amplifier, the second—order distortion components are
reduced by 20 dB, and consequently, the third—order distortion
components are greatly reduced. The magnitude of the IMD (the
difference between the fundamental power and IM3 power) is
improved from —45 dBc to =70 dBc with the nonlinearity cancellation

technique.

The spectral regrowth analysis is also possible by applying a
multi—tone signal. Figs. 3.11(c) and (d) shows the output spectrum
when four sinusoidal inputs with the same amplitude and equal
frequency spacing are applied to each amplifier. When these
multiple—frequency tones are processed at once in a channel, the
resulting IMD terms form a band, which can degrade the performance.
After the nonlinearity cancellation, the power of the spectral
regrowth is reduced by 30 dB. The power of the fundamental signal
(the purple line, w356H, + wsomr,) and IM3 signal (the red line) for the
QAM—modulated signal are shown in Figs. 3.11(e) and (f). When
comparing the IM3 components in the output spectrums of the
conventional and nonlinearity —cancellation amplifiers, the amount of
the IM3 component suppressed by the nonlinearity —cancellation

technique 1s significant.
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Figure 3.12. The OIP3 measurement results.

Fig. 3.12 plots the powers of the fundamental and IM3 signals

measured while increasing the input power from —20 dBm to 50 dBm.

At the point where the input power is 35 dBm, the output signal starts

getting saturated. The third—order output intercept point (OIP3) was

measured

technique achieves a 16 dB improvement.

The proposed modeling method has several advantages in the

design and verification of nonlinear RF systems.

First, fast

simulations are possible without compromising accuracy as both the

low—frequency baseband signals and high—frequency RF and

harmonic signals can be expressed in equations. An event is triggered

only when the coefficients of these equations change. Second, the

presented models

can

run on a digital simulation platform

(SystemVerilog) suitable for verifying RF systems enclosed by

various digital feedback loops and digital control logic. Finally, the

process of breaking a nonlinear system into a set of linear sub—

systems can identify factors that degrade the performance of the

system and gain design insights.
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Chapter 4. Coverage Analysis

and Functional Verification

The previous chapters described the behavioral modeling method
of RF transceivers to speed up performance estimation and functional
verification. This chapter introduces a testbench using a parameter
coverage analysis technique and a functionality checker for complete

verification.

4.1. Model Parameter Coverage Analysis

din<11>

trl1<3:0: *
s Control din<10> D-to-A
Block N Converter Scenario | Probability ctrl1 . | ctrll0 din <11:0>
criz<s0> &= din<> 1 8.0% 4'b1111 | ... | 40000 | 12'b1111_1111_1100
2 ; ; ;
ctrl3<aos out 2 10.0% 4'b1010 | ... | 4'b0110 12'b1011_0101_0100
K din<z>
et X 15.0% A'BXXXX | ... | 4'bXXXX 12 BXXXX_XXXX_XX00
<1>
- ERROR !! m I e I e !
di ; ; ;
10<3.0> ot in<0> R 18 10.0% | 4'b0001 | .. | 4'b0101 | 12'b0000_1111_1000
19 0.1% 4'b1100 | ... | 4'b0000 | 12'b0011_1100_0001
20 0.2% 4'b0010 | ... | 4'b1111 | 12'b0000_1111 1110
(b)
Che‘:ker Test Scenarios :
)| ctriz<3:05> | +++ | ctrit0<3:0> | REF COMPARE X Scenario 1 X Scenario 5 X Scenario 12 X X Scenario 16 X Scenario 13 X
4'b1111 . 4'b0000 10 Checker Results :
v ooe oo oo PASS / FAIL X PASS X PASS X PASS X e X PASS X PASS X
4'b0010 . 4'b1111 30
S
7
Simulation Time
(a) (c)

Figure 4.1. Design verification problem related to

digital—to—analog converter (DAC) model.

The example in Fig. 4.1 shows the limitations of checker—only
verification. Even if there are errors in the LSB 2—bit of the DAC
model, the control codes (din[11:0]) corresponding to these bits are

rare, and the checker may not find the error. These errors are
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detected only by running the simulation “long enough” for the checker
to find them. However, since it is difficult to figure out how long the
verification designer must simulate to ensure that the parameters are
error—free, a technique must quantify whether the simulation has

sufficiently verified the parameters.

| Checker
100 Error < 1% 100

PASS PASS FAIL
(a) (b) (c)

| Checker
Error < 1%

| Checker
Error<1%

99.1 60

Figure 4.2. Design verification problem related to

feedback loop amplifier model.

Figure 4.2 shows that if the checker is not sensitive to small
signals, it may not detect errors. When the gain of the feedback loop
amplifier has a value of ‘0.5 instead of ‘5’ as an error and the value
generated through the feedback loop is small enough, the checker will
not be able to find any errors. Therefore, to find the parameter error
of these amplifiers, it is necessary to “sufficiently” simulate various
scenarios and check the case where the value generated in the
feedback loop is large enough, as shown in Fig. 4.2 (¢). Again, a
verification method is needed to quantify whether the simulation has

sufficiently checked the parameters during simulation.

Therefore, this chapter introduces parameter coverage analysis
[32] and functionality checker, which are methods to check whether
test scenarios are suitable for verifying that the TRX model has the
appropriate design parameters such as gain, bandwidth, etc. First, the
testbench's coverage measurement (meas_cov) module calculates
the sensitivity and threshold. Sensitivity is a value that indicates how
sensitive the output to the input is when the parameter value changes
and the threshold is a value that determines whether the sensitivity

1s enough or not. This value is chosen as the optimal value based on
¥y 1 O
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the information theory when defining the stochastic input signal space

[Ref, Appendix]. Next, the meas_cov module compares

the

sensitivity to the threshold and, if the sensitivity is greater than the

threshold,

concludes that the parameter is covered.

module meas_cov #(

“parameter_integer(num_in, 1), // number of inputs
“parameter_real(scale[num_in-1:0], '{num_in{1.0}}) // input scale factors

)(
“input_xreal out, // output
“input_xreal [num_in-1:0] in // input
)s
xreal [num_bit-1:0] sen; // sensitivity
xreal thr; // threshold
xbit [num_bit-1:0] cov; bit [num_in-1:0] coverage; // coverage
// (1) Calculate Optimum Threshold
calc_thr #(.num_in(num_bit), .scale(scale)) thr_calc (thr);
genvar i_gen;
generate
for (i_gen=0;i_gen<num_bit;i_gen=i_gen+1) begin: genblock
// (2) Calculate Signal Sensitivity
calc_cov calc(.in_ref(out), .in_pert(in[i_gen]), .sen(sen[i_gen]));
// (3) Decide Parameter Coverage
slice cov_result (.in(sen[i_gen]), .in_ref(thr), .out(cov[i_gen]));
end
endgenerate
xbit_to_bit #(.width(num_bit)) xtb_cov (.in(cov), .out(coverage));
covergroup cg;
// (4) Report Coverage Result
cover_point : coverpoint coverage;
endgroup
cg cg_inst = new();
always @(posedge clk) begin
cg_inst.sample();
end
endmodule

module calc_cov (

“input_xreal in_ref, in_pert,
“output_xreal sen

)s
xreal e_ref, e_pert;
real e_rreal, e_preal, sensitivity;
calc_ene #(.scaler(scaler)) icalcl(.in(in_ref), .out(e_ref));
calc_ene #(.scaler(scaler)) icalc2(.in(in_pert), .out(e_pert));
xreal_to_real xtr_er (.in(e_ref), .out(e_rreal));
xreal_to_real xtr_ep (.in(e_pert), .out(e_preal));
assign sensitivity = e_preal/e_rreal;
real_to_xreal rtx (.in(sensitivity), .out(sen));
endmodule

module calc_thr #(

parameter_integer(num_in, 2), // number of inputs
“parameter_real(scale[num_in-1:0], " '{num_in{1.0}}) // input scale factors

)(
“output_xreal thr
)s
integer sum, 1i;
real threshold;
initial begin
sum = $rtoi(scale[e@]);
for (i=1; i<num_in; i=i+1) begin
sum = sum + $rtoi(scale[i]);
end
end
assign threshold = 1.0 / (sum * sum);
real_to_xreal rtx (.in(threshold), .out(thr));
endmodule

Figure 4.3. Pseudocode for the module that measures

the coverage results of weighted—sum models.
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Fig. 4.3 introduces the pseudo—code of the meas_covmodule that
measures the coverage results of weighted—sum (y=3N w;x;)
blocks such as ADD and DAC. Adder blocks can combine multiple
paths in the RF transceiver to support multi—band/multi—standard
operations, such as phased array structure, beamforming MIMO, or
carrier aggregation. Also, the digital—to—analog conversion block can
convert externally applied control codes into the model's parameter

or codes generated in a digital loop into the calibration value.

ParameterK P1 X P2 X P3 X P4 X 3t
L4

Energy 4

E ? Ein
Ein Eout

Cover/Uncover

in<3:0>

o~
Sensitivity | Threshold
= Ein/Eout

Eint/Eours Eina/Eoutz

cover
Coverage
uncover

J‘OTpe‘riod X2 (t) dt E

J‘OTperiod yz(t) dt B Eout

in

Se(Wi, x) = wi -

Figure 4.4. Parameter coverage analysis example.

The meas_cov module performs 4 main functions: threshold
value calculation (calc_thr), sensitivity value calculation (calc_cov),
coverage determination and coverage report. The calc_cov module
uses the calc_ene module to measure the energy of the input signal
(in_pert) and the output signal (in_ref and then calculates the
sensitivity value as a ratio of these values. After that, the slice
primitive compares the sensitivity value to the threshold value,
outputting 1'b1 if the sensitivity value is high and 1'bO if the threshold

value is high. When testbench specifies this value as a coverage point,
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VCS measures the coverage and reports it to the dashboard using
features such as coverage metrics, assertions, and coverage groups.
Similarly, the meas_fcov module can measure coverage results for

other analog blocks such as filter, slicer, comparator, and scaler
[Appendix 3].

Coverage [%] # of Detected Errors

100 —f--eeeememmme e eeaes - 50
Not Covered
80 40
60 — - 30
40 - - 20
20 - 10
0 L L L 0
0 100 200 300 400

Simulation Time (ns)

Coverage [%]

(a)
After Error
Correction

# of Detected Errors

Need to add
After Error checkers
Correction

Coverage [%]

# of Detected Errors

100 —f-cocccnenccncccoccocncncnccccccnn - 50 100 - - 50
80 - - 40 80 — - 40
60 — - 30 60 — - 30
Verification
40 Completed !! - 20 40 - 20
20 - 10 20 - 10
No Error Detected No Error Detected
0 LI I N B B N R B B B 0 0 LI I N BN B B R B N B 0
0 100 200 300 400 0 100 200 300 400
Simulation Time (ns) Simulation Time (ns)
(b) (c)

Figure 4.5. Parameter coverage analysis process and results.

Fig. 4.5 (a) shows the results of the parameter coverage analysis
for each verification process, where the red line represents the
coverage results, and the green line represents the number of
detected errors. As the simulation runs longer, both values gradually
increase and then saturate to a certain value when the checker no
longer finds any errors. Suppose all found errors are corrected, and
the verification engineer performs the same verification process. In
that case, the coverage reaches 100%, as shown in Fig. 4.5 (b), which
means that all parameters have been sufficiently verified without

errors.
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However, if the checker is not sufficient to verify the model's
functionality, the coverage will not reach 100% even if no errors are
detected, as shown in Fig. 4.5 (c). In such a case of insufficient
coverage, the verification engineer must add explicit checkers to the
testbench and repeat the error finding process until the coverage
reaches 100%.
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4.2. Self—checking Testbench

TOP
.“---------------------------------------..
. .
.
Digital dut.gam th_coverage #(num_bit, ...) tbl ( data, ... ) ; H
.
Coverage module #{parameter_integer(num_bit, 6) ) th_coverage { '
Analysis input_xbit [num_bit-1:0] data, ... H
| N
Analog "
Coverage meas_cov #{.num_bit{num_bit)) gam_cov {.in(data), .out(gam]); :
i [
Analysis endmodule :
EX: .
:
]
N dut.mixer tb_checker tb5 | sel_band, L8, MHE, UHB, ...} ; H
Functionality (=l ! :
Check module #( ‘parameter_integer(num_bit, §) ) tb_coverage { '
(Pass/Fail) “input_xbit [2:0] sel_band, “input_xreal LB, MHB, UHB, ... :
b '
check check_path (.in({{UHB,MHB,LB}), .out{mes_band[2:0]); ]
System H
Per(f:rm;?n:e Sdisplay( * Checker result : %s * , error); H
Estimation endmodule H
.
............................................. H

Figure 4.6. Self—checking testbench configuration

for coverage analysis and functionality check

The self—checking testbench "top" is composed of the RF
transceiver model "dut_top" introduced in chapter 2 and the sub—test
benches "TB" for verifying test scenarios [7]. The dut_top performs
TX—to—RX chain simulation under various test conditions, and the
values of each sub—block parameter set determine these test
conditions. Testbench top randomly generates these parameters
under certain constraints. Both TX and RX have UHB, MHB, and LB
operating paths depending on the carrier frequency range and can
work in 64/256/1024—QAM modulation mode. The 7B consists of
checkers that perform functional verifications and checkers that
perform digital/analog parameter coverage analysis. The test
benches in 7B are instantiated into dut top using SystemVerilog's
bind construct, allowing access to the signal inside dut_top without
modifying the source code of the RFIC top model [33]. The TB
consists of test benches that can check the functionality of each block,

the connection between blocks, and system performance.
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Figure 4.7. Simulation results of parameter coverage analysis
(a) error—injection test, (b, ¢) coverage and detected errors.

Fig. 4.7 shows the coverage results (red line) and the number of

detected errors (green line) in the RFIC model with 4000 parameters.

First, Fig. 4.7 (a) illustrates the simulation result after injecting an
arbitrary number of errors into the model. When the error was not
injected, the parameter coverage result strikes 100%. Yet, as the
number of injected errors increased, the coverage gradually declined

as the number of non—covered parameters increased.

Figure 4.7 (b) shows the number of errors found in the checker
and the parameter coverage results as the simulation time increases
when verifying the model with 100 errors injected. Although the
checker quickly found dozens of errors at the beginning of the
simulation, long simulations are needed to find the last 1—5 errors
afterward. By correcting all the detected errors, the coverage

reaches 100% without errors, as shown in Fig. 4.4 (c)

Fig. 4.8 illustrates the testbench configuration for the six key
sub—blocks of the RFIC model: LO, DAC, filter, mixer, amplifier, and
ADC.
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TB 1: Verification scenarios of LO model.

(1) Compare the frequency of the I/Q—carrier signals with the
reference frequency.

(2) Compare the frequency band of the LO output signals with the
frequency band determined by the band selection code.

(3) Measure digital and parameter coverage in 12—bit control code,

control code—to—frequency model, and band selection model.

TE 2: Verification scenarios of DAC model.

(1) Compare the frequency of the clock with the reference frequency
(symbol rate).

(2) Compare the QAM mode/level with the reference mode/level.
(3) Measure digital and parameter coverage in 12—bit control code,

control code—to—QAM level model, and QAM mode selection model.

TB 3 Verification scenarios of filter model.

(1) Compare the pole value with the reference bandwidth.

(2) Calculate the gain from the input and output signal power and
check that the value is similar to the filter gain (default DC gain = “1”
and gain for each frequency is previously stored in the LUT).

(3) Measure digital and parameter coverage in 12—bit control code

and filter model.

TB 4: Verification scenarios of mixer model.

(1) Check that the input I/Q signals are multiplied by the I/Q signals
of the appropriate bands, respectively.

(2) Measure digital and parameter coverage in selection code and

path connection model.

TB 5: Verification scenarios of amplifier model.
(1) Compare the gain of the amplifiers with the reference gain.
(2) Measure digital and parameter coverage in selection code and

path connection model.
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TB 6 Verification scenarios of ADC model.

(1) Check for bit errors, and calculate EVM value. (After sampling
the peak value, compare the value to the threshold wvalues
(th_up/th_dn) of QAM level. The peak value should be less than #4_up
and greater than th_dn.)

(2) Measure digital and parameter coverage in ADC output data and

compare model.

After the simulation, the pass/fail results for each verification
scenario are displayed on the monitor, allowing verification engineers
to identify which blocks have functional errors or have not achieved
sufficient coverage. Fig. 4.9 shows the simulation results of the
functionality checker and coverage analysis when design errors are

intentionally injected into the model.

- AL == ===nencenanacanancananan g DUT_TOP

> our

## [CHECKER] check scenario 1-1 LO LB :pass O:)

## [CHECKER] check scenario 1-2 LO MHB: pass 0 )

## [CHECKER] check scenario 1-3 LO UHB : pass O )

## [CHECKER] check scenario 14 TX LO :passO )

## [CHECKER] check scenario 15 RX LO : pass 0 )

## [CHECKER] check scenario 1-6 TX LO :passO )

## [CHECKER] check scenario 1-7 RX LO : pass O )

## [CHECKER] check scenario 2-1 BB CLK: pass 0:)

## [CHECKER] check scenario 2-2 BB DAC (64-QAM) : pass O )
## [CHECKER] check scenario 2-3 BB DAC (256-QAM) : pass O 9
#8# [CHECKER] check scenario 2-4 BB DAC (1024-QAM) : pass )
## [CHECKER] check scenario 2-5 BB DAC (64-QAM) : pass O )
## [CHECKER] check scenario 2-6 BB DAC (256-QAM) : pass O )
## [CHECKER] check scenario 2-7 BB DAC (1024-QAM) : pass O )
## [CHECKER] check scenario 3-1 TX ABB : pass 0 )

## [CHECKER] check scenario 3-2 TX ABB : pass 0 )

## [CHECKER] check scenario 4-1 TX UCM : pass 0:)

## [CHECKER] check scenario 4-2 TX UOM :pass O:)

## [CHECKER] check scenario 5-1 TXPA :pass 0)

## [CHECKER] check scenario 5-2 TX PA :pass 0)

## [CHECKER] check scenario 5-3TXPA LB :pass 0)

## [CHECKER] check scenario 54 TX PAMHB : pass O )

## [CHECKER] check scenario 5-5 TX PAUHB : pass 0 )

## [CHECKER] check scenario S-6 TXPALB :pass 0)

## [CHECKER] check scenario 5-7 TX PAMHB : pass 0 )

## [CHECKER] check scenario 5-8 TX PAUHB : pass 0 )

## [CHECKER] check scenario 6-1 CHAN : pass 0 9
## [CHECKER] check scenario 7-1 RX LNA :pass 0 )
## [CHECKER] check scenario 7-2 RX LNA :pass 0 )
#8# [CHECKER] check scenario 7-3 RX LNA : pass O )
## [CHECKER] check scenario 7-4 RX LNA : pass O )
## [CHECKER] check scenario 7-5 RX LNA : pass O 9
## [CHECKER] check scenario 7-6 RX LNA :pass O 9
## [CHECKER] check scenario 7-7 RX LNA : pass O )
## [CHECKER] check scenario 8-1 RX DCM :pass 09
[ ECKER] check scenario 8-2 RX DCM : fall X {
ERROR : Connection errors have detected!
## (CHECKER] check scenario 9-1 RX ABB - pass 0
## [CHECKER] check scenario 9-2 RX ABB : pass 0 )
## [CHECKER] check scenario 9-3 RX ABB : pass 0 )
## [CHECKER] check scenario 94 RX ABB : pass 0 )
## [CHECKER] check scenario 9-5 RX ABB : pass 09
## [CHECKER] check scenario 9-6 RX ABB : pass 0)
## [CHECKER] check scenario 10-1 BB ADC : pass 0)
[## [CHECKER) check scenario 10-2 BBADC :fallX { |
## [CHECKER) check scenario 10-3EVM 1 pass O )
## [CHECKER] check scenario 104 EVM Q: fail X i(
| >> ERROR : B Error have occurred!

## [CHECKER] check scenario 1-1 LO LB :pass O:)

## [CHECKER] check scenario 12 LO MHB: pass 0 )

## [CHECKER] check scenario 1-3 LO UHB : pass 0 9

## [CHECKER] check scenario 14 TX LO :pass 09

## [CHECKER] check scenario 1-5 RX LO : pass 0 )

## [CHECKER] check scenario 1-6 TX LO :pass 09

## [CHECKER] check scenario 1-7 RX LO : pass 0 )

## [CHECKER] check scenario 2-1 BB CLK :pass O:)

## [CHECKER] check scenario 2-2 BB DAC (64-QAM): pass O )
## [CHECKER] check scenario 2-3 BB DAC (256-QAM)  pass O 9
## [CHECKER check scenario 2-4 BB DAC (1024-QAM) : pass 0:)
## [CHECKER check scenario 2-5 BB DAC (64-QAM): pass O 9
## [CHECKER check scenario 2-6 BB DAC (256-QAM) : pass 0 )
## [CHECKER check scenario 2-7 BB DAC (1024-QAM) : pass )
## [CHECKER] check scenario 3-1 TX ABB : pass 0)

## [CHECKER] check scenario 3-2 TX ABB : pass O')

## [CHECKER] check scenario 4-1 TX UM : pass O:)

## [CHECKER] check scenario 4-2 TX UOM :pass O:)

## [CHECKER] check scenario 5-1 TX PA :pass 0)

## [CHECKER] check scenario 5-2 TX PA :pass 0)

## [CHECKER] check scenario 5-3 TX PA LB :pass 0

## [CHECKER] check scenario 54 TX PAMHB : pass 0 )

## [CHECKER] check scenario 5-5 TX PA UHB : pass 0 )

## [CHECKER] check scenario 5-6 TX PA LB :pass 01

## [CHECKER] check scenario 5-7 TX PAMHB : pass 0 )

## [CHECKER] check scenario 5-8 TX PA UHB : pass 09

## [CHECKER] check scenario 6-1 CHAN : pass 0 )
## [CHECKER] check scenario 7-1 RX LNA :pass 0 )
## [CHECKER) check scenario 7-2 RX LNA :pass 0 )
## [CHECKER] check scenario 7-3 RX LNA :pass 0 )
## [CHECKER] check scenario 7-4 RX LNA :pass 0 9
## [CHECKER] check scenario 7-5 RX LNA : pass 0 9
## [CHECKER] check scenario 7-6 RX LNA : pass O )
## [CHECKER] check scenario 7-7 RX LNA :pass 0 )
## [CHECKER] check scenario 81 RX DCM : pass O )
## (CHECKER] check scenario 82 RX DCM :fall X {
>> ERROR : Connection errors have detected!
## (CHECKER check scenario 9-1 RX ABB : pass 0]
## [CHECKER] check scenario 9-2 RX ABB : pass 0)
## [CHECKER] check scenario 9-3 RX ABB : pass 0)
## [CHECKER] check scenario 94 RX ABB : pass 0 )
## [CHECKER] check scenario 9-5 RX ABB : pass 0
## [CHECKER] check scenario 9-6 RX ABB : pass 0 )
## [CHECKER] check scenario 10-1 BB ADC :pass O)
[## [CHECKER] check scenario 10-2 88 ADC :fall X1 |
## [CHECKER] check scenario 10-3 EVM 1 : pass 0 )
## [CHECKER] check scenario 104 EVM Q: fail X
>> ERROR : BR Error have occurred!

w0 i w
100 1w
am 1w

(a) (b)

Figure 4.9. Simulation results and error observability.

First, in case 1, the checker results in Fig. 4.8 (a) can confirm
that errors occur in subsequent blocks due to a connection error in
the Q—path of the down—conversion mixer block (RX—DCM). For
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case 2, the checker reported the same error as case 1, but the
coverage results show that the error has already occurred in the PA
block before the DCM block. These errors would have been
challenging to find before tape—out, and even if seen, it would have
been challenging to determine where the actual error occurred.
Therefore, functional checkers and parametric coverage analysis can

improve the completeness and observability of verification.
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Chapter 5. Conclusion

In this dissertation, the SystemVerilog models for a multi—
standard, direct—conversion RF transceiver enables efficient event—
driven simulation. The models can estimate the performance metrics
of the systems in the presence of various non-—ideality conditions,
such as DC offsets and I/Q imbalances, and verify the operation of
the digital configuration/calibration controllers. The proposed models
can serve the roles of the high—level MATLAB models for
performance evaluation and digital RTL models for digital verification,
and SPICE netlists for analog simulation while delivering fast speed
entirely within SystemVerilog. The proposed models can be used as
a simulation platform for exploring various RF transceiver
architectures before IC design and as a verification testbed for
checking the digital configuration/ calibration controllers before
sign—off. In addition, modeling methodology using the XMODEL
functional primitives based on the Volterra/ perturbation—series
expansion is presented and explained with the RF low—noise
amplifier examples. The simulation results show the adjacent channel
interference and spectral regrowth generated due to the LNAS'
nonlinearity and show that the OIP3 is improved by 16 dB after

applying the nonlinearity cancellation technique.
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Appendix

Appendix 1. Trigonometric Equation for Non—Ideal Effects

A. I/Q gain mismatch in mixer model [14].

BB; = K; - RF X LO;
=K; -{A, * COSwppt X oS W ot — Ag - sin wgpt X sin a)wt} X cosS wypt

A;K, ApK
= %cos wgpt {1+ cos 2w, ot} — % *sinwggt * {sin 2wt + sin 0}

A;K,
= 12 L {cos wppt}

+ BBy = BB} X (=2) = —A;K; - coswggt — - BB;(wggt = 180°) = A,K;

A .
BBy = Ko * RF X LOg
=Kp- {A, " COS wppt X COSwyot — Ag * sinwgpt X sin a)wt} X sinwypt

AIKQ . . AQKQ :
=—5 cos wppt - {sin 2w, ot —sin 0} — 5 sin wgpt - {1 — cos 2wt}

AoK,
=— Qz Q{sianBt}

~ BBy = BBy X (=2) = AgKq  sinwgpt — . BBy(wppt = 90°) = AyK,

B. I/Q phase mismatch in mixer model [14].

LO; = cos(wy ot + @) = coswypt - cos@ F sinwypt - sin g

LOq = sin(wyot + @) = sinwyot * cos @ & cos wypt - sin @

BB, = RF x LO,
={A; - coswy ot — Ay " sinwyot} X {coswypt - cos ¢ F sinwypt - sin ¢}
A; Ag . , .
=7c05(p_751nq0 — ~ BBy =BB; X2 =A;cosp * Aypsing
BB}, = RF x L0,
={A; - coswy ot — Ay " sinwyot} X {sinwypt - cos @ + cos wypt - sin ¢}

A A
= i%sin(p—TQcosq) - ~ BBy = BBy x2=1A;sing —Agcosg

~|BB| = /A%+Ag ~«BB = 2(Ag, A)F o
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C. LO leakage in mixer model [14].

BB, = (RF + K - LO;) x LO;

= {A, Cos wgpt X COSw ot — Ag Sinwgpt X sinwy ot + K cos a)wt} X coOs Wit

(A7)

A K
= é-{cos wppt} -I_—E

e BBI = BB; X (—2) = _Al s COS wgpt K - - BBI((A)BBt = 1800) = AI K

BBy = (RF £ K -LOy) X L0,

= {A, Cos wgpt X cOsw ot — Ag Sinwgpt X sinwypt + K sin a)wt} X sinwypt

(A.8)

A K
= —7Q-{sinw33t} if

~ BBy = BBy X (=2) = Ag " sinwgpt + K — = BBy(wppt = 90°) = Ay T K
D. Even—order distortion in mixer model.

x(t) = A; - cosw it + A, - cosw,t , where w; = w,
y(t) = g - x(t) + ay - x*(t)
=a, Ay coswit + ay - Ay - COS Wyt + ay - A% - cos? wyt (A.9)
+ay - A3 - cos? wyt + ay - Ay * Ay - cos(wg + wy)t

+a, Ay Ay - cos(w; —wy)t —  almost DC component

x(t) = (A+ e coswpt) - (a-cosw.t + b sinw,t)
x2(t) = (A + ¢ coswy,t)? (a-coswct + b - sin w,t)? (A.10)

=2-(a?+b?) -As-coswyt + - — Baseband signal

E. Nonlinearity in amplifier model [11].

y(t) = a;x(t) + ayx?(t) + azx3(¢t)

Gag a, 10P1dB/20 _ 1 ((P1dB+1)/20 (A 1 1)
20 - — 3.
>.50 iz az = a 103(PLaB+D/20

Gap 1s the gain (V,u/ Vi, [dB]), iip2 is the second—order intercept

point, and P1dB is the 1dB compression point of the linear function.
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Appendix 2. RNM Baseband Equivalent Model

A. Z—domain filter model.

(a) (b)
Figure A.1. Describing the filter model

in (a) s—domain and (b) z—domain.

module abb_filter #(
parameter gain
parameter fmax
parameter fmin

]
B

)(
input [11:0] ctrl_pole,
input real in,
output real out
)s
real period, pole, tau, Ax, Ay, XD, YD;

// discrete-time filter: Y = X + AX*Z! + Ax*Ay*Z-!
assign period = 1.0/50.0e6;

assign pole = real’(ctrl_pole) * (fmax-fmin)/4095.0;
assign tau = 1.0/(2.0%3.141592*pole);

assign Ax = 1.0/(1.0+(2.0*tau/period));

assign Ay = (2.0*tau/period)-1;

always @(posedge clk) begin
XD = in_I;
YD = out_I*Ay;
end
assign out = gain*Ax*(in_I+XD+YD);

endmodule

Figure A.2. Pseudocode for the proposed filter model.

Bilinear transformation can transform the s—domain filter
characteristics (XMODEL) into the z—domain (RNM) with the same
frequency characteristics. The first—order low—pass filter in Fig.
A.1(a) has a transfer function /,(s). It is converted to Hy(2) through

the following derivation process.

1

< 1 1 11
H = S = = , .
a(s) R+i 1+RCs 1+71s t we 2mf,

st (A.12)
Hy @) H(Z z—1) 1+2z71 Y
pz) =H,\=- = = —
R T R
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2t _
X X-z1 (T—l)'Y'Z1
v= 2‘r+ 2T+ 2T
1+T 1+T 1+T
=A X +X-z1+ A4, Y 271 (A.13)
h A, = ! A —ZT 1
where, = 5o Av =7
1+%

Eq. (A.13) can be drawn as a block diagram shown in Fig A.1(b)
and implemented in SystemVerilog as shown in Fig A.2.

B. Complex—baseband equivalent channel.

[34] describes how to represent a complex baseband equivalent

Transmitter

channel model. The following is a brief introduction to how to do that.
Channel
Sl(t)

Receiver

cos(2nf.t)

sin(2nf.t)
salt)

~j2rfet
h(t)

hp(t)e
1/Q modulation

wideband
channel

1/Q demodulation
(a-1)

ss(t)
sg(t)

complex baseband
modulation

passband

salt) )|_-\= > yelt)
he(t)
. complex baseband .
equivalent demodulation complex baseband equivalent channel
channel (b-3)
(a-2)
(a) (b)
T s T HA Tyl
feW fofctW feW fe foW W foftW feW fc forW SeW feftW feW fe forW
Tiss 01 LA Tivml
feW fe foW

e
W /a? FW fo forW
| 1Ss(A1 | [Hs(] | 1Ys(A1

A AN

v > + ?
-w +W -w +W

(c)

Figure A.3. Block diagram of the complex

A\ 4

baseband equivalent channel.
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sp(#) and yp(H) are passband signals, and sz(#) and yz(f) are
baseband equivalent baseband signals. Since filtering sp(#) with the
wideband channel response A(f) is equivalent to filtering sp(#) with
the passband equivalent channel response Ap(#), A(¢) can replace with
hp(6) as shown in Fig. A.3 (a). By deriving the output response of the
passband filter as follows, we can redraw the block diagram as shown
in Fig. A.3 (b—1) [34].

Yp () = [sp(t) * hp(8)] - 2e7/27et = fS(T) ~hp(t — 7) dr - 272t

= J-S(T) . Ze_jZTL'ch . hp(t _ T) . Ze—jZTEfC(L’—‘[) dt (A14)

= [S(t) . Ze—janct] % [hp(t) . e-J'Zﬂfct]

As LPF and £,(¢)- e /2t are both LTI systems, the order of the
two blocks can be reversed, as shown in Fig. A.3 (b—2). In this figure,
the block of the squared part (modulate the baseband signal and then
demodulate it again) receives sp(f) and produces sp(f), so we can
remove them, as shown in Fig. A.3. (b—3). The remaining block,

A, (t) - e7/?™et, is the baseband equivalent channel model [34].

k() = £, (t) - e /2Set (A.15)
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Appendix 3. Parameter Coverage Analysis

The threshold is a constant determined when the model is defined.

In contrast, the meas_cov module needs to calculate the sensitivity
by comparing the relationship between the input and output signals

during the simulation run. For reference, sensitivity is a function of
the model parameter p; and the input signal x(t). Suppose /N model

parameters p = [py,P2, )Pk Pyl Droduce output y(t|p) for input
x(t). In that case, if the kth parameter is changed A(parameter is p’
and output is y(t|p’)), the sensitivity can be expressed as the
difference between the two output signals, as shown in the following

equation [32].

2

((tlp), y(tp")) w
. P0CP) y@Ep)) _ , Nl 9pe I,
Se(px(®) = fim os(By T Gp
'T pka )\ (A.16)
o () e

= Pk

[ (y(elp))” de

The analog adder outputs weighted—sum values for multiple
inputs, and the N—bit DAC outputs weighted—sum values for NV digital
input codes. In both cases, it produces results y = ¥~ w;x; for the
input  x(t) = [x;(t)] and weight w(t) = [x;(t)] parameters. The
following equations define sensitivity and threshold, respectively,
and the physical meaning of the sensitivity function is the relative

energy of the input signal/code [32].

Tsym 2 5
Se(p, x(@®) =W§-M g, = —k (A.17)

@) e’ Rl

The filter model can model the high frequencies generated by
modulation in the TX/RX stage, the band characteristics of the RFIC,
and the channel characteristics. These analog filters can be
expressed as a transfer function A(s) in the s domain with poles p =

[p;] and zeros z = [Zj] as parameters [10]. The following equations
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define sensitivity and threshold, respectively, and the physical
meaning of the sensitivity function is the spectral distribution of the

input power over the maximum power [32].

H(s) = Hil <1 + Zi>/l_[ivfl <1 + %) (A.18)

J

2
forsym (a(x(ta);kh(t))) it

[Iom(x(e) « k(D)) dt

Sk(p,Z,X(t)) = pl% ’

2
[Toom (RN 4
2.0 dp
6, =p*-
14 p J-Tsym(h(t))Z dt
0
module meas_fcov (
“input_xreal out, // output
“input_xreal in, // input
“input_real p // pole (bandwidth)
)s
xreal sen, thr; // sensitivity, threshold
xbit cov; bit coverage; // coverage

real g;
always @(p) g = 1.0/(6.24%p);

// (1) Calculate Signal Sensitivity

filter #(.gain(g), .poles( {p, @, p, 0}), .zeros( {0.0}))
ipert_1 (.in(in), .out(out_pert_neg));

filter #(.gain(g), .polse( {p, ©}), .zeros( {0.0}))

ipert_2 (.in(in), .out(out_pert_pos));

add #(.num_in(2), .scale("{-1.0, 1.0}))

ipert_3 (.in({out_pert_neg, out_pert_pos}), .out(out_pert));

// (2) Calculate Optimum Threshold
assign thr = 0.5 / (6.28%6.28*p*p);

// (3) Decide Parameter Coverage
cpmpare cov_result (.in(sen), .in_ref(thr), .out(cov), .trig(clk));
xbit_to_bit #(.width(num_bit)) xtb_cov (.in(cov), .out(coverage));

// (4) Report Coverage Result
covergroup cg;
cover_point : coverpoint coverage;
endgroup
cg cg_inst = new();
always @(posedge clk) cg_inst.sample();
endmodule

Figure A.3. Pseudocode for the module

that measures the coverage results of filter model
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Appendix 4. List of Models

A. RF Transceiver Models

// RF Transceiver Model (XMODEL):

TOP.sv, transmitter.sv, receiver.sv, scS_gen.sv, gam_gen.sv
ABB.sv, channel.sv, GMC.sv mixer_cal.sv, PA.sv, receiver.sv,
ADC.sv, DCOC.sv, mixer.sv, ref_gen.sv, LNA.sv, sw.sv, mux.sv,
Route.sv, BB.sv, add_cov.sv, dac_cov.sv, meas_cov.sv, VGA.sv

// RF Transceiver Model (BBEQ—RNM):
(...) zfilter.sv

// Low—Noise Amplifier Model:
LNA_wCC.sv, LNA_woCC.sv

B. Testbench and Post—processing Scripts

// RF Transceiver Model (XMODEL/BBEQ—RNM):

TB_IDEAL.sv, TB_woDCOC.sv, TB_woGMC.sv, TB_woDPD.sv,
TB_woAGC.sv, TB_256QAM.sv, TB_64QAM.sv TB_FR1l.sv
TB_FR2.sv, TB_TOP.sv, TB_FR1_2ns/1ns/500ps/250ps.sv,
TB_FR2_100ps/50ps/25ps/12_5ps.sv

// Low—Noise Amplifier Model

TB_640QAM.sv, TB_640QAM_two_LNA.sv, TB_Fund_IM.sv,
TB_LNAs_meas.sv, TB_multi_tone.sv, TB_QAM.sv, TB_TOP.sv,
TB_two_tone.sv, TB_LNA_wc.sv, TB_LNA_woC.sv

// Parameter Coverage Analysis
add_cov.sv, dac_uniform.sv, common.sv, slice_cov.sv, dac_cov.sv,
compare_cov.sv, filet_1st_static.sv, scale_cov.sv

// Performance Estimating Script
coverage.py, calculate.py, cal_pole.py, imp_cal.py, chebyshev.sv,
cmd_ofdm.py, plot_constellation.py, calc_evm.py
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