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Abstract

As disaggregated travel demand forecasting models are developing in

recent years, prediction accuracy of individual activity patterns depends on

actual information drawn from activity generation modules. Thus,
producing more accurate and homogeneous individual activity patterns
from this module will result in increasing prediction accuracy in activity —
based travel demand modeling. Even though travel distance plays an
important rule to travel decision, most studies did not consider spatial
information to recognize activity pattern. In this study, I recognized a new
daily activity pattern that considers activity, spatial, and socio—
demographic information. To generate representative activity patterns, I
considered daily activity episode as multidimensional trajectory. Activity
and spatial information is used to generate distance matrix of
multidimensional trajectories by Multidimensional Similarity Measure
(MSM) method. K—means algorithm is adopted based on the distance
matrix to generate representative activity patterns. Multivariate analysis
of variance (MANOVA) test is conducted to analyze homogeneity within
group and heterogeneity with group of socio—demographic information.
The proposed method is applied in Seoul based on K—NHTS. As a result,
three cluster are generated, which are worker, student, non—worker
cluster and each cluster is divided into four, two, and three groups based
on the travel distance and activity sequences. The proposed method
enriches the traditional methods such as using socio—demographic
attributes for classifying the population and is more straightforward, and
easy to implement in practical activity —based model.

Keyword :, Travel behaviors, Activity based model, Daily activity
pattern, Spatial distance, Multidimensional trajectory similarity
measure, K—means clustering analysis, Multivariate analysis of
variance
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Chapter 1. Introduction

In recent years, the goals of urban transportation planning and
policies have shifted from the meeting of long—term, supply—
oriented mobility needs to the facilitation of short—term, demand—
oriented accessibility needs. Disaggregate travel demand models
have begun to be employed for meeting those shifted goals. These
models improve upon the traditional four stage modeling method,
since they are able to more accurately capture the effects of
elements that influence travel behavior and time allocation, such as
socio—demographic attributes. Latterly, the activity—based
modeling approach, along with other disaggregate travel demand
modeling methods such as trip—based modeling, has become more
popular and commonly used in both the academic and practitioner
sectors (Castiglione et al. 2014)

For many years, different approaches are employed for
development of activity—based model (ABM). Based on the
approaches, it can be classified into three concept categories: (i)
constraint—based models, (ii), discrete choice models, and, (iii)
computational process models (Rasouli et al. 2014). The
constraint—based models consider possible travel patterns with
respect to a set of space—time constraints. Lenntorp, Kwan, and
Button are some examples of ABM developed through the
constraint—based modeling approach (Lenntrop et al. 1977, Kwan et
al. 1997, Button et al. 1985). The second category, discrete choice
models consider activity pattern consequences from utility
maximizing decisions. Bowman and Ben—Akiva, Vovsha et al., and
CEMDEP are some examples of activity—based models developed
through the econometric approach (Bowman et al. 2001, Vovsha et
al. 2002, Bhat et al. 2004). Finally, the computational process
models simulate and model activity patterns through computational
processes. Garling et al., Arentze and Timmermans, and Miller and
Roorda are some examples of ABM developed through the rule—

based modeling approach (Garling et al. 1989, Arentze et al. 2000,



Miller et al. 2003). Researchers recently have used machine
learning techniques to develop different procedure of ABM.
However, there have been very limited applications of such
techniques in activity—based modeling. For instance, the K—means
clustering technique has been used in a pattern—recognition
modeling framework (Jiang et al. 2012, Allahviranloo et al. 2016)
and support vector machine has been used in a daily activity
sequence recognition process (Allahviranloo et al. 2013).

Given that it is difficult to capture the full complexities of
activity—travel patterns at once, two general approaches have been
employed to capture the complexity of activity—travel patterns. One
1s decomposition of an individual’s activity pattern into the
numerous dimensions and the apply separate measures for each
dimension. The other is treatment of the pattern as a
multidimensional holistic entity.

At present, the first approach is dominant in activity pattern
research, in part because most existing operational activity —based
travel forecasting systems are implemented on a microsimulation
framework that consists of a series of calibrated econometric
models that address the multiple dimensions either individually or
jointly. Discrete choice models, continuous choice models, and
hazard—based duration models are widely used as the basis of the
microsimulation implementation framework.

The other approach, which is called holistic approach, to the
measurement of activity patterns was popular in the early stage of
activity—based travel behavior analysis. Many transportation
researchers found the complexity of activity patterns and
recognized the necessity of the analyzing activity patterns to
understand travel behaviors. This approach categorizes people's
daily or weekly activity patterns into homogeneous groups and
identifies of the group determinants or constraints. The holistic
approach is divided into two representative categories. For the first
category, each activity pattern was described by numerous
measures which were used for principal component analysis to

identify its notable features, The latter information was often used
2



to classify the whole set of activity patterns into a small number of
similar groups. For the second category, time slice variable was
used to compare individuals' activity patterns with each other. The
comparison produces a matrix of pairwise dissimilarities between
the patterns, which is subsequently used for cluster analysis.

The holistic approach has been paid attention recently since the
introduction of sequence alignment methods into time use and
transportation research. Most activity pattern recognition studies
adopted sequence alignment methods are combined with cluster
analysis.

The activity patterns component provides explicit details on
activity type, and the frequency and sequence of activities engaged
in. Daily activity patterns of individuals are crucial components in
any activity—based travel demand model, as an individual’s travel
demand originates from their need to engage in particular activities
(Hafezi et al. 2019). Activity generation modules can play an
important role in every activity—based modeling framework.
Prediction accuracy of individual travel behavior depends on actual
information drawn from activity generation modules. Thus,
producing more accurate and homogeneous information from this
module will result in increasing prediction accuracy in ABM.

Even though many empirical approaches have been employed
for the activity module, such as decision tree, random forest, and
sequential alignment technique, most studies did not consider
spatial information to recognize activity pattern, they only
considered socio—demographic information. In this study, I
recognized a new daily activity pattern that is based on the
semantic trajectory to consider both spatial and socio—demographic
information. Table 1.1 shows which attributes are used to study
previous daily activity pattern in previous. A semantic trajectory A
is a sequence of stops < ay,...,a, > with each stop in the form of a
tuple((x,y), [t1, t,], attributes), where (x, y) is the centroid of all
points of the subtrajectory identified as the stop, representing the
space dimension, t; and t, are the start and end time of the stop,

respectively, corresponding to the time dimension, and attributes
3



are the other spatial and socio—demographic information such as

category of activity, the distance from previous activity destination,

characterizing the semantics (Furtado et al. 2016). I consider an

individual record from travel survey as one trajectory, measure the

similarity between those trajectories, and cluster based on the

measured similarity. The first section presents the specific design

and methodology of our study. The second section provides an

empirical results and discussion of the results. The third section

presents our conclusion and recommendations for future research.

Table 1.1 Summary of daily activity pattern studies

) Socio— Activity attribute Activity
Spatial .
Study . demographic pattern
attribute . Tour— Trip— .
attribute classification
based based
Wilfred et al.
X O O - O
(1985)
Timmermans et al.
) O - O X
(2003)
Ronald et al.
) X - O X
(2004)
Kees & Harry
) O - O O
(2009)
Jiang et al. (2012) X O O - 0
Mao et al.
0 O O - X
(2013)
Santi et al. (2014) 0 X 0 0
Kim (2014) X O O - O
Plevka et al. (2016) 0 0 0 - X
Jianan & Tao
) O O - X
(2016)
i & David
Qunying avi 0 % B o o
(2016)
Allahviranloo
X O O - O
(2016)
Fei & D
el onggen % o B o %
(2017)
Hafezi et al. (2019) X 0 0 - 0
Wang et al. (2019) X O O - 0
This study 0 0 (0] - 0
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Chapter 2. Methodology

2.1. Multidimensional Similarity Measure (MSM)

This study adopted the multidimensional similarity
measure (MSM) for semantic trajectory by Furtado et al. 2016.
MSM computes the similarity between two multidimensional
sequences and finds the highest matching score of each element of
a sequence A in relation to all the elements of a sequence B, and
vice—versa, with respect to l—dimensions. Then, based on the
composition of the highest matching scores of all elements in both
sequences, MSM obtains the similarity score. I recognized a new
daily activity pattern that is based on the semantic trajectory to
consider both spatial and activity information. Initially it is

necessary to define a multidimensional sequence.

Definition 1: A semantic trajectory T is a sequence of points <
P1,--,Pq >, Where each point p has a set of attributes D =
{dy,..,dy,..,d;} containing spatial and activity attribute according to
lI—dimensions. Let S = {A, B} be a set of two semantic trajectories
A=<ay,..,a,> and B =< by, .., byp> .

Definition 2: Given any two points a € A and b € B, the distance
between them on an attribute dj is calculated by the function
disty(a,b). The two points a€ A and b € B, and a set of attributes D,
the matching score between the points is calculated by the function
score: AX B - [0,1]

score(a,b) = Y.2_,(matchy (a,b) * wy) 2.1
where wy is the weight on attribute dy, matchi(a,b) is given by the
function match: A x B - [0,1]

matchy(a,b)= {1 —disti(a,b) if disti(ab) oy (2.2)

0 otherwise —
where oy is the threshold value on attribute dj.
Definition 1 states that each point of a trajectory can be

characterized by spatial, and activity attributes and Definition 2



states that each attribute should calculated by its own distance
function and threshold value to quantify the distance between
points. I adopted euclidean distance to calculate numerical data type
and discrete distance to calculate categorical data type. All

numerical data are normalized to reflect equal influence.

dist,(a,b) = |a — b| (2.3)
disty(ab) = {) o 2.4)

An element a€ A can have some degree of similarity with
multiple elements of sequence B according to different dimensions.
Because of that I aim at finding only the best matching scores of
each element a in relation to B. The sum of the highest score of all

elements a € A with any element of B is called parity of A with B.

Definition 3: Given two multidimensional trajectories A and B, the
parity of A with B is the sum of the highest score of all the points

a € A when compared with all the points of B, as stated by the
function parity: §2 - [0, |4]]

parity(A, B) = Y.qea max{score(a,b): b € B } (2.5)
The multidimensional similarity measure MSM (A, B) is given by the

average parity (A, B) and parity (B, A).

O 5 -_— -_—
MSM(A,B) = {parity(A,li)lilpBalri B4 Y llgtlrzgr?;i{sil_o (2.6)

where, |4| is the number of points in trajectory A.
After calculating MSM for all trajectories, I generated distance

matrix M.



2.2. K—means Clustering algorithm

With calculated distance matrix M, I calculated clustering
algorithm with K—means clustering. The K—means algorithm is a
simple and most extensively used method for iterative clustering
methods to partition datasets into the number of clusters. It
requires no prior information of the datasets, and it can be applied
to various types of data; it performs especially well for numerical
variables. One problem that must be solved in the clustering
process is to determine the optimal number of clusters in advance
to accurately represent the partitions of the dataset (Ma et al.,
2013; Jiang et al., 2012; Zhao et al., 2017). The results of cluster
number and cluster centroids identified are used as inputs for the
K—means algorithm, which determines the final cluster through a
reallocation method. The mathematical expression of two—level
hierarchical K—means algorithm in this study is as follows:
arggninZ{-Ll ¥ s 1X St — g |2 (2.7)

where S; is 7th cluster, X% is an element of S;, ais trajectories,
and p; is a center of §;.

To determine optimal number of optimal clusters, I adopted
silhouette, which refers to a method of interpretation and validation
of consistency within clusters of data. The silhouette value is a
measure of how similar an object is to its own cluster (cohesion)
compared to other clusters (separation). The silhouette ranges
from -1 to +1, where a high value indicates that the object is well
matched to its own cluster and poorly matched to neighboring
clusters. If most objects have a high value, then the clustering
configuration is appropriate. If many points have a low or negative
value, then the clustering configuration may have too many or too

few clusters.



2.3. Multivariate Analysis of Variance (MANOVA)

MANOVA is an extension of analysis of variance (ANOVA)
model in which dependent variables are evaluated on a combination
of dependent variables. It is used for comparing the means of
several groups with many variables. The MANOVA model for g
groups is given by Y;; = u; + ¢;; where, Y is the dependent variable.
The null hypothesis for the MANOVA model with g groups (or
population) can be written as Hp: pty = pp = - = i
. The assumptions required in using MANOVA are as follows:

1) The random samples from different populations are different.
2) All populations have a common covariance matrix X.
3) Each group is multivariate normal

The test statistic used for testing the null hypothesis of a

MANOVA model is Wilk’s lambda (A) given by A = - where, W is

B+T1
the within sum of square error and B is between (groups) sum of

the square error. A is used as a statistic to test if there is any
difference between the means of the given groups on a combination
of dependent variables. In multivariate analysis, A plays the same
role as F—test does in one—way ANOVA. It measures the
proportion of variance across groups in terms of a combination of
variables. If A is small, the null hypothesis is rejected concluding
that the mean (dependent variable) of at least one of the variables
in the groups is significantly different. Distribution of /1 is not
straightforward but can be approximated. For large sample sizes, a
modification of A due to Bartlett is used for testing Ho (Johnson and
Wichern, 2007). P—value for the tests can be obtained from the

approximated distribution.



Chapter 3. Case Study
3.1. Data description

The Korean National Household Travel Survey (K—=NHTS)
is conducted every five years to solve traffic problems, in
accordance with the National Integrated Transport System
Efficiency Act. The survey aims to track an individual's single—day
travel diaries to identify the travel behaviors and ultimately
establish the OD pairs. The data is consist of three categories that
include 61 types of information, i.e., 1) socio—demographic (e,g.,
household size, income level, age, gender, employment status, the
flexibility of work schedule), and 2) activity episode information. I
focused on the individual—specific and activity episode information
to analyze the activity pattern in Seoul, and the data were collected
as part of the fourth K—NHTS in 2016. For this study, only 18 sets
of information are used, as listed in Table 3.1.

The purpose of data processing is to extract the normal activity
data of the residents whose first trip starts at home and last trip
ends at home. Firstly, the abnormal data is cleared, including all the
data of the person whose activity duration is less than or equal to O,
whose travel end time is less than the start time. Secondly, invalid
records are deleted, such non—homebased travel. Lastly, resident
travel data with only one travel record is removed. Individuals
whose house is located in Seoul are selected. More than two
number of activity sequences are selected. The coordination of
house, departure, and arrival locations are aggregated with
administrative dong, which is traffic analysis zone (TAZ), centroid
coordination. As a result of preprocessing, the total number of
people 1s 19,934, and the number of trips is 51,426.



Table 3.1 Definition of Selected Variables

Name of Variable Attribute type Data Type
Personal ID - Numerical
Income Socio—demographic |Categorical
Ownership of vehicle Socio—demographic |Categorical
Ownership of driver’s license Socio—demographic |Categorical
Age Socio—demographic |[Numerical
Gender Socio—demographic |Categorical
Residence type Socio—demographic |Categorical
Occupation type Socio—demographic |Categorical
Working days per week Socio—demographic |Categorical
Working times per day Socio—demographic |Categorical
Residence TAZ code Spatial Categorical
Activity location TAZ code Spatial Categorical
Distance from previous activity Spatial )
location [km] Numerical
Start time [min] Activity Numerical
Arrival time [min] Activity Numerical
Travel time [min] Activity Numerical
Duration time [min] Activity Numerical
Activity type Activity Categorical
10



3.2. Calculating Similarity

For the similarity measure, all numerical variables are
normalized to compare equally and the threshold for numerical
variables is determined to 0.5. The weight for all variables is
equally divided. Based on similarities between some of the 12 Trip
Purposes in the original survey data, I aggregate them into 7
activity types as shown Table 3.2. All work—related trip purposes
are aggregated into work activity type. 9, 10, and 11 trip purposes
are aggregated into other activities because each trip purpose has

less than 1% number of trips.

Table 3.2 Aggregated 7 activity types vs. the original 12 Trip

Purposes
Aggregated Number of
Activity Original Trip Purpose Trips (%)
Types
. 19,312
Home 1. Home activities
(46.73%)
Work 2. Work/Job; 3. Work/Business related; 10,723
or
4. All other activities at work (25.95%)
5. School 3,126
School
(7.56%)
) 6. Education related activities 1,166
Education
(2.82%)
sh ) 7. Shopping 1,718
oppin
bping (4.16%)
) 8. Leisure/Exercise/ 1,841
Recreation ) .
Recreation/Entertainment (4.45%)
9. Pick up and Drop off; 10. Eat meal
Other outside of home; 11. Visit relatives; 3,442
activities 12. Other (personal errands/Religious (8.33%)
activities)

11



To identify the difference activity types of shopping,
recreation and other activities, Kolmogorov—Smirnov Test is
conducted. The Kolmogorov—Smirnov (K—S) test is a typical
technique for testing goodness of fit. The K—S is nonparametric or
distribution free, not assuming for the shape of the population from
which the samples are drawn. The K—S test measures the
maximum vertical difference between the two cumulative
probability distributions. The estimated maximum difference is
compared with the tabulated value of the K—S statistic. The K—S
statistic provides the threshold values for sample sizes and levels of
significance. The K—S test is especially valuable in cases where the
number of observations is small.

Drm = sup |Fin(x) = Fjm ()] (3.1)

Deo = c(a) T_mm (3.2)

where, Fj,(x) is the cumulative distribution function which has n
sample size, D, is the critical value at a% p—value. When D,,,, is
greater than D4, the null hypothesis is rejected that sample 1 and
sample j are distributed same.

I conducted K—S test for start time, duration time, and
distance from previous activity location with 0.01 p—value. As a
result, only distance from previous activity location of shopping and
recreation are not rejected the null hypothesis as shown Table 3.3.

Therefore, I determined that these three activities are different.

12



Table 3.3 K—S test results for Shopping, Recreation and Other

activities
D

Activity/ o

o . . Distance from D o01
Activity Start time |Duration time . . . ’

previous activity location

Shopping/ Recreation |0.560 0.364 0.152 0.174
Shopping/

ppms/ 0.323 0.450 0.240 0.200
Other activities
Recreation/

. 0.460 0.455 0.254 0.129

Other activities

The distance from previous activity location is calculated
based on the centroid coordination of departure and arrival TAZ. If
the departure TAZ and arrival TAZ are same, the distance from
previous activity location is Okm. The descriptive statistics of

distance from previous activity location is as shown table 3.5.

Table 3.4 The descriptive statistics of distance from previous

activity location

Average [km] 4.16
Std.ev [km] 3.93
Minimum value [km] 0
Maximum value [km] 100.92

As the average of distance is 4.16km, I categorized the
distance into Okm, more than Okm and less than 4.2km, and more
than 4.2km to avoid bias. I named each category as short distance,
middle distance, and long distance respectively. The number of trips

1s shown for each distance category Table 3.5.

13
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Table 3.5 The number of trips for each distance category

Category Number of Trips (%)
Short distance (Okm) 13,178 (25.7%)
Middle distance (0~4.2km) 22,198 (43.3%)
Long distance (Longer than 4.2km) |15,870 (31.0%)

3.3. Clustering Results

I measured similarity of trajectories using four attributes
which are activity type, start time, duration time, and distance from
previous activity location. The time interval of start time and
duration time is 1 minute. Based on the calculated distance matrix,
the k—means algorithm is adopted to analyze heterogeneity and
homogeneity of user’s travel behavior. To determine the optimal k,
silhouette score is calculated. The result of silhouette score for k is
shown in Figure 3.1. The highest silhouette score is obtained when
k is 6, which value is 0.501. Therefore, I determined the number of
clusters as 6.

0.51

Silhouette score
o
ks
(¥,

Figure 3.1 Silhouette score for each K

As a result of k—means clustering algorithm, I divided total
sample data into six groups based on the activity pattern and travel

distance. Table 3.6 shows the number of users for each group and
14
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the number of users for each group according to the number of
activity sequences.

The temporal pattern of individual activities for the six
identified groups is shown in Figure 3.2, and the distribution of
distance from previous activity location according to start time for
the six identified groups is shown in Figure 3.3. We clustered six
groups into three clusters based on representative activity type of
each group. Group 1, 2, and 3 are clustered into working groups
whose representative activity type is work. Group 4 is clustered
into educational that group school activity represents it. Group 5
and 6 are clustered into non—working groups whose representative

activity types are shopping, recreation and other activities.

15
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Table 3.7 Analysis of grouped data: share of different socio—

demographic variables, membership analysis and representative

patterns
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Chapter 4. Discussion

4.1. Working Groups

Table 4.1 Work activity variable description for Working groups

Variable Group 1 Group 2 Group 3
Average start time 9:16 9:03 8:18
Average duration time [hr] 9:39 9:24 9:49
Average travel distance [km] [0.22 2.21 10.85

Working groups consist of three groups which are divided

into distance and number of activity sequences. Table 4.1 shows

the average start time, average duration time, and average travel

distance of work activity for groups of work cluster. Individuals in

Group 1 travel only short distance. The number of users of group 1

1s 1,328. 99.8% of group 1 users’ first activity is work. The average

start time of work activity is 9:16 and the average duration time of

work activity is 9:39. 92.77% of group 1 users’ number of activity

sequences 1s two. Users in Group 2 travel only middle distance. The

number of users of group 2 1s 4,797, which is 24.10% of total

sample. 99.9% of group 2 users’ first activity is work. The average

start time of work activity 1s 9:03 and the average duration time is

9:24. 87.45% of group 2 users’ number of activity sequences is

two. Users in Group 3 travel only long distance. The number of
users of group 3 is 5,374, which is 26.96% of total sample. All

group 3 users’ first activity is work. The average start time of work

activity is 8:18 and the average duration time is 9:49. 97.04% of

group 3 users’ number of activity sequences is two.

To analyze the socio—demographic homogeneity and

heterogeneity for each group, I analyzed MANOVA test with 10
variables. Table 4.2 shows the result of MANOVA test. All

independent socio—demographic variables are significantly different

between groups.
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Table 4.2 MANOVA test results for groups of Working groups

Variable Variable Type |F value P—value
Income 3 Categories 50.394 0.000#*x*
Ownership of vehicle Indicator 31.950 0.000%
Ownership of driver’s license |Indicator 51.752 0.000%
Age Numerical 247.910 0.000%3*x*
Male Indicator 37.879 0.000
Residence type 6 Categories 50.970 0.000%3*x*
Occupation type 9 Categories 50.767 0.000#*x*
Students Indicator 146.540 0.000#3:
Working days per week 6 Categories 143.750 0.000%
Working hours per day 4 Categories 39.142 0.000%3*x*

Group 1 has a high proportion of over 50 years old and a
high proportion of service workers and simple labor workers. This
1s because it is a group that includes a large number of senior
citizens and enters a job with low barriers to employment due to its
low skill level. Accordingly, the ratio of low—income user is high,
and the ratio of multifamily and detached houses is high. The older
the people, the more sensitive they are to the distance traveled, so
they belonged to Group 1. Group 2 consisted of a high proportion of
service workers and managers, with a high proportion of 30—60
years old and a high proportion of middle income. Group 3 has a
high proportion of office worker. The ratio of middle—income and
high—income is high because the higher the income level, the
greater the distance to travel. The proportion of people aged 30—50
1s high, and the proportion of living in apartments is high.

As a result of comparing the working groups, it can be seen
that the length of the travel distance and the ratios of high—income,
ownership of vehicle, ownership of driver’s license, male, 20—40

years old, and residence in apartment correlate,
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4.2. Educational group

Table 4.3 School activity variable description for Educational group

Variable Group 4
Average start time 8:10
Average duration time [hr] 7:50
Average travel distance [km] 0.52

Educational group consists of one group. Table 4.3 shows
the average start time, average duration time, and average travel
distance of school activity for groups of student cluster. Users in
Group 4 travel short and middle distance. The number of users of
group 4 1s 3,181. 61.27% of group 4 users’ first activity is school.
The average start time of school activity is 8:10 and the average
duration time of school activity is 7:50. 57.19% of group 4 users’
number of activity sequences i1s two. 87.39% of group 4 users do
education activity after school activity.

Table 4.4 shows the result of MANOVA test for student
cluster. Age, residence type, ownership of driver’s license, and
student are significantly different between groups. Group 4 has a
high percentage of teens and a high percentage of apartment
dwellers. Apartments are generally close to commercial areas and

are therefore short distances.
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Table 4.4 MANOVA test results for groups of Student cluster

Variable Variable Type |F value P—value
Income 3 Categories 0.882 0.008#:*x*
Ownership of vehicle Indicator 5.890 0.03x*x*
Ownership of driver’s license [Indicator 49.962 0.000%3*x*
Age Numerical 24.017 0.000%::
Male Indicator 0.151 0.698
Residence type 6 Categories 18.338 0.54
Occupation type 9 Categories 5.299 0.021%*x*
Students Indicator 43.420 0.000
Working days per week 6 Categories 28.613 0.000%3*x*
Working hours per day 4 Categories 22.581 0.000#
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4.3. Non—working groups

Table 4.5 First activity variable description for Non—working

groups
Group 5 Group 6
. Average Average
Activity Type Average ) Average )
. Duration ) Duration
Start time ) Start time .
time time
All 13:41 4:05 13:24 4:43
Shopping 13:49 1:15 13:05 1:40
Recreation 11:42 2:41 11:41 2:24
Other
o 12:06 3:41 11:21 2:27
Activities

Non—working groups consists of two groups which are
divided into distance. Table 4.5 shows the average start time and
average duration time of first activities for groups of non—working
groups. Users in Group 5 travel only short distance. The number of
users of group 5 1s 2,258. The first activity of group 7 1s 28.23%,
33.73%, and 36.58% of shopping, recreation, and other activities
respectively. The average start time of the school activity in Group
51s 13:41. For shopping, recreation, and other activities, since it is
a non—working group with less time constraints, it has a longer
duration time than Group 6 has an opportunity cost for long travel
distance but has the latest start time. Users in Group 6 travel only
middle distance. The number of users of group 6 is 2,858. The first
activity of group 6 1s 28.49%, 26.84%, and 41.83% of shopping,
recreation, and other activities respectively.

Table 4.5 shows the result of MANOVA test for non—
workers cluster. Income, ownership of vehicle, ownership of
driver’s license, age, residence type and student are significantly
different between groups.

Group 5 has a high proportion of teenagers and more
than60s, and a high proportion of high incomes. Due to the high

income, there are many destinations with long distances. In the case
24
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of unemployed people in their 60s, they are not sensitive to travel
over long distances because public transportation costs decrease
and physical and time allowances increase. Group 6 has a high
percentage of people in their 70s or older. Because of the elderly,

the travel distance decreases due to physical limitations.

Table 4.5 MANOVA test results for groups of Non—workers cluster

Variable Variable Type |F value P—value
Income 3 Categories 12.929 0.000#*x*
Ownership of vehicle Indicator 9.266 0.002%3*x*
Ownership of driver’s license [Indicator 19.752 0.000%3*x*
Age Numerical 20.416 0.000%3*x*
Male Indicator 3.017 0.082
Residence type 6 Categories 3.741 0.003x*:x
Occupation type 9 Categories 0.007 0.933
Students Indicator 6.878 0.009xx*
Working days per week 6 Categories 0.136 0.712
Working hours per day 4 Categories 0.086 0.769
25



Chapter 5. Conclusion

Because most studies did not consider spatial information to
recognize activity pattern, I recognized a new daily activity pattern
that is based on the semantic trajectory to consider both spatial and
socio—demographic information. Based on Household travel
surveys, this study obtained the representative activity patterns of
residents in Seoul by implementing semantic trajectory clustering
method. I considered an individual record from travel survey as one
trajectory, measure the similarity between those trajectories, and
cluster based on the measured similarity. The clusters are
evaluated by silhouette score. As a result, six activity patterns are
generated. Each activity pattern is analyzed based on activity type,
distance from previous activity location, and social demographic
information. The proposed method enriches the traditional methods
such as using socio—demographic attributes for classifying the
population and is more straightforward, and easy to implement in
practical ABM. Because semantic trajectory includes both socio—
demographic and spatial information, ABM could be constructed
more precise and approached diverse ways. However, the
household travel survey data used in this study only reflect the
aggregated spatial information. Further studies could be analyzed
the activity pattern considering disaggregated spatial information
and adapt spatial attribute (distance from home, distance from
previous activity) to calculate MSM. The significance of clustering
people based on their daily activity patterns sheds lights on
potential future applications in urban and transportation planning,
emergency response and spreading dynamics. For example, without
heavy—burdened computational costs, urban and transportation
researchers may understand activity—based signature of daily
travel patterns for different types of individuals, and/or construct
individuals’ mobility networks. Knowing more about the links
between land use and activity patterns could facilitate congestion

management, and improve models that try to predict human
26



mobility, estimate origin—destination matrices, and/or simulate

travel patterns under different circumstances
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