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 Abstract 

 

The radiomics score from DCE-MRI predicts a high-risk 

group in glioblastoma patients independently of IDH mutation 

status 

 
Pak Elena 

Department of Medicine  

The Graduate School  

Seoul National University 

 

Objective 

To develop a radiomics risk score based on dynamic contrast-enhanced 

(DCE) MRI for the prediction high-risk group in glioblastoma patients. 

Materials and Methods 

One hundred fifty patients (92 men (61.3%); mean age, 60.5 ± 13.5 

years) with glioblastoma who underwent a preoperative MRI were 

enrolled in the study. Six hundred forty-two radiomic features were 

extracted from Ktrans, Vp and Ve maps of DCE MRI, where regions of 

interest were based on both non-enhancing T2 hyperintense areas and 

T1-weighted contrast-enhancing areas. Using feature selection 

algorithms, significant radiomic features were selected. Subsequently, a 

radiomics risk score was developed using a weighted combination of the 

selected features in the discovery set (n = 105) and validated in the 
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validation set (n = 45) by investigating the difference in prognosis 

between “radiomics risk score” groups. Finally, a multivariate Cox-

regression for 1-year progression-free survival was performed using 

the radiomics risk score and clinical variables. 

Results 

Sixteen radiomic features obtained from non-enhancing T2 

hyperintense areas were selected out of 642 features. The radiomics risk 

score stratified high- and low-risk groups in both the discovery and 

validation set in log rank test (both p < 0.001). The radiomics risk score 

increased the risk of progression in glioblastoma patients, independently 

of IDH-mutation status (HR = 3.56, p = 0.004; HR = 0.34, p = 0.022, 

respectively). 

Conclusion 

We developed and assessed the “radiomics risk score” from the 

features of DCE MRI based on non-enhancing T2 hyperintense areas for 

risk stratification of progression at 1 year in glioblastoma patients, which 

was independent of IDH mutational status. 

……………………………………… 

keywords   : Glioblastoma, progression, dynamic contrast-
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Introduction 

Gliomas are a general term which describes primary brain tumors[1]. 

They are classified into four grades based on histology. Grade I and grade 

II gliomas referred to as low-grade gliomas, are less aggressive tumors 

with a slow growth rate and a better prognosis[2]. On the other hand, 

high-grade gliomas ( grade III and grade IV) are more aggressive 

tumors[2], which causes deterioration of the life quality [3].  

About 60% of all high-grade gliomas are glioblastomas with an 

annual incidence of over 3 per 100,000[2]. It often begins around 64 years 

and glioblastoma is more common in men[4]. It is an aggressive brain 

tumor with a high recurrence rate. Median survival and 5-year survival 

after multi-modality treatment is reported to be approximately 15 months 

[5] and less than  7%[6], respectively. The multimodal glioblastoma 

treatment protocol consists of maximum possible surgical resection, 

followed by radiation therapy with concurrent temozolomide and 6 cycles 

of adjuvant temozolomide[7]. The median time to progression is about 6.9 

months with >90% of glioblastoma recurring at the baseline[8]. Several 

genes are important to the understanding of glioblastoma 

prognosis[9]. The O6-methylguanine-DNA methyltransferase (MGMT) 

promoter methylation and isocitrate dehydrogenase gene 1 and 2 (IDH1/2) 
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mutations have been associated with a favorable prognosis[10].The 

cellular DNA repair enzyme of MGMT removes alkyl groups from the 

O6
 position of guanine, thereby counteracting the effect of alkylating drugs, 

such as temozolomide[11]. About 30-40% of glioblastomas have 

methylated MGMT [12]. The MGMT promoter methylation is associated 

with prolonged survival[13]. Previous research showed that the MGMT 

promoter methylation status was a predictive biomarker for benefit from 

the addition of temozolomide[14].      

Glioblastomas are highly vascularized tumors associated with high 

vascular permeability, which can then lead to edema and angiogenesis[15]. 

The blood-brain barrier (BBB) defends the normal microenvironment of 

the central nervous system[16]. It is formed by 3 cellular elements, the 

astrocyte end-feet, pericytes and  BBB endothelial cells[17]. Pericytes 

are important in angiogenesis, formation of endothelial tight junctions, 

structural integrity and differentiation of the vessel[17]. The BBB 

endothelial cells are characterized by the lack of fenestrations, rare 

pinocytic vesicular transport, and more extensive tight 

junctions[17].  When glioma aggravates, BBB becomes disrupted and 

normal vessel endothelial cells are roughly separated from the main 

vascular structure, forming new angiogenic spots. They migrate when 

https://www.sciencedirect.com/topics/medicine-and-dentistry/pericyte
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forming new vessels and destroy normal vessel structure to arrive at the 

tumor [18]. Besides tumors secrete a lot of different molecules that 

change the normal microenvironment [18]. In glioblastoma, the 

morphological changes of blood vessels include disruption of tight 

junctions and the formation of fenestrations. In addition, the basal lamina 

thickness is changed and the width of the perivascular space is increased 

along with the number of pericytes related to the vessels [18]. Therefore, 

the microvascular leakage of the tumor might be important in tumor grade 

and prediction of prognosis [19].  

Magnetic resonance imaging (MRI) is a medical imaging technique that 

enables the diagnosis of glioblastoma, assessment of the therapeutic 

response, and monitoring of the disease progression[20]. In addition, MRI 

can directly image biochemical changes in the tumor and surrounding 

tissue[21].  High-field MRI is commonly used in patients with disorders 

of the brain, including gliomas [22]. 3T MRI has a higher sensitivity in 

diagnosing the brain tumor, as compared with 1.5T MRI[23].  

Using gradient echo allows to reduce the MRI examination time, which 

in turn leads to the decrease in motion artifact [24]. This imaging 

technique is based on only a single RF pulse with readout gradient 

reversal[25] and without a 180˚ refocusing pulse[24]. To improve the 
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image contrast, the flip angle was decreased under 90˚ in single- slice 

acquisition[24]. Consequently, gradient echo sequence enables the 

acquisition of high quality images with fewer artifacts in a shorter duration 

[24]. Bagley at el. demonstrated that magnetic susceptibility artifacts on 

T2*-weighted gradient echo MRI seems to be useful in the preoperative 

assessment of gliomas[26].  

A T2 weighted fluid-attenuated inversion recovery (FLAIR) is an 

inversion recovery technique with a long inversion time (TI), echo time 

(TE) and repetition time (TR). This sequence removes signals from the 

cerebrospinal fluid effectively (CSF)[27]. Some previous studies focused 

on the perfusion or permeability parameters from non-enhancing T2 high 

signal intensity (SI) for prognosis prediction in patients with glioblastoma 

[28,29]. 

A T1-weighted images are used for depicting normal anatomy and 

can highlight pathological abnormalities if used with a contrast agent [30]. 

This sequence is acquired with short TE and TR[31]. For contrast 

enhancement, paramagnetic substances (usually gadolinium) which 

shorted the T1 relaxation time of surrounding protons are commonly 

used[31]. The enhancement of contrast is explained by two main 

mechanisms: contrast leakage through the damaged BBB and/or high 
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vascularization inside pathological lesion[31].  

Conventional MRI helps evaluate the anatomical and structural lesion 

details, but its specificity is limited. Recently, there have been 

improvements in contrast resolution with improved contrast agents and 

higher magnetic field strengths; however, tissue characterization using 

conventional MRI is still limited [32]. Contrarily,  advanced MRI 

techniques, such as perfusion imaging, spectroscopy imaging, and 

diffusion imaging, can give additional information on tumor tissue in 

addition to morphological imaging[33].  

Perfusion is a biological process that relates to the delivery of nutrients 

and oxygen to a capillary bed in tissue [34]. Perfusion MRI technique has 

been used to assess the tissue vascularization, in vivo tumor 

microcirculation and angioneogenesis[35]. Dynamic susceptibility 

contrast (DSC)-MRI and dynamic contrast-enhanced (DCE)-MRI are 

perfusion MRI sequences using exogenous contrast agents [34].  

The DSC-MRI is based on T2/T2*- weighted sequences[36].The 

contrast agent used for this technique is supposed to be mostly limited to 

the vascular space, which gives the useful information about perfusion 

(the blood flow, blood volume, and transit time)[37]. Recent research 

showed that DSC-MRI techniques have higher sensitivity in 

https://www.sciencedirect.com/topics/medicine-and-dentistry/scintigraphy
https://www.sciencedirect.com/topics/medicine-and-dentistry/spectroscopy
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differentiating progressive disease from pseudoprogression in patients 

with glioblastoma [38].  

The DCE-MRI has been widely used in clinical practice, where 

multiphase MRI scans are acquered after intravenous injection of a 

contrast agent[37]. It focuses on the measurement of the density, 

integrity and “permeability imaging” or leakiness of tissue vasculature, 

which can provide additional information to the vascularity. The DCE-MRI 

is based on mathematical models and measurements of how a tracer 

perfuses through the vessels[39]. Because of vascular permeability and 

BBB disruption in gliomas, the contrast agent, which was administered 

intravenously, leaks easily from intravascular compartment to 

extravascular extracellular space (EES), leading to an increase in T1 

signal intensity[40]. Vessels in the normal tissue may be described by a 

range of parameters which measure vessel blood flow, tissue volume 

fractions, and permeability [39]. DCE-MRI can fully demonstrate 

angiogenesis processes because it can show microvascular permeability. 

Besides, DCE-MRI enables the quantitative assessment of BBB[41]. This 

method has some disadvantages. It has a lower temporal resolution than 

DSC, which may not be optimal for adequate extraction of all parameters. 

DCE-MRI include postprocessing and quantification of the images. 
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Furthermore, there is no consensus on which  pharmacokinetic model is 

optimal for DCE-MRI [41]. A variety of tracer kinetic models have been 

used to describe the behavior of injected contrast agent in DCE-MRI[42]. 

The Tofts model is developed for tissues with insignificant blood volume 

and is used to describe the permeability of the tissue vasculature. For the 

evaluation of the highly perfused tissues like tumor, the extended Tofts 

model has been introduced [42].  But neither model offers the best fit 

when tissue has intermediate vascularity. For the good fit, the temporal 

resolution need to be reduced, but it does not improve the accuracy of 

parameters [43]. The extended Tofts model is generally used for tumor 

description; it allows to obtain the important permeability parameters, 

which are related to tumor grade, immunohistochemical markers of tumor 

angiogenesis, and microvessel density[44]. Using this model, the different 

pharmacokinetic parameters, such as Vp (fractional volume of vascular 

plasma space) representing angiogenesis, Ktrans (volume transfer constant: 

between the plasma and extravascular extracellular space) and Ve 

(fractional volume of extravascular extracellular space) reflecting 

vascular permeability, can be estimated [45]. Meanwhile, only Ktrans and 

Ve can be estimated with the Tofts model[44].  

Previous studies have revealed that DCE-MRI can help predict the 
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prognosis after surgical resection followed by standard therapy as well as 

histologic grading and differentiate pseudoprogression from true 

progression [41,45-47]. Other study demonstrated, that Ktrans from the 

non-enhancing T2 HSI lesions is a potential prognostic marker for 

progression in glioblastoma patients[28].However, these results have 

demonstrated only the group difference (i.e., between progression and 

non-progression) using a single statistical parameter such as median and 

99th percentile Ktrans, which suggests the possibility of developing a good 

prognostication model using DCE-MRI. 

 In parallel to the development of precision medicine, there has been 

growing interest on radiomics [48]. The words, which end in -omics 

refer to the field of biological sciences[49]. Unlike other high-

dimensional omics data radiomics demonstrates unique characteristics, 

as there is no direct biological connection and the stability of feature 

largely depends on image itself[50]. Radiomics is a process of converting 

digital medical images into mineable high-dimensional data. The base of 

the process is that both functional and morphological clinical images 

contain quantitative and qualitative information, which may image the 

pathophysiology of the underlying tissue[48]. An optimal radiomics 

analysis consist of four steps: 1) imaging acquisition, 2) segmentation, 3) 



12 

 

feature extraction, and 4) statistical analysis[51]. To extract the 

radiomics features, it is necessary to define ROI in which they are 

calculated[52].  

For building robust and reliable models, every step requires careful 

evaluation so that they can be used in clinical practice for non-invasive 

disease tracking, disease prognosis, and assessment of disease response 

to treatment[48]. Radiomics extract high-dimensional features from 

image metrics such as intensity distribution, spatial relationships, and 

textural heterogeneity, which may reflect underlying pathophysiology, 

including intratumoral heterogeneity better than the single parameter 

approach. Several radiomics prognostication models have been 

successfully applied to glioblastoma using MRI [51,53,54]. Radiomic 

features are broadly categorized into texture, shape, and voxel intensity 

histogram features. Different statistical methods are used to calculate the 

radiomics features [55]. They are subdivided into the following: 1)First-

order statistic which characterizes the distribution of individual voxels 

without regard to spatial relationships[48], 2) Textural statistic or 

second-order statistic which depends on the relation between 

neighboring voxels[55], 3) Shape based statistic which demonstrates 

geometric properties and shape of the ROI[48], 4) Higher-order statistic 
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which is obtained by mathematical transformation of the images followed 

by the application of filters [48,55].  In addition, radiomic features can be 

extracted using transforms (wavelet transform) or filters[48]. More 

specifically, radiomic features have been known to have potential to 

reflect biological intra-tumoral heterogeneity (ITH), which is enhanced 

by clonal variation and tumor microenvironmental influences on tumor 

cells[56,57]. 

 Recently, Park et al. have demonstrated that the prognostication 

model using combined radiomic features obtained from diffusion- and 

perfusion-weighted MRI showed improved performance over the model 

using only conventional MRI in glioblastoma [58]. 

At present, there are not many studies to analyze radiomics score 

obtained from DCE MRI for the prediction of a high-risk group in 

glioblastoma patients. The aim of our retrospective research was to 

develop a “radiomics risk score” based on DCE MRI for the prediction 

of a high-risk group in patients with glioblastoma. 
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Materials and methods  

Patients 

The institutional review board of Seoul National University Hospital 

(IRB No. 2006-144-1134) approved this retrospective study and the 

requirement for written informed consent was waived. Between January 

2011 and July 2019, 274 patients with initially diagnosed glioblastoma 

were recruited from the radiology report database at the hospital. The 

followings were the inclusion criteria: the patients (a) had a 

histopathologic diagnosis of glioblastoma based on the 2016 World Health 

Organization (WHO) classification of central nervous system tumors, (b) 

underwent preoperative 3.0-Tesla (3T) MRI 24–48 hours before the 

operation, including contrast-enhanced (CE) T1-weighted imaging 

(T1WI), DCE-MRI and FLAIR imaging, (c) underwent the standard 

concomitant chemoradiotherapy[5] with temozolomide (TMZ) and 6 

cycles of adjuvant TMZ after maximal surgical resection of contrast-

enhancing region, (d) had follow-up period of ≥ one year at least after 

surgery with or without disease progression, and (e) O6-methylguanine 

DNA methyltransferase (MGMT) methylation status was identified. We 

specified the extent of resection as maximal (near-total or gross-total) 

resection, because we aimed to focus on investigating the effect of non-
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enhancing T2 hyperintense areas of glioblastoma for prognosis, excluding 

the recurrence from gross residual tumor [29,47]. The exclusion criteria: 

(a) incomplete pre-operative DCE-MRI (n=27), (b) other treatment 

regimen except standard treatment (n=61), or (c) patients with follow-

up loss (n=36).  

According to the Response Assessment in Neuro-Oncology criteria, all 

patients were classified into disease progression and non-progression 

groups at one year after the completion of adjuvant TMZ, following the 

previous study[45]. Patients, who have any of the followings were 

considered to have disease progression: (A) significant increase in non-

enhancing T2-weighted FLAIR lesions, not attributable to other non-

tumor causes, (B) a greater than 25% increase in the sum of the products 

of the perpendicular diameters of the enhancing lesions with the smallest 

tumor measurement, (C) any new lesions, and (D) clinical deterioration 

not attributable to other non-tumor causes and not due to steroid 

decrease. Thus, the progression of disease was confirmed either by 

following imaging or by histopathologic diagnosis. In case there was 

evident increase in enhancing lesions that did not meet the criteria of 

progression, short-term (i.e. 1-2 months) follow-up imaging was 

performed. The progression-free survival (PFS) was calculated between 
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the date of initial imaging of diagnosis and the date confirmed as 

progression. If there was no evidence of disease at the last follow-up, 

then the PFS was calculated between the date of initial imaging of 

diagnosis and the last follow-up. We referred to the electronic medical 

records by clinicians at our institution to distinguish progression from 

non-progression. 

For all patients, clinical characteristics including age, sex, methylation 

status of MGMT tumor promoter, and isocitrate dehydrogenase (IDH) 

mutation status were recorded.  

 

Imaging protocol  

    All MR images were acquired using a 3T scanner (Verio, Trio or 

Skyra; Siemens, Erlangen, Germany), using a 32-channel head coil. For 

tumor segmentation, the T1-weighted 3D magnetization-prepared rapid 

acquisition gradient echo (MPRAGE) sequence before and after 

administration of gadobutrol (Gadovist; Bayer, Berlin, Germany; at a dose 

of 0.1 mmol/kg of body weight) and FLAIR imaging were used. We 

performed the transverse T1WI with the following parameters: a 

repetition time (TR) of 558 ms, an echo time (TE) of 9.8 ms, a flip angle 

(FA) of 70°, a matrix of 384×187, a field of view (FOV) of 175×220, a 
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section thickness of 5 mm, and a number of excitations (NEX) of 1. The 

parameters for 3D MPRAGE were a TR of 1500 ms, a TE of 1.9 ms, a FA 

of 9°, a matrix of 256×232, a FOV of 220×250, a section thickness of 1 

mm, and a NEX of 1.The parameters for transverse FLAIR were a TR of 

9000ms, a TE of 97 ms, a TI of 2500 ms, a FA of 130°, a matrix of 384

×348, a FOV of 199×220, a section thickness of 5 mm, and a NEX of 1. 

We acquired the transverse T2WI with the following parameters: a TR of 

5160ms, a TE of 91ms, a FA of 124–130°, a matrix of 640×510–580, a 

FOV of 199×220, a section thickness of 5 mm and a NEX of 3.  

DCE-MRI was conducted with 3D gradient-echo T1WI after the 

intravenous administration of gadobutrol at a dose of 0.1 mmol/kg of body 

weight at a rate of 4 mL/s using a power injector (Spectris MedRad, 

Indianola, Pennsylvania). After the contrast, a 30 mL saline bolus was 

injected at the same injection rate. For each section, 40 images were 

acquired at intervals equal to the TR. The scan parameters of DCE MRI 

were a TR of 2.8 ms, a TE of 1.0 ms, a FA of 10°, a matrix of 192×192, 

a FOV of 240×240, a section thickness of 3 mm, a voxel size of 1.25×

1.25×3 mm3, a pixel bandwidth of 789 Hz, and a total acquisition time of 

5 min 8 s. 

Image processing and analysis 
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The MR data including CE T1WI, FLAIR imaging, and DCE-MRI were 

transferred from the PACS workstation to a personal computer and 

processed with a software package (Nordic ICE v4.1.2; NordicNeuroLab, 

Bergen, Norway). DCE-MRI analysis based on the two-compartment 

pharmacokinetic model suggested by Tofts and Kermode and 

pharmacokinetic parameters, including the volume transfer constant 

(Ktrans), the extravascular extracellular space volume per unit volume of 

tissue (Ve) and the blood plasma volume per unit volume of tissue (Vp)[29] 

were calculated. More specifically, deconvolution with the arterial input 

function (AIF) was performed using the two-compartment 

pharmacokinetic model. AIF was selected in tumor-supplying arteries 

near the tumor. Each parameter was calculated by using the fixed T1 

measurement of 1000 ms. 

Before drawing regions of interest (ROIs), we reconstructed CE T1WI 

from sagittal to axial plane, acquired Ktrans, Ve and Vp maps based on DCE 

MRI, and resampled the size of CE T1WI and FLAIR images using one of 

the map (Ktrans, Vp and Ve) as reference. We drew two ROIs, (a) the non-

enhancing T2 high signal intensity (SI) areas and (b) enhancing tumor 

without cystic or necrotic regions on CE T1WI. We carefully excluded the 

vessels in all ROIs. All ROIs were drawn semi-automatically using seed 
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growing and threshold segmentation and were corrected manually, if 

needed [59]. ROIs were drawn by a radiologist (E.P.) under the 

supervision of one expert radiologist (S.H.C., with 17 years of neuro-

oncology imaging experience). 

  In our research, we used the Pyradiomics package software 3D Slicer 

4.11.0 for the extraction of the radiomic features. For each patient, total 

642 features were obtained: 107 features including 18 first-order, 24 

gray level co-occurrence matrix (GLCM), 14 shape-based, 16 gray level 

run length matrix (GLRLM),16 gray level size zone matrix (GLSZM), 14 

gray level dependence matrix (GLDM), 5 neighboring gray tone difference 

matrix (NGTDM) features from each of Ktrans, Ve, and Vp map, respectively. 

Both enhancing region and non-enhancing T2 high SI region masks were 

used, which makes 6 map-region combinations per patient. The details of 

radiomic features are described in Supplementary materials. 

 

Radiomic feature selection 

 The patients were randomly split into the discovery set (n = 105) and 

the validation set (n = 45) in a 7:3 ratio. The radiomic feature selection 

using the discovery set included three steps: first, features with more than 

10% outliers were discarded where outliers were defined if the largest 
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and smallest 10% value of features are larger than median ±3 median 

absolute deviation (MAD)[60]. Standardization, or z-score normalization, 

was followed for each feature. Here, we used the mean and standard 

deviation of discovery set to standardize the validation set to prevent the 

data leakage, which may lead to the decrease in the generalized model 

performance[61,62]. Second, univariate Cox regression was performed to 

select significant features. Subsequently, a Cox-least absolute shrinkage 

selector operator (Cox-LASSO) model was developed to select the final 

radiomic features in the prediction of PFS using glmnet R package. LASSO 

has been a popular regularization method for selecting features from 

multiple variables, penalizing the coefficients of variables by shrinking 

some of them to zero in the regression model, leaving the other variables 

with non-zero coefficients[63]. To determine hyperparameter λ in 

LASSO, 10-fold cross-validation was performed using cv.glmnet. 

 

Radiomics score and risk stratification 

A radiomics score model was developed using a weighted combination of 

the final selected features in the discovery set. Subsequently, the cut-off 

value of radiomics scores obtained by maximally selected rank statistics  

using maxstat (R package) [64,65] was applied to stratify the patients 



21 

 

into either a low- or high-risk group in the discovery and validation sets 

[62]. In other words, the “radiomics risk score” was present when the 

radiomics score of the patient was higher than the median cut-off value. 

 

Tissue diagnosis and genetic analysis  

Immunohistochemical staining was performed using a BenchMark XT 

(automated immunohistochemical slide staining system, Roche 

Diagnostics, IN, USA). Immunohistochemistry (IHC) was performed on 

individual whole block sections using antibodies against IDH1 R132H 

mutant protein (H09, Dianova, Hamburg, Germany, 1:50). If IDH1 IHC was 

negative, direct Sanger sequencing of IDH1/IDH2 was performed. O6 

methylguanine methyltransferase methylation-Specific PCR (MGMT-

MSP) using a methylation EZ kit was used to evaluate the methylation 

status of the MGMT promoter. 

 

Progression free survival analysis 

A multivariate Cox-regression model was developed using clinical 

variables: age, sex, status of IDH mutation, and status of MGMT 

methylation, in addition to the risk group variable derived from radiomics 

score. To validate the developed radiomics score, the radiomics score was 
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calculated using values of selected features of validation set, weighted by 

the coefficients obtained from the discovery set. Using the median value 

of the radiomics score as the cutoff value, which was obtained from the 

discovery set, validation set was stratified into either a high- or low-risk 

group according to one-year PFS. All the statistical analysis was 

performed using R-3.6.3 (R-core Team, Vienna, Austria), and p-value 

of 0.05 was considered significant. The overall process from the feature 

extraction to risk group stratification is illustrated in Fig. 1.
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Results  

Patient characteristics 

A total of 150 patients were enrolled in this study, according to 

inclusion/exclusion criteria (Fig. 2): 92 (61.3%) male; mean age 60.5 ± 

13.5 years old; and 137 (91.3%) IDH-wildtype (Table 1). The patients 

were divided into the disease progression group (n = 61, 40.7%), and the 

non-progression group (n = 89, 59.3%) at one year after surgery. The 

median progression free survival was 11.1 months (range, 0.57-97.0 

months). Patients with O6-Methylguanine-DNA methyltransferase 

(MGMT) promotor methylated status were more frequently observed in 

the non-progression group than in the progression group (61 of 89 vs 

20 of 61, respectively, p < 0.001). Patient characteristics are detailed in 

Table 1. There were no significant clinicopathologic differences: age 

(p=0.149), sex (p=1.000), IDH (p=1.000), MGMT (p=0.253), and 

number of recurrence (p=0.093) between discovery and validation set 

(Table 2). 

 

Selected features and a radiomics score 

 As a result of discarding outliers using 3 MAD, 589 from total 642 

features were left. After univariate Cox-regression, 76 significant 
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features were left, and 16 features were selected by a Cox-LASSO model 

in the prediction of PFS. The intermediate results of Cox-LASSO 

procedure are given in Fig. 3, and for 76 selected features from univariate 

Cox-regression, a heatmap of radiomic features using hierarchical 

clustering with dendrogram is provided in Fig. 4. Intermediate results in 

the procedure of cox-LASSO model using training set are illustrated in 

Fig. 5. The 16 features selected were 7 features from Ktrans, and the other 

9 features from Ve map of non-enhancing T2 high SI region: 1 NGTDM 

feature, 3 GLDM features, 1 first-order feature, 5 GLRLM features, 3 

shape features, 1 GLCM feature, and 2 GLSZM features (Table 3). A 

radiomics score model was developed using a linear combination of the 16 

final selected features with coefficients obtained from Cox-LASSO model 

using the discovery set (Eq. 1) 

Radiomics score   

               = gldm_SmallDependenceEmphasis_NE_Ve × 0.186 

               + gldm_SmallDependenceHighGrayLevelEmphasis_NE_Ve  

× 0.119 + firstorder_Energy_NE_Ve 

× 0.114 + … +glcm_JointAverage_NE_Ve ×0.029 

+ shape_MajorAxisLength_NE_Ve × 0.005 

+ gldm_GrayLevelVariance_NE_Ve ×0.001 (Eq.1) 
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Patient stratification using radiomics risk score 

The radiomics score was computed using the 16 selected features 

obtained from the discovery set for each discovery and validation set. In 

a univariate Cox-regression with the risk group variable based on the 

radiomics score, or the “radiomics risk score”, the radiomics risk score 

stratified high- and low-risk group in both the validation and discovery 

set in log-rank test (both p < 0.001) (Fig. 6). The cut-off value of 0.374 

was obtained using maximally selected rank variables (M = 3.277; p = 

0.017). The intermediate results are illustrated in Fig. 7. Representative 

cases are shown in Fig. 8 and 9.  

 

Multivariate Cox-regression model adding clinical variables 

A multivariate Cox-regression model was developed using clinical 

variables: age, sex, status of IDH mutation, and status of MGMT 

methylation, in addition to the “radiomics risk score” (concordance, or 

C-index = 0.678 ± 0.051). The presence of high radiomics risk score, 

and IDH mutation were significant variables: HR = 3.56, p = 0.004; and 

HR = 0.34, p = 0.022, respectively. In other words, IDH mutation group 

showed about 3 times stronger association to progression than the 

wildtype group; and the high radiomics risk score group showed about 3.5 
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times stronger association to progression than the low risk score group. 

A forest plot of multivariate Cox-regression model is shown in Fig. 10. 

For each single variable, the stratification of survival curves was plotted 

in Fig. 11. 
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Discussion 

In present research, we developed and assessed the “radiomics risk 

score” from Ve, Vp and Ktrans maps of DCE-MRI to show the diagnostic 

capability in the prediction of the high-risk group in glioblastoma. Our 

approaches could be useful for the followings: first, the textural features 

of the Ktrans and Ve maps based on non-enhancing T2 high SI areas played 

a crucial role for the risk stratification in recurrence of glioblastoma (p < 

0.001 in both the training and validation sets; log-rank test). Second, the 

radiomics risk score was independent of IDH mutation status in cox-

regression analysis (HR = 3.56, p = 0.004; HR = 0.34, p = 0.022, 

respectively), providing an additional surrogate marker for progression in 

glioblastoma. The final selected 16 radiomic features out of 642 features 

were obtained from non-enhancing T2 hyperintense lesions: 9 features 

(gldm_SmallDependenceEmphasis showing the largest coefficient) from 

Ve map; and the other 7 features (glrlm_ShortRunHighGrayLevelEmphasis 

showing the largest coefficient) from Ktrans map. In other words, the  

textural features obtained from non-enhancing T2 high SI areas of Ktrans 

and Ve maps, significantly stratified the low- and high-risk groups (Eq. 

1 and Table 3), which was independent of IDH mutation status, one of the 

most important risk factors. Thus, radiomic features can predict the 
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prognosis of glioblastoma, reflecting intra-tumoral heterogeneity of 

“permeability” of non-enhancing T2 hyperintense areas using DCE-

MRI, because textural features provide a measure of the spatial 

arrangement of the intra-lesional voxel intensities, which are obtained by 

calculating the statistical inter-relationships between neighboring voxel 

intensities[48].  

Our results demonstrate that radiomic features from non-enhancing T2 

hyperintense lesions were more important than contrast-enhancing 

lesions to predict the progression, especially when total resection was 

performed, in keeping with the results of the previous studies [66,67]. 

Non-enhancing T2 hyperintense region on the tumor margin has been 

named “peritumoral edema”. Peritumoral edema is associated with of 

the degree of neovascularisation and the expression of vascular 

endothelial growth factor (VEGF). In other words, the VEGF expression 

and enlargement of peritumoral edema may be prognostic marker for 

glioblastoma patients [68].  The non-enhancing T2 hyperintense area is 

a mixture of infiltrating tumor cells and vasogenic edema, where fluid 

penetrates into the parenchymal extracellular space[67]. Schoenegger et 

al. showed that the extent of the edema is an independent prognostic 

factor glioblastoma patients [69]. However, it is not possible to 
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differentiate vasogenic edema from infiltrating tumor with conventional 

imaging sequences[67].  

Recent researches have shown that perfusion characteristics obtained 

from perfusion-weighted MRI predict not only progression/survival, but 

also crucial tumor characteristics such as genetic mutations in 

glioblastoma [45,59,70]. Among perfusion-weighted MR techniques, 

DCE-MRI images the perfusion characteristics of the tumors which 

cannot be provided in the conventional MRI sequence, reflecting the 

exchange between the vasculature in tissue and interstitium, or “leakage 

space”[29]. Pharmacokinetic parameters are obtained from DCE-MRI 

which represent the tissue permeability: Ktrans, the volume transfer 

constant between the plasma and the extravascular extracellular space, 

has the capability of predicting the histologic grading of gliomas, because 

higher grade gliomas show enhanced angiogenesis, resulting in immature 

vessels of higher permeability [29,71]; and Ve, the extravascular 

extracellular space volume per unit volume of tissue, is also a predictor of 

progression in high grade glioma patients[72]. Kim et al. showed that the 

analysis of DCE MR parameters of non-enhancing T2 high SI lesions 

could predict the progression in glioblastoma. The 99th percentile Ktrans 

value of non-enhancing T2 hyperintense lesions in glioblastoma was 
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useful in prediction of early disease progression [29]. Moreover, the 97th 

percentile Ve value could also differentiate non-progression from 

progression using univariate analysis [29]. The results imply that 

infiltrative tumor cells in non-enhancing areas, residing outside the 

enhancing portion, could serve as surrogate markers of the prognosis and 

aggressiveness of glioblastoma [29]. Hwang et al. also reported that 

increased preoperative median Ktrans from non-enhancing T2 high SI 

lesions was associated with poor survival in patients with gross total 

resection followed by standard therapy, using multivariate Cox regression 

analysis [47]. In our study, the radiomics risk score obtained from Ktrans 

and Ve maps of non-enhancing T2 high SI lesions showed diagnostic 

capability in risk stratification of glioblastoma, which is also consistent 

with the previous studies. 

Radiomics extracts high-dimensional features from image metrics such 

as intensity distribution, spatial relationships, and textural heterogeneity, 

which may reflect underlying pathophysiology including intratumoral 

heterogeneity, and several radiomics prognostication models for 

glioblastoma have been developed and validated using radiomic features 

obtained from MRI [51,53,54]. However, high-dimensionality (d = 642) 

of radiomics data, or much higher dimension of data compared to the 
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number of the subjects in the discovery set (n = 105), causes the “curse 

of dimensionality” , leading to “ overfitting”  of the model to the 

discovery set. In other words, the model developed using radiomics data 

may show good performance only in discovery set, but not in validation 

set, or show low “generalizability”[73]. Here, to overcome this issue, 

we used Cox-LASSO model to select the sagnificant radiomic features in 

the prediction of PFS. LASSO has been a popular regularization method 

for selecting features from multiple variables, because it penalizes and 

imposes the coefficients of some variables to shrink toward zero in the 

regression model. This leaves the other variables with non-zero 

coefficients, selecting important features [63], which in turn  alleviates 

the “curse of dimensionality” due to high dimensionality in radiomics 

data analysis [74].  

Isocitrate dehydrogenase (IDH) is an enzyme that catalyze the oxidative 

decarboxylation of isocitrate to α-ketoglutarate[75]. IDH1/2 mutation 

has been known to one of the most important molecular biomarker of 

glioblastoma with diagnostic, prognostic, and predictive role: IDH-mutant 

group demonstrates better survival as compared with IDH-wildtype[76]; 

IDH mutation is a significant marker of the positive chemo sensitivity of 

secondary glioblastoma[77]; and maximal surgical resection of the IDH-
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mutant group provides a survival benefit[78]. Reflecting these results, 

glioblastomas are categorized in the 2016 CNS WHO classification into (1) 

primary glioblastomas, IDH-wildtype (about 90% of cases), (2) 

secondary glioblastomas, IDH-mutant (about 10% of cases). Secondary 

glioblastomas show signs of progression from a lower-grade tumor, while 

primary glioblastomas present as advanced cancers at diagnosis[79]. The 

IDH1/2 mutations make the tumor microenvironment easier to form and 

increase invasiveness[80]. Previous researches have demonstrated that 

the radiomics model built with multiregional features from multiparametric 

MRI has the potential to preoperatively detect the IDH1 mutation status 

in glioblastoma patients [81,82]. Tan et al showed that IDH, age and 

radiomics signature are independent risk factors in high-grade glioma 

[83]. Here, our study showed that the developed radiomics risk score 

increased the risk of progression in glioblastoma patients, independently 

of IDH-mutation status (HR = 3.56, p = 0.004; HR = 0.34, p = 0.022, 

respectively).  

Our study has several limitations. First, the study was retrospective, 

and the number of patients was limited for sufficient extraction of 

sagnificant radiomic features, which warrants further improvement of the 

radiomics risk score with a larger number of patients. Second, time-
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consuming, multi-staged workflow including manual ROI drawing 

discourages the application of the developed radiomics risk score in 

clinical practice. The automated segmentation technique could relieve the 

problem effectively. Third, radiomic features are sensitive to imaging 

parameters and systems, which may make the radiomics models fail in 

multi-centered and prospective applications. “ Harmonization ”  of 

multi-centered radiomics could improve the generalizability, which is our 

next research topic. Fourth, although there was no significant 

clinicopathologic difference between validation and discovery sets in the 

present  research, the discovery and validation sets were randomly split, 

instead of using a stratified split, which might improve the model 

performance. 

In conclusion, we developed and assessed the radiomics risk score 

obtained from DCE-MRI for the risk stratification of progression in 

glioblastoma. The radiomics risk score, mainly extracted from non-

enhancing T2 hyperintense areas rather than contrast-enhancing areas, 

a high-risk patient independently of IDH mutation, providing an additional 

surrogate marker of disease progression. 
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Tables 

Table 1. Clinicopathologic characteristics of the study population 

 

 

Abbreviations: MGMT, O6-Methylguanine-DNA methyltransferase; IDH, 

isocitrate dehydrogenase.  

Characteristics Total (n = 

150) 

Progression 

at 1 year 

(n = 61) 

Non-

progression 

at 1 year 

(n = 89) 

P value 

Mean age 

(years) 

60.5 ± 

13.5 

61.5 ± 

13.03 

59.8 ± 

13.9 

0.444* 

The mean 

radiation dose 

(Gy) 

55.2 ± 9.2 53.0 ± 11.7 56.7 ± 7.3 0.032* 

Sex    0.237† 

 

male 92 41 51  

female 58 20 38  

Methylated 

MGMT 

promoter 

   <0.001
†  

 

 

Positive 81(54%) 20(13.3%) 61(40.7%)  

Negative 69(46%) 41(27.3%) 28(18.7%)  

IDH1/2 

mutation 

   0.075† 

 

  Positive 13(8.7%) 2(1.3%) 11(7.3%)  

 Negative 137(91.3%) 59(39.3%) 78(52%)  
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Note: Unless otherwise specified, data are given as the number of patients.  

Data are expressed as mean ± standard deviation. 

* Calculated using an unpaired Student’s t test.  

† Calculated using Chi-squared/Fisher’s exact test. 
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Table 2. Clinicopathologic characteristics of discovery and validation set 

 

Characteristics Total (n = 

150) 

Discovery (n = 

105) 

Validation (n = 

45) 

P 

value 

Mean age 

(years) 

60.5 ± 

13.5 

61.5 ± 13.8 58.1 ± 12.8 0.149* 

Sex    1.000

† 

 

male 92 64 28  

female 58 41 17  

Recurrence 81 49 32 0.093

† 

Methylated 

MGMT 

promoter 

   0.253

† 

Positive 81 53 28  

Negative 69 52 17  

IDH1/2    1.000
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mutation † 

 

Positive 13 9 4  

Negative 137 96 41  

 

Abbreviations: MGMT, O6-Methylguanine-DNA methyltransferase; IDH, 

isocitrate dehydrogenase.  

Note: Unless otherwise specified, data are given as the number of patients.  

Data are expressed as mean ± standard deviation. 

* Calculated using an unpaired Student’s t test.  

† Calculated using Chi-squared/Fisher’s exact test. 
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Table 3. Radiomic features selected for radiomics score 

No. Radiomic Features*  Coefficien

ts†† 

1 gldm_SmallDependenceEmphasis_N

E_Ve 

 

0.186  

2 gldm_SmallDependenceHighGrayLe

velEmphasis_NE_Ve 

 

0.119  

3 firstorder_Energy_NE_Ve  0.114  

4 ngtdm_Complexity_NE_Ve  0.105  

5 glrlm_ShortRunHighGrayLevelEmph

asis_NE_ktrans 

 

0.100  

6 glrlm_ShortRunLowGrayLevelEmph

asis_NE_ktrans 

 

0.096  

7 glszm_SmallAreaEmphasis_NE_ktra

ns 

 

0.091  

8 shape_SurfaceArea_NE_ktrans  0.086  

9 glrlm_ShortRunEmphasis_NE_ktrans  0.082  

10 glszmSmallAreaHighGrayLevelEmp

hasis_NE_ktrans 

 

0.071  
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Abbreviations: gldm, gray level dependence matrix features; 

firstorder, first-order features; ngtdm, neighbouring gray tone 

difference matrix features; glrlm, gray level run length matrix; glszm, 

gray level size zone matrix features; shape, shape-based features; 

glcm, gray level co-occurrence matrix features; Ktrans, volume 

transfer constant; Ve, volume of the extravascular extracellular space; 

NE, subregion of nonenhancing T2 hyperintense lesion 

† Features are listed in the descending order of coefficients. 

††coefficients are given to the third decimal place 

* Each part of the feature label indicates the class, the name of 

features, subregion of tumor, and the pharmacokinetic parametric 

maps from which the features were derived, in order. 

11 glrlm_RunLengthNonUniformity_NE

_ktrans 

 

0.053  

12 glrlm_ShortRunHighGrayLevelEmph

asis_NE_Ve 

 

0.044  

13 shape_Maximum3DDiameter_NE_Ve  0.043  

14 glcm_JointAverage_NE_Ve  0.029  

15 shape_MajorAxisLength_NE_Ve  0.005  

16 gldm_GrayLevelVariance_NE_Ve  0.001  
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Figures 

 

 
Figure 1. Overall process of radiomics score model construction and 

risk stratification. 
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Figure 2. Inclusion/exclusion criteria for the study population. 

Abbreviations:  WHO, World Health Organization; DCE MRI, dynamic 

contrast-enhanced MRI; CE T1WI, contrast-enhanced T1-

weighted imaging; T2 FLAIR, T2-weighted fluid attenuated 

inversion recovery; CCRT, concomitant chemoradiotherapy; MGMT, 

O6-methylguanine DNA methyltransferase; TMZ, temozolomide. 
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Figure 3. Illustration of the feature selection process 
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Figure 4. Heatmap of radiomic features using hierarchical clustering 

with dendrogram: for 63 selected features from univariate cox-

regression 
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Figure 5. Intermediate results in the procedure of cox-LASSO model 

using training set: (a) plot of shrinkage of coefficients of regression 

variables. Note that large coefficients (vertical axis) reduced to 

around zero as L1 norm of total coefficients decreases (horizontal 

axis). (b) optimal λ value and a cross validated (CV) error plot to 

help evaluate the model. Note that the left vertical dot line shows us 

where the CV-error curve hits its minimum. The right vertical dot 

line shows us the most regularized model with CV-error within 1 

standard deviation of the minimum. The glmnet, R package, gives the 

optimal number of reduced number of features (top horizontal axis). 
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Figure 6. Risk group stratification using the radiomics score in the 

univariate Cox-regression model for predicting progress free 

survival: (a) discovery and (b) validation set, respectively. 
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Figure 7. The intermediate result of calculating the cut-off value of 

the radiomics risk score obtained by maximally selected rank 

statistics using maxstat (R package): The cut-off value of was 0.374 

(M = 3.277; p = 0.017). 
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Figure 8. Low-risk patient (radiomics risk score: - 0.9367459). A 

51-year-old patient with glioblastoma. A preoperative axial MRI 

demonstrates a contrast-enhanced lesion with perilesional T2 high 
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signal intensity at the right frontal lobe: (A) Contrast-enhanced T1 

weighted image; (B) FLAIR image; (C) Ktrans; (D) Vp; and (E) Ve. 

Postoperative axial MRI at 1 year after operation demonstrates no 

new contrast-enhanced lesion (F) and (G).  
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Figure 9. High-risk patient (radiomics risk score:  0.703891). A 

43-year-old patient with glioblastoma. A preoperative axial MRI 

demonstrates a contrast-enhanced lesion with perilesional T2 high 

signal intensity at the left frontal lobe: (A) Contrast-enhanced T1 
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weighted image; (B) FLAIR image; (C) Ktrans; (D) Vp; and (E) Ve. 

Postoperative axial MRI at 1 year after operation demonstrates a new 

contrast-enhanced lesion with T2 high signal intensity at the left 

lateral ventricle (F) and (G).  
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Figure 10. A forest plot for multivariate Cox proportional hazards 

model using clinical and radiomics variables. 
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Figure 11. Survival curves of multivariate Cox-regression model for 

risk stratification using each variable of the validation set: (a) sex, 

(b) radiomics risk group, (c) IDH mutation status, and (d) MGMT 

methylation status. 

Abbreviations: IDH, isocitrate dehydrogenase; MGMT, O6-

methylguanine DNA methyltransferase. 
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Supplementary Materials  

Radiomic Features 

(https://pyradiomics.readthedocs.io/en/latest/features.html#module

-radiomics.shape) 

1. First-order features 

The first-order features described the distribution of voxel 

intensities within the image region defined by the mask through 

commonly used and basic metrics.  

Let X be a set of 𝑁𝑝 voxels included in the ROI. P(i) refers to 

the first order histogram with 𝑁𝑔 discrete intensity levels, 

where 𝑁𝑔 is the number of non-zero bins, equally spaced from 0 with 

a width defined in the binWidth parameter and p(i) is the normalized 

first order histogram and equal to 
𝑃(𝑖)

𝑁𝑝
. 𝜖 is an arbitrarily small positive 

number (≈2.2×10−16≈2.2×10−16). 

Energy ∑(𝑋(𝑖) + c)2

𝑁𝑝

𝑖=1

 

Interquartil

e Range 
𝑃75 − 𝑃25 

Total energ

y 

𝑉𝑣𝑜𝑥𝑒𝑙∑(𝑋(𝑖)

𝑁𝑝

𝑖=1

+ c)2 

Range 

max(X) – 

min(X) 
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Entropy 
− ∑ 𝑝(𝑖) log2(𝑝(𝑖)

𝑁𝑔

𝑖=1

+  𝜖) 

Mean absol

ute deviatio

n(MAD) 

1

𝑁𝑝
∑|𝑋(𝑖) − �̅�|

𝑁𝑝

𝑖=1

 

Minimum min(X) 

Robust Mea

n Absolute 

Deviation 

(rMAD) 

1

𝑁10−90
∑ |𝑋10−90(𝑖)

𝑁10−09

𝑖=1

− �̅�10−90| 

10th percent

ile 

The 10th percen

tile of X 

Root mean 

squared(R

MS) 

√
1

𝑁𝑝
∑(𝑋(𝑖) + c)2

𝑁𝑝

𝑖=1

 

90th percent

ile 

The 90th percen

tile of X 

Skewness 

1
𝑁𝑝

∑ (𝑋(𝑖) − �̅�)3𝑁𝑝

𝑖=1

(√
1

𝑁𝑝
∑ (𝑋(𝑖) − �̅�)2𝑁𝑝

𝑖=1
)

3 

Maximum max(X) Kurtosis 

1
𝑁𝑝

∑ (𝑋(𝑖) − �̅�)4𝑁𝑝

𝑖=1

(
1

𝑁𝑝
∑ (𝑋(𝑖) − �̅�)2𝑁𝑝

𝑖=1
)

2 

Mean 
1

𝑁𝑝
∑ 𝑋(𝑖)

𝑁𝑝

𝑖=1

 Variance 
1

𝑁𝑝
∑(𝑋(𝑖) − �̅�)2

𝑁𝑝

𝑖=1

 

Median 

The median 

gray-level 

intensity within 

Uniformity ∑ 𝑝(𝑖)2

𝑁𝑔

𝑖=1
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the ROI. 

 

 

2. Shape features 

Shape features included descriptors of the three-dimensional 

size and shape of the ROI. They are independent from the gray level 

intensity distribution in the ROI and were therefore only calculated 

on the non-derived image and mask. 

Unless otherwise specified, features were derived from the 

approximated shape defined by the triangle mesh. To build this mesh, 

vertices (points) were first defined as points halfway on an edge 

between a voxel included in the ROI and one outside the ROI. By 

connecting these vertices a mesh of connected triangles was obtained, 

with each triangle defined by 3 adjacent vertices, which shared each 

side with exactly one other triangle. 

This mesh was generated using a marching cubes algorithm. In 

this algorithm, a 2x2 cube was moved through the mask space. For 

each position, the corners of the cube were then marked 

‘segmented’ (1) or ‘not segmented’ (0). Treating the corners 
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as specific bits in a binary number, a unique cube-index is obtained 

(0-255). This index was then used to determine which triangles 

were present in the cube. 

These triangles were defined in such a way, that the normal 

(obtained from the cross product of vectors describing 2 out of 3 

edges) were always oriented in the same direction. 

Let 𝑁𝑣 represent the number of voxels included in the ROI and 

𝑁𝑓 represent the number of faces (triangles) defining the Mesh. V 

is the volume of the mesh in mm3 and A is the surface area of the 

mesh in mm2. 

Elongation √
𝜆𝑚𝑖𝑛𝑜𝑟

𝜆𝑚𝑎𝑗𝑜𝑟
 

Maximum 3

D diameter 

The largest pairwi

se Euclidean distan

ce between tumor 

surface mesh verti

ces. 

Flatness √
𝜆𝑙𝑒𝑎𝑠𝑡

𝜆𝑚𝑎𝑗𝑜𝑟
 

Mesh volu

me 

𝑉𝑖 =
𝑂𝑎𝑖

∙ (𝑂𝑏𝑖
× 𝑂𝑐𝑖

)

6
 

𝑉 = ∑ 𝑉𝑖

𝑁𝑓

𝑖=1

 

Least axis l

ength 
4√𝜆𝑙𝑒𝑎𝑠𝑡 

Minor axis l

ength 
4√𝜆𝑚𝑖𝑛𝑜𝑟 
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Major axis l

ength 

4√𝜆𝑚𝑎𝑗𝑜𝑟 Sphericity √36𝜋𝑉23

𝐴
 

Maximum 2

D diameter 

(column) 

The largest pa

irwise Euclidea

n distance bet

ween tumor su

rface mesh ve

rtices in the r

ow-column pla

ne.  

Surface are

a 

𝐴𝑖 =
1

2
|𝑎𝑖𝑏𝑖 × 𝑎𝑖𝑐𝑖| 

𝐴 = ∑ 𝐴𝑖

𝑁𝑓

𝑖=1

 

Maximum 2

D diameter(

row) 

The largest pa

irwise Euclidea

n distance bet

ween tumor su

rface mesh ve

rtices in the c

olumn-slice pl

ane. 

Surface are

a to volume

 ratio 

𝐴

𝑉
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Maximum 2

D diameter(

slice) 

The largest pa

irwise Euclidea

n distance bet

ween tumor su

rface mesh ve

rtices in the r

ow-slice plan

e. 

Voxel volu

me 
𝑉𝑣𝑜𝑥𝑒𝑙 = ∑ 𝑉𝑘

𝑁𝑣

𝑘=1

 

 

3.  Gray scale variation features 

Gray scale variation features widely used in pattern recognition, 

refer to higher order statistical measures and summarize the local 

spatial arrangement of intensities. 

 

3-1. Gray level co-occurrence matrix (GLCM) features 

A Gray Level Co-occurrence Matrix (GLCM) of size 𝑁𝑔 ×

𝑁𝑔 described the second-order joint probability function of an image 

region constrained by the mask and was defined as  

P( 𝑖 ,  𝑗 |δ,θ). The (𝑖, 𝑗)𝑡ℎ  element of this matrix represented the 

number of times the combination of levels 𝑖 and 𝑗 occurred in two 

pixels in the image, that were separated by a distance of δ pixels 
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along angle θ. The distance δ from the center voxel was defined as 

the distance according to the infinity norm. For δ=1, this resulted in 

2 neighbors for each of 13 angles in 3D (26-connectivity) and for δ

=2 a 98-connectivity (49 unique angles). 

Let ϵ be an arbitrarily small positive number(≈ 2.2×10−16), 

𝑃(𝑖, 𝑗)  be the co-occurrence matrix for an arbitrary δ and θ, 

𝑝(𝑖, 𝑗) be the normalized co-occurrence matrix and equal to  
𝑃(𝑖,𝑗)

∑𝑃(𝑖,𝑗)
, 𝑁𝑔 

be the number of discrete intensity levels in the image, 𝑝𝑥(𝑖) =

∑ 𝑃(𝑖, 𝑗)
𝑁𝑔

𝑗=1
  be the marginal row probabilities, 𝑝𝑥(𝑖) = ∑ 𝑃(𝑖, 𝑗)

𝑁𝑔

𝑗=1
 be the 

marginal column probabilities, 𝜇𝑥  be the mean gray level intensity 

of  𝑝𝑥  and defined as 𝜇𝑥 = ∑ 𝑝𝑥(𝑖)𝑖
𝑁𝑠
𝑖=1 , 𝜇𝑦  be the mean gray level 

intensity of  𝑝𝑦  and defined as 𝜇𝑦 = ∑ 𝑝𝑦(𝑗)𝑗
𝑁𝑠
𝑗=1 , 𝜎𝑥  be the standard 

deviation of 𝑝𝑥 , 𝜎𝑦  be the standard deviation of 𝑝𝑦 , 𝑝𝑥+𝑦(𝑘) =

∑ ∑ 𝑝(𝑖, 𝑗)
𝑁𝑔

𝑗=1

𝑁𝑔

𝑖=1
, where 𝑖 + 𝑗 = 𝑘, 𝑎𝑛𝑑 𝑘 = 2,3, ⋯ ,2𝑁𝑔 , 𝑝𝑥−𝑦(𝑘) =

∑ ∑ 𝑝(𝑖, 𝑗)
𝑁𝑔

𝑗=1

𝑁𝑔

𝑖=1
, where |𝑖 − 𝑗| = 𝑘, and  𝑘 = 0,1, ⋯ , 𝑁𝑔 − 1 , HX = 

− ∑ 𝑝𝑥(𝑖) log2(𝑝𝑥(𝑖) + 𝜖)
𝑁𝑔

𝑖=1
 be the entropy of 𝑝𝑥, 

HY = − ∑ 𝑝𝑦(𝑗) log2(𝑝𝑦(𝑗) + 𝜖)
𝑁𝑔

𝑗=1
 be the entropy of 𝑝𝑦, 

HXY = − ∑ ∑ 𝑝(𝑖, 𝑗) log2(𝑝(𝑖, 𝑗) + 𝜖)
𝑁𝑔

𝑗=1

𝑁𝑔

𝑖=1
 be the entropy of 𝑝(𝑖, 𝑗), 

HXY1 = − ∑ ∑ 𝑝(𝑖, 𝑗) log2(𝑝𝑥(𝑖)𝑝𝑦(𝑗) + 𝜖)
𝑁𝑔

𝑗=1

𝑁𝑔

𝑖=1
, and 
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HXY2 = − ∑ ∑ 𝑝𝑥(𝑖)𝑝𝑦(𝑗) log2(𝑝𝑥(𝑖)𝑝𝑦(𝑗) + 𝜖)
𝑁𝑔

𝑗=1

𝑁𝑔

𝑖=1
 

Autocorrelat

ion 
∑ ∑ 𝑝(𝑖, 𝑗)𝑖𝑗

𝑁𝑔

𝑗=1

𝑁𝑔

𝑖=1

 Joint average ∑ ∑ 𝑝(𝑖, 𝑗)𝑖

𝑁𝑔

𝑗=1

𝑁𝑔

𝑖=1

 

Cluster 

prominence 

∑ ∑(𝑖 + 𝑗 − 𝜇𝑥

𝑁𝑔

𝑗=1

𝑁𝑔

𝑖=1

− 𝜇𝑦)
4

𝑝(𝑖, 𝑗) 

Inverse 

difference(ID

) 

∑
𝑝𝑥−𝑦(𝑘)

1 + 𝑘

𝑁𝑔−1

𝑘=0

 

Cluster 

shade 

∑ ∑(𝑖 + 𝑗 − 𝜇𝑥

𝑁𝑔

𝑗=1

𝑁𝑔

𝑖=1

− 𝜇𝑦)
3

𝑝(𝑖, 𝑗) 

Inverse 

difference 

normalized(ID

N) 

∑
𝑝𝑥−𝑦(𝑘)

1 + (
𝑘

𝑁𝑔
)

𝑁𝑔−1

𝑘=0

 

Cluster 

tendency 

∑ ∑(𝑖 + 𝑗 − 𝜇𝑥

𝑁𝑔

𝑗=1

𝑁𝑔

𝑖=1

− 𝜇𝑦)
2

𝑝(𝑖, 𝑗) 

Inverse 

difference 

moment(IDM) 

∑
𝑝𝑥−𝑦(𝑘)

1 + 𝑘2

𝑁𝑔−1

𝑘=0

 

Contrast 
∑ ∑(𝑖

𝑁𝑔

𝑗=1

𝑁𝑔

𝑖=1

− 𝑗)2𝑝(𝑖, 𝑗) 

Inverse 

difference 

moment 

normalized(ID

MN) 

∑
𝑝𝑥−𝑦(𝑘)

1 + (
𝑘2

𝑁𝑔
2)

𝑁𝑔−1

𝑘=0

 

Correlation 
∑ ∑ 𝑝(𝑖, 𝑗)𝑖𝑗 − 𝜇𝑥𝜇𝑦

𝑁𝑔

𝑗=1

𝑁𝑔

𝑖=1

𝜎𝑥(𝑖)𝜎𝑦(𝑖)
 

Inverse 

variance 
∑

𝑝𝑥−𝑦(𝑘)

𝑘2

𝑁𝑔−1

𝑘=1
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Difference 

average 
∑ 𝑘𝑝𝑥−𝑦(𝑘)

𝑁𝑔−1

𝑘=0

 Joint energy ∑ ∑(𝑝(𝑖, 𝑗))2

𝑁𝑔

𝑗=1

𝑁𝑔

𝑖=1

 

Difference 

entropy 

∑ 𝑝𝑥−𝑦(𝑘)𝑙𝑜𝑔2

𝑁𝑔−1

𝑘=0

(𝑝𝑥−𝑦(𝑘)

+ 𝜖) 

Joint entropy 
− ∑ ∑ 𝑝(𝑖, 𝑗)

𝑁𝑔

𝑗=1

𝑁𝑔

𝑖=1

log2(𝑝(𝑖, 𝑗)

+ 𝜖) 

Difference 

variance 

∑ (𝑘

𝑁𝑔−1

𝑘=0

− 𝐷𝐴)2𝑝𝑥−𝑦(𝑘) 

Maximum 

probability 
max (𝑝(𝑖, 𝑗)) 

Sum of 

squares 

∑ ∑(𝑖

𝑁𝑔

𝑗=1

𝑁𝑔

𝑖=1

− 𝜇𝑥)2𝑝(𝑖, 𝑗) 

Maximal 

correlation 

coefficient(MC

C) 

√
second largest

eigenvalue of Q
 

𝑄(𝑖, 𝑗)

= ∑
𝑝(𝑖, 𝑘)𝑝(𝑗, 𝑘)

𝑝𝑥(𝑖)𝑝𝑦(𝑘)

𝑁𝑔

𝑘=0

 

Sum 

average 
∑ 𝑝𝑥+𝑦(𝑘)𝑘

2𝑁𝑔

𝑘=2

 

Informational 

measure of 

correlation(I

MC) 1 

𝐻𝑋𝑌 − 𝐻𝑋𝑌1

max {𝐻𝑋, 𝐻𝑌}
 

Sum entropy 
∑ 𝑝𝑥+𝑦(𝑘) log2 𝑝𝑥+𝑦(𝑘)

2𝑁𝑔

𝑘=2

+ 𝜖) 

Informational 

measure of 

correlation(I

MC) 2 

√1 − 𝑒−2(𝐻𝑋𝑌2−𝐻𝑋𝑌) 
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3-2. Gray level size zone matrix(GLSZM) features 

A Gray Level Size Zone (GLSZM) quantified gray level zones in 

an image. A gray level zone was defined as the number of connected 

voxels that shared the same gray level intensity. A voxel was 

considered connected if the distance was 1 according to the infinity 

norm (26-connected region in a 3D, 8-connected region in 2D). In 

a gray level size zone matrix 𝑝(𝑖, 𝑗), the (𝑖, 𝑗)𝑡ℎ element equaled the 

number of zones with gray level 𝑖  and size 𝑗  appeared in image. 

Contrary to GLCM and GLRLM, the GLSZM was rotation independent, 

with only one matrix calculated for all directions in the ROI. 

Let 𝑁𝑔 be the number of discreet intensity values in the image, 

𝑁𝑠  be the number of discreet zone sizes in the image, 𝑁𝑝  be the 

number of voxels in the image, 𝑁𝑧 be the number of zones in the ROI, 

which is equal to ∑ ∑ 𝑃(𝑖, 𝑗)
𝑁𝑔

𝑗=1

𝑁𝑔

𝑖=1
 and 1 ≤ 𝑁𝑧 ≤ 𝑁𝑝, 𝑃(𝑖, 𝑗) be the size 

zone matrix, and 𝑝(𝑖, 𝑗) be the normalized size zone matrix, defined 

as 𝑝(𝑖, 𝑗) =
𝑃(𝑖,𝑗)

𝑁𝑧
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Small area 

emphasis(SA

E) 

∑ ∑
𝑃(𝑖, 𝑗)

𝑗2
𝑁𝑠
𝑗=1

𝑁𝑔

𝑖=1

𝑁𝑧
 

Zone 

variance(ZV

) 

∑ ∑ 𝑝(𝑖, 𝑗)(𝑗

𝑁𝑔

𝑗=1

𝑁𝑔

𝑖=1

− 𝜇)2 , 

𝜇 = ∑ ∑ 𝑝(𝑖, 𝑗)𝑗

𝑁𝑔

𝑗=1

𝑁𝑔

𝑖=1

 

 

Large area 

emphasis(LA

E) 

∑ ∑ 𝑃(𝑖, 𝑗)𝑗2𝑁𝑠
𝑗=1

𝑁𝑔

𝑖=1

𝑁𝑧
 

Zone 

entropy(ZE) 

− ∑ ∑ 𝑝(𝑖, 𝑗)𝑁𝑠
𝑗=1

𝑁𝑔

𝑖=1
log2( 𝑝(𝑖, 𝑗) +

𝜖) 

Gray level 

non-

uniformity(GL

N) 

∑ (∑ 𝑃(𝑖, 𝑗)
𝑁𝑠
𝑗=1 )

2𝑁𝑔

𝑖=1

𝑁𝑧
 

Low gray 

level zone 

emphasis(LG

LZE) 

∑ ∑
𝑃(𝑖, 𝑗)

𝑖2
𝑁𝑠
𝑗=1

𝑁𝑔

𝑖=1

𝑁𝑧
 

Gray level 

non-

uniformity 

normalized(G

LNN) 

∑ (∑ 𝑃(𝑖, 𝑗)
𝑁𝑠
𝑗=1 )

2𝑁𝑔

𝑖=1

𝑁𝑧
2  

High gray 

level zone 

emphasis(HG

LZE) 

∑ ∑ 𝑃(𝑖, 𝑗)𝑖2𝑁𝑠
𝑗=1

𝑁𝑔

𝑖=1

𝑁𝑧
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Size-zone 

non-

uniformity(SZ

N) 

∑ (∑ 𝑃(𝑖, 𝑗)
𝑁𝑔

𝑖=1
)

2𝑁𝑠
𝑗=1

𝑁𝑧
 

Small area 

low gray level 

emphasis(SAL

GLE) 

∑ ∑
𝑃(𝑖, 𝑗)
𝑖2𝑗2

𝑁𝑠
𝑗=1

𝑁𝑔

𝑖=1

𝑁𝑧
 

Size-zone 

non-

uniformity 

normalized(SZ

NN) 

∑ (∑ 𝑃(𝑖, 𝑗)
𝑁𝑔

𝑖=1
)

2𝑁𝑠
𝑗=1

𝑁𝑧
2  

Small area high 

gray level 

emphasis(SAH

GLE) 

∑ ∑
𝑃(𝑖, 𝑗)𝑖2

𝑗2
𝑁𝑠
𝑗=1

𝑁𝑔

𝑖=1

𝑁𝑧
 

Zone 

percentage(Z

P) 

𝑁𝑧

𝑁𝑝
 

Large area low 

gray level 

emphasis(LAL

GLE) 

∑ ∑
𝑃(𝑖, 𝑗)𝑗2

𝑖2
𝑁𝑠
𝑗=1

𝑁𝑔

𝑖=1

𝑁𝑧
 

Gray level 

variance(GLV

) 

∑ ∑ 𝑝(𝑖, 𝑗)(𝑖

𝑁𝑠

𝑗=1

𝑁𝑔

𝑖=1

− 𝜇)2, 

𝜇

= ∑ ∑ 𝑝(𝑖, 𝑗)𝑖

𝑁𝑠

𝑗=1

𝑁𝑔

𝑖=1

 

 

Large area high 

gray level 

emphasis(LAH

GLE) 

∑ ∑ 𝑃(𝑖, 𝑗)𝑖2𝑗2𝑁𝑠
𝑗=1

𝑁𝑔

𝑖=1

𝑁𝑧
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3-3. Gray level run length matrix(GLRLM) features 

A Gray Level Run Length Matrix (GLRLM) quantified gray level 

runs, which were defined as the length in number of pixels, of 

consecutive pixels that had the same gray level value. In a gray level 

run length matrix 𝑃(𝑖, 𝑗|𝜃), the (𝑖, 𝑗)𝑡ℎ element described the number of 

runs with gray level 𝑖  and length 𝑖 occurred in the image (ROI) along 

angle 𝜃. 

Let 𝑁𝑔 be the number of discreet intensity values in the image, 

𝑁𝑠  be the number of discreet zone sizes in the image, 𝑁𝑟  be the 

number of discreet run lengths in the image, 𝑁𝑝 be the number of 

voxels in the image, 𝑁𝑟(𝜃) be the number of runs in the image along 

angle 𝜃 , which is equal to ∑ ∑ 𝑃(𝑖, 𝑗|𝜃)
𝑁𝑔

𝑗=1

𝑁𝑔

𝑖=1
 and 1  ≤ 𝑁𝑟(𝜃) ≤ 𝑁𝑝 , 

𝑃(𝑖, 𝑗|𝜃) be the run length matrix for an arbitrary direction 𝜃, and 

𝑝(𝑖, 𝑗|𝜃) be the normalized run length matrix, defined as 𝑝(𝑖, 𝑗|𝜃) =

𝑃(𝑖,𝑗|𝜃)

𝑁𝑟(𝜃)
. 

Short run 

emphasis(SRE

) 

∑ ∑
𝑃(𝑖, 𝑗|𝜃)

𝑗2
𝑁𝑟
𝑗=1

𝑁𝑔

𝑖=1

𝑁𝑟(𝜃)
 

Run 

variance(RV

) 

∑ ∑ 𝑝(𝑖, 𝑗|𝜃)(𝑗

𝑁𝑟

𝑗=1

𝑁𝑔

𝑖=1

− 𝜇)2 , 

𝜇 = ∑ ∑ 𝑝(𝑖, 𝑗|𝜃)𝑗

𝑁𝑟

𝑗=1

𝑁𝑔

𝑖=1
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Long run  

emphasis(LRE

) 

∑ ∑ 𝑃(𝑖, 𝑗|𝜃)𝑗2𝑁𝑟
𝑗=1

𝑁𝑔

𝑖=1

𝑁𝑟(𝜃)
 

Run 

entropy(RE) 

− ∑ ∑ 𝑝(𝑖, 𝑗|𝜃)𝑁𝑟
𝑗=1

𝑁𝑔

𝑖=1
log2( 𝑝(𝑖, 𝑗|𝜃) +

𝜖) 

Gray level 

non-

uniformity(GL

N) 

∑ (∑ 𝑃(𝑖, 𝑗|𝜃)
𝑁𝑟
𝑗=1 )

2𝑁𝑔

𝑖=1

𝑁𝑟(𝜃)
 

Low gray 

level run 

emphasis(LG

LRE) 

∑ ∑
𝑃(𝑖, 𝑗|𝜃)

𝑖2
𝑁𝑟
𝑗=1

𝑁𝑔

𝑖=1

𝑁𝑟(𝜃)
 

Gray level 

non-

uniformity 

normalized(GL

NN) 

∑ (∑ 𝑃(𝑖, 𝑗|𝜃)
𝑁𝑟
𝑗=1 )

2𝑁𝑔

𝑖=1

𝑁𝑟(𝜃)2
 

High gray 

level run 

emphasis(HG

LRE) 

∑ ∑ 𝑃(𝑖, 𝑗|𝜃)𝑖2𝑁𝑟
𝑗=1

𝑁𝑔

𝑖=1

𝑁𝑟(𝜃)
 

Run length 

non-

uniformity(RL

N) 

∑ (∑ 𝑃(𝑖, 𝑗|𝜃)
𝑁𝑔

𝑖=1
)

2𝑁𝑟
𝑗=1

𝑁𝑟(𝜃)
 

Short run 

low gray level 

emphasis(SRL

GLE) 

∑ ∑
𝑃(𝑖, 𝑗|𝜃)

𝑖2𝑗2
𝑁𝑟
𝑗=1

𝑁𝑔

𝑖=1

𝑁𝑟(𝜃)
 

Run length 

non-

uniformity 

normalized(RL

∑ (∑ 𝑃(𝑖, 𝑗|𝜃)
𝑁𝑔

𝑖=1
)

2𝑁𝑟
𝑗=1

𝑁𝑟(𝜃)2
 

Short run high 

gray level 

emphasis(SRH

GLE) 

∑ ∑
𝑃(𝑖, 𝑗|𝜃)𝑖2

𝑗2
𝑁𝑟
𝑗=1

𝑁𝑔

𝑖=1

𝑁𝑧
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NN) 

Run 

percentage(R

P) 

𝑁𝑟(𝜃)

𝑁𝑝
 

Long run low 

gray level 

emphasis(LRL

GRE) 

∑ ∑
𝑃(𝑖, 𝑗|𝜃)𝑗2

𝑖2
𝑁𝑟
𝑗=1

𝑁𝑔

𝑖=1

𝑁𝑟(𝜃)
 

Gray level 

variance(GLV

) 

∑ ∑ 𝑝(𝑖, 𝑗|𝜃)(𝑖

𝑁𝑟

𝑗=1

𝑁𝑔

𝑖=1

− 𝜇)2, 

𝜇

= ∑ ∑ 𝑝(𝑖, 𝑗|𝜃)𝑖

𝑁𝑟

𝑗=1

𝑁𝑔

𝑖=1

 

 

Long run high 

gray level 

emphasis(LRH

GLE) 

∑ ∑ 𝑃(𝑖, 𝑗|𝜃)𝑖2𝑗2𝑁𝑟
𝑗=1

𝑁𝑔

𝑖=1

𝑁𝑟(𝜃)
 

 

3-4. Neighboring gray tone difference matrix(NGTDM) 

features 

A Neighboring Gray Tone Difference Matrix(NGTDM) quantified 

the difference between a gray value and the average gray value of its 

neighbors within distance δ. The sum of absolute differences for 
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gray level 𝑖 was stored in the matrix. 

Let 𝑋𝑔𝑙 be a set of segmented voxels and 𝑥𝑔𝑙(𝑗𝑥, 𝑗𝑦, 𝑗𝑧) ∈ 𝑋𝑔𝑙 be the 

gray level of a voxel at postion (𝑗𝑥, 𝑗𝑦, 𝑗𝑧), then the average gray level 

of the neigborhood is: 

�̅�𝑖 = �̅�(𝑗𝑥, 𝑗𝑦, 𝑗𝑧) =
1

𝑊
∑ ∑ ∑ 𝑥𝑔𝑙(𝑗𝑥 + 𝑘𝑥 , 𝑗𝑦 + 𝑘𝑦,  𝑗𝑧 + 𝑘𝑧)𝛿

𝑘𝑧=−𝛿
𝛿
𝑘𝑦=−𝛿

𝛿
𝑘𝑥=−𝛿 , 

where (𝑘𝑥,𝑘, 𝑘𝑧) ≠ (0, 0, 0) and 𝑥𝑔𝑙(𝑗𝑥 + 𝑘𝑥, 𝑗𝑦 + 𝑘𝑦,  𝑗𝑧 + 𝑘𝑧) ∈ 𝑋𝑔𝑙 

𝑊 is the number of voxels in the neighborhood that are also in 𝑋𝑔𝑙. 

Let 𝑛𝑖 be the number of voxels in 𝑋𝑔𝑙 with gray level 𝑖, 𝑁𝑣,𝑝 be the 

total number of voxels in 𝑋𝑔𝑙  and equal to ∑ 𝑛𝑖 (i.e. the number of 

voxels with a valid region; at least 1 neighbor). 𝑁𝑣,𝑝 ≤ 𝑁𝑝 , where 𝑁𝑝 is 

the total number of voxels in the ROI, 𝑝𝑖 be the gray level probability 

and equal to 𝑛𝑖 / 𝑁𝑣 , 𝑠𝑖 = {
∑ |𝑖 − �̅�𝑖|𝑛𝑖 𝑓𝑜𝑟 𝑛𝑖 ≠ 0

0 𝑓𝑜𝑟 𝑛𝑖 = 0
 be the sum of 

absolute differences for gray level 𝑖, 𝑁𝑔 be the number of discreet 

gray levels, and 𝑁𝑔,𝑝be the number of gray levels where 𝑝𝑖 ≠ 0. 

Coars

eness 

1

∑ 𝑝𝑖𝑠𝑖
𝑁𝑔

𝑖=1

 
Complexi

ty 

1

𝑁𝑣,𝑝
∑ ∑ |𝑖 − 𝑗|

𝑝𝑖𝑠𝑖+𝑝𝑗𝑠𝑗

𝑝𝑖+𝑝𝑖

𝑁𝑔

𝑗=1

𝑁𝑔

𝑖=1
, 

where 𝑝𝑖 ≠ 0, 𝑝𝑗 ≠ 0 
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3-5. Gray level dependence matrix(GLDM) features 

A Gray Level Dependence Matrix (GLDM) quantified gray level 

dependencies in an image. A gray level dependency was defined as 

the number of connected voxels within distance δ that are dependent 

on the center voxel. A neighboring voxel with gray level 𝑗  was 

considered dependent on center voxel with gray level 𝑖 if |𝑖 − 𝑗|≤α. 

In a gray level dependence matrix 𝑃(𝑖, 𝑗) , the  (𝑖, 𝑗)𝑡ℎ  element 

described the number of times a voxel with gray 

level 𝑖 with 𝑗 dependent voxels in its neighborhood appears in image. 

Let 𝑁𝑔 be the number of discreet intensity values in the image, 

𝑁𝑑 be the number of discreet dependency sizes in the image, 𝑁𝑧 be 

the number of dependency zones in the image, which is equal to 

∑ ∑ 𝑃(𝑖, 𝑗)
𝑁𝑑
𝑗=1

𝑁𝑔

𝑖=1
, 𝑃(𝑖, 𝑗) be the dependence matrix, and 𝑝(𝑖, 𝑗) be the 

Busyn

ess 

∑ 𝑝𝑖𝑠𝑖
𝑁𝑔
𝑖=1

∑ ∑ |𝑖𝑝𝑖−𝑗𝑝𝑗|
𝑁𝑔
𝑗=1

𝑁𝑔
𝑖=1

, 

where 𝑝𝑖 ≠

0, 𝑝𝑗 ≠ 0 

Strength 

∑ ∑ (𝑝𝑖+𝑝𝑗)(𝑖−𝑗)2𝑁𝑔
𝑗=1

𝑁𝑔
𝑖=1

∑ 𝑠𝑖
𝑁𝑔
𝑖=1

), 

where 𝑝𝑖 ≠ 0, 𝑝𝑗 ≠ 0 

Contr

ast 

(
1

𝑁𝑔,𝑝(𝑁𝑔,𝑝−1)
∑ ∑ 𝑝𝑖𝑝𝑗(𝑖 − 𝑗)2𝑁𝑔

𝑗=1

𝑁𝑔

𝑖=1
) (

1

𝑁𝑣,𝑝
∑ 𝑠𝑖

𝑁𝑔

𝑖=1
), where 𝑝𝑖 ≠

0, 𝑝𝑗 ≠ 0 
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normalized dependence matrix, defined as 𝑝(𝑖, 𝑗) =
𝑃(𝑖,𝑗)

𝑁𝑧
 

Small 

dependenc

e 

emphasis(

SDE) 

∑ ∑
𝑃(𝑖, 𝑗)

𝑖2
𝑁𝑑
𝑗=1

𝑁𝑔

𝑖=1

𝑁𝑧
 

Dependence 

variance(D

V) 

∑ ∑ 𝑝(𝑖, 𝑗)(𝑗 − 𝜇)2

𝑁𝑑

𝑗=1

,

𝑁𝑔

𝑖=1

 

𝜇 = ∑ ∑ 𝑝(𝑖, 𝑗)𝑗

𝑁𝑑

𝑗=1

𝑁𝑔

𝑖=1

 

 

Large 

dependenc

e 

emphasis(

LDE) 

∑ ∑ 𝑃(𝑖, 𝑗)𝑗2𝑁𝑑
𝑗=1

𝑁𝑔

𝑖=1

𝑁𝑧
 

Low gray 

level 

emphasis(LG

LE) 

∑ ∑
𝑃(𝑖, 𝑗)

𝑖2
𝑁𝑑
𝑗=1

𝑁𝑔

𝑖=1

𝑁𝑧
 

Gray level 

non-

uniformity(G

LN) 

∑ (∑ 𝑃(𝑖, 𝑗)
𝑁𝑑
𝑗=1 )

2𝑁𝑔

𝑖=1

𝑁𝑧
 

High gray 

level 

emphasis(HG

LE) 

∑ ∑ 𝑃(𝑖, 𝑗)𝑖2𝑁𝑑
𝑗=1

𝑁𝑔

𝑖=1

𝑁𝑧
 

Dependenc

e non-

uniformity(

DN) 

∑ (∑ 𝑃(𝑖, 𝑗)
𝑁𝑔

𝑖=1
)

2𝑁𝑑
𝑗=1

𝑁𝑧
 

Small 

dependence 

low gray level 

emphasis(SD

LGLE) 

∑ ∑
𝑃(𝑖, 𝑗)
𝑖2𝑗2

𝑁𝑑
𝑗=1

𝑁𝑔

𝑖=1

𝑁𝑧
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Dependence 

non-

uniformity 

normalized(D

NN) 

∑ (∑ 𝑃(𝑖, 𝑗)
𝑁𝑔

𝑖=1
)

2𝑁𝑑
𝑗=1

𝑁𝑧
2  

Small 

dependence 

high gray level 

emphasis(SD

HGLE) 

 

The joint 

distribution of small 

dependence with 

higher gray-level 

values. 

 

Dependenc

e 

entropy(D

E) 

− ∑ ∑ 𝑝(𝑖, 𝑗)𝑁𝑑
𝑗=1

𝑁𝑔

𝑖=1
log2( 𝑝(𝑖, 𝑗) +

𝜖) 

Large 

dependence 

high gray level 

emphasis(LDH

GLE) 

∑ ∑ 𝑃(𝑖, 𝑗)𝑖2𝑗2𝑁𝑑
𝑗=1

𝑁𝑔

𝑖=1

𝑁𝑧
 

Gray level 

variance(G

LV) 

∑ ∑ 𝑝(𝑖, 𝑗)(𝑖

𝑁𝑑

𝑗=1

𝑁𝑔

𝑖=1

− 𝜇)2, 

𝜇

= ∑ ∑ 𝑝(𝑖, 𝑗)𝑖

𝑁𝑑

𝑗=1

𝑁𝑔

𝑖=1

 

 

Large 

dependence 

low gray level 

emphasis(LDL

GLE) 

∑ ∑
𝑃(𝑖, 𝑗)𝑗2

𝑖2
𝑁𝑑
𝑗=1

𝑁𝑔

𝑖=1

𝑁𝑧
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국문 초록 

교모세포종 환자에서의 역동적 조영증강 자기공명영상의 라디오믹스 점수

를 이용한 IDH 돌연변이 상태 독립적 고위험군 예측 연구 

 

서울대학교 대학원  

의학과 영상의학전공 

박엘레나 

 

목적: 본 연구의 목적은 교모세포종 환자의 고위험군을 예측하기 위해 

서 역동적 조영증강 자기공명영상 기반의 라디오믹스 점수를 개발하는 

것이다.  

방법: 본 연구에는 수술 전 DCE MRI를 시행받은 교모세포종 환자 150 

명 (남성 92 명 (61.3 %), 평균 연령 60.5 ± 13.5 세)이 포함되었다. 

DCE MRI의 Ktrans, Vp 및 Ve 지도 각각에서 640 개의 radiomics 지표

가 추출되었으며, 이를 위하여 종양 부위는 조영증강 T1WI 와 FLAIR 

영상을 이용하여 segmentation 하였다. 지표 선택 알고리즘을 사용하여 

642 개 지표 중 예후 예측에 특이적인 radiomics 지표를 선택했다. 다

음으로, discovery set (n = 105)에서 선택된 지표의 가중치 조합을 사

용하여 radiomics risk score를 개발하고 radiomics risk score에 기반

하여 고위험 및 저위험 그룹 간의 예후 차이를 조사하여 validation set 
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(n = 45)에서 검증하였다.  마지막으로, 1년 무진행 생존율 분석을 위한 

다변량 Cox- 회귀 기법을 사용하여 임상 변수와 함께 radiomics risk 

score의 예후 예측력을 평가하였다.  

 결과: 비조영증강 T2 고신호 영역에서 얻은 16 가지 radiomics 지표

가 642개 지표 중 선택되었다. 이 두가지 지표를 이용하여 Radiomics 

risk score를 만들었으며, 이를 이용하였을 때, 로그 순위 테스트에서 

discovery 및 test set에서 고위험군과 저 위험군을 유의미하게 구분할 

수 있었다 (p<0.001). Radiomics risk score는 isocitrate 

dehydrogenase (IDH) 돌연변이와 독립적인 예후 예측인자였다 

(Hazard ratio (HR) = 3.56 (p = 0.004)).  

결론: 교모세포종 환자에서 1년 무진행 생존율 예측에 있어 비조영증강 

T2 고신호 영역에서의 DCE MRI 기반의 radiomics risk score 가 우

수한 성적을 보였으며, 향후 이를 이용한 임상 이용 가능성이 기대된다.  

 

…………………………………… 

주요어 : 교모세포종, 라디오믹스, 역동적 조영증강 자기공명열상, Ktrans, 

Ve, Vp   

학 번: 2018-39720 
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