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Abstract

Stock Price Movement Prediction
from Historical Prices and Sparse
Tweets

Minyong Cho
Department of Computer Science & Engineering

The Graduate School

Seoul National University

Given historical stock prices and sparse tweets mentioning the stocks to predict, how
can we precisely predict stock price movement? Many market analysts strive to use a
large amount of information for prediction. However, they confront more noise when
utilizing larger data for prediction. Thus, existing methods use only historical prices,
or those along with a small amount of refined data such as news articles or tweets
mentioning target stocks. However, they have the following limitations: 1) using only
historical prices gives low performance since they have insufficient information, 2)
news articles lack timeliness compared to social medias for predicting stock price
movement, and 3) the previous methods using tweets do not handle stocks without
tweets mentioning them.

In this paper, we propose GLT (Stock Price Movement Prediction using Global
and Local Trends of Tweets), an accurate stock price movement prediction method

that works without tweets mentioning target stocks. GLT pre-trains both of stock



and tweet representations in a self-supervised way. Then, GLT generates global and
local tweet trends which represent global public opinion and the local trends related
to target stocks, respectively. The trend vectors are combined to accurately predict
stock price movement. Experimental results show that GLT provides the state-of-

the-art accuracy for stock price movement prediction.

Keywords : Stock Price Movement Prediction, Self-Supervised Learning, Recurrent
Neural Network, Time Series Classification, Social Media Dataset

Student Number : 2019-26047
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Chapter 1

Introduction

Given historical stock prices and sparse tweets, how can we accurately predict stock
price movement? Stock price prediction is an important task that has drawn much
attention recently in data mining and machine learning communities [[1} 2} 3} 4, 5, [61[7].

Most recent studies use only historical stock prices; however, they give limited
performance since they do not exploit the rich, fundamental information in other
data including tweets [2| [8]. [9] [10] use news data for stock prediction; however, in
many cases a news about an event is released after the event has affected the price of
stocks. Although [4} [T1]] used tweets mentioning target stocks for prediction, they do
not work for stocks without tweets mentioning them.

In this paper, we propose GLT (Stock Price Movement Prediction using Global
and Local Trends of Tweets), an accurate approach for predicting stock price move-
ment considering both historical stock prices and sparse tweets. GLT predicts stock
price movement even when there are no or very few tweets mentioning the target
stocks. GLT uses self-supervised pre-training for learning representations of tweets
and stocks. GLT captures the global market trend by carefully exploiting the tweets
and historical prices. Furthermore, GLT captures local tweet trend by exploiting other
stocks’ tweets to predict the movement of a target stock. Thanks to the exploitation
of tweets and historical prices, GLT provides the state-of-the performance for stock
movement prediction.

We summarize our main contributions as follows:
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+ Self-supervised pre-training for representing tweets and stocks as la-
tent vectors. GLT learns both tweet and stock embeddings by coupling a masked
language model and the embedding matrix of stocks in a self-supervised way,

exploiting rich unlabeled tweet data.

+ Capturing global and local tweet trends. GLT captures and exploits both
global and local tweet trends, since both of them affect the prediction of stock
price movement. GLT works even when we have no or very few tweets on

target stocks.

+ Experiment. Extensive experiments show that GLT provides the best accu-
racy, outperforming competitors by significant margins (see Figure 1).

In the rest of paper, we review related works in Section[2] introduce our proposed

method GLT in Section [3| evaluate GLT and competitors in Section |4} and conclude

in Section |5| The source code and datasets used in this paper are available at https:

//github.com /paper-submission-anony-21 /glt.


https://github.com/paper-submission-anony-21/glt
https://github.com/paper-submission-anony-21/glt

Chapter 2

Related Work

2.1 Stock Price Movement Prediction

Stock price prediction has attracted growing research interests [} 2} [3] [4, 5} 6]
7]. Most of the recent methods predict stock price with deep neural networks using
historical stock prices [2}[12] [4] 11}, 8 [13] 9] [10]. In addition to the historical prices,
[9, [10] consider news events related to stocks, and [4] [11]] use tweets mentioning
target stocks to find useful patterns.

We note that none of the above methods make prediction for target stocks using

tweets referring to the other stocks.

2.2 Attentive LSTM

The attention mechanism has been widely used to process sequential data [14} 2]
15]]. The Attentive LSTM (ALSTM) is a variant of LSTM [[16] that utilizes the attention
mechanism. ALSTM encodes the sequence of hidden states [h{, h3, ..., h7] for target

stock s into one single overall representation a® with adaptive weights:

T -

s sy S s exp(f)/li) ~s T s

a’ =) vhi =7 - Y = uTtanh(Whj + b) (2.1)
; 2321 exp(%;)

where W € REXU 4 € RE and b € RE are parameters to be learned; U and F are

the dimension of hidden representations; 7" is the size of the lag window.



ALSTM concatenates the last hidden state h3. with a® to make the final rep-
resentation € € RV, Then ALSTM uses a linear layer to predict the classification

confidence 3° as follows:

e® = [h7;a’], §° = w'e’ +¢ (2.2)

where w € R?Y and ¢ € R are parameters to be learned. ALSTM finally gets binary
classification estimation as sign(g®). Our method makes a stock price movement

prediction based on the ALSTM.



Chapter 3

Proposed Method

We propose GLT, an accurate method for stock movement prediction using his-

torical prices and tweets.

3.1 Overview

We design GLT for capturing the relations between tweet trends and stocks to
provide an accurate prediction. We concentrate on the following challenges to en-

hance the performance of prediction.

1. Learning representations of tweets and stocks. Finding the right represen-
tations for tweets and stocks are crucial for modeling. How can we learn the

representations using a large amount of tweets?

2. Capturing global trend. Global market sentiment affects the price movement
of each stock. How to capture the global trend, and use it for individual stock’s

prediction?

3. Capturing local trend despite sparseness. How can we capture local trend

of a target stock, even when we have no or very few tweets for it?
We address the aforementioned challenges by the following ideas:

1. Self-supervised pre-training. We simultaneously learn both tweet and stock

embeddings by coupling a masked language model and the embedding matrix



of stocks in a self-supervised way (Section [3.2).

2. Global tweet trend. We capture the global trend using tweets. All the tweets
of each day and historical prices are combined to extract features representing

the global trend (Section [3.3).

3. Local tweet trend by exploiting other stocks’ tweets. We exploit tweets
mentioning other stocks, in addition to those mentioning the target stock, for

capturing the local trend (Section [3.4).

Figure [3|shows the overall architecture of GLT. We first pre-train the tweet and
stock embeddings. Then, using the learned embeddings we extract the global and the
local trends, and perform the prediction of stock price movement. Except the pre-

training step, GLT is learned in an end-to-end way.

3.2 Self-supervised Pre-training for Representing

Tweets and Stocks

Our first step is to learn tweet and stock embeddings. This step is crucial, since
learning appropriate representations greatly helps improve the accuracy of prediction
model. Our idea is to use self-supervised pre-training for such learning. Assume that
we have a tweet “Thank you Apple for the new iPhone”. We learn embeddings of
the tweet and stocks by masking the word Apple, and predicting the true label of
the mask as Apple. For the purpose, we replace the word Apple with [MASK] in the
tweet. Then, we feed the replaced tweet into a bi-directional LSTM (BiLSTM) model
which outputs the representation hApask; € RY, as shown in Figure |2} The output

vector hpyask] is multiplied to the stock embedding matrix S € R™**, where n is
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Figure 3: The overall framework of stock price movement prediction model.




Table 1: Price features representing the daily trend of a stock.

Features Calculation
c_open, c_high, c_low e.g., c.open = openy/close; — 1
n_close, n_adj_close e.g., n_close = close;/close;—1 — 1

5_day, 10_day, 15_day
20_day, 25_day, 30_day

Z?,O adj_closer—; /5
=0 94 -1
adj_closet

e.g., b.day =

the number of all stocks, to output the probability of each stock representing the
[MASK] via softmax. After the training, we get the matrix .S which contains stock

embeddings, and the BiLSTM which generates the embedding of a given tweet.

3.3 Global Tweet Trend

We use the global tweet trend for predicting individual stock’s movement, since
the movement is affected by the global market sentiment. Our idea is to add the
weighted average of historical prices of all stocks, as a feature of the prediction mod-
ule for price movement. The weights reflect the global tweet trend and its relation to
individual stock. Given D tweets on day ¢, we generate their embeddings T; € RP*v
using the BiLSTM (Section [3.2), and average it to make a global tweet trend vector
g+ € R" on day t, as shown in Figure 3| The vector g; is multiplied to the pre-trained
embedding matrix S to generate the weight for each stock, and the weights are used
to compute the weighted average o; of stock price features wrt the global tweet trend.

We use the price features listed in Table

10



3.4 Local Tweet Trend

In addition to the global tweet trend, we use the local tweet trend of a target
stock s. A major challenge is the sparseness of tweets mentioning the target stock;
if there are no or very few tweets for the target stock, then it is not clear how to
perform training or inference. Our idea is to use tweets mentioning other stocks, in
addition to those mentioning the target stock, for the prediction. We generate the
local tweet trend vector I € R™ of stock s by the weighted average of tweet embed-
dings where the weight is determined by the relevance of each tweet and the target’s
stock embedding, as shown in Figure 3| The vector [} is multiplied to the pre-trained
embedding matrix S to generate the weight for each stock, and the weights are used

to compute the weighted average v; of stock price features wrt the local tweet trend.

3.5 Stock Movement Prediction

The final step is to predict the stock movement using the features computed in
the previous step. Given a target stock s, we concatenate its original price features
(P;)s,. with the features o, from the global tweet trend (Section and the features
v; from the local tweet trend (Section [3.4). The concatenated features are then fed
into an MLP layer, an Attention LSTM, and a linear layer to predict the movement
75 of the target stock s, as shown in Figure [3| We train our model to minimize the

following objective function:

A Ny .
> Uy 91) + SlIellE, Uyg 3) = max(0,1 - y35j) (3.1)
deqQ seER

11



where () is a set of trading days in the training dataset, R is a set of stocks to predict,
and © denotes the parameter of the model. Following [2]], we select the hinge loss [17]
to focus more on the examples close to the decision boundary. To prevent overfitting,

we add a regularizer term to the objective function where )\ is a hyperparameter.

12



Chapter 4

Experiment

We conduct experiments to answer the following questions about the perfor-

mance of GLT.

+ Q1. Classification performance (Section [4.2). Does GLT outperform base-
lines?

+ Q2. Ablation study (Section [4.3). Do the global tweet trend and the local
tweet trend improve the performance of GLT?

+ Q3. Hyperparameter robustness (Section [4.4). Is GLT robust to the dimen-

sion of hidden units?

4.1 Experiment Setting

Dataset. We use three benchmarks to evaluate our proposed method, US20,
ACL18 [4]], and CIKM18 [11]] in Table [2} All datasets consist of high-trade-volume
stocks in US stock markets, and US20 is a new dataset that we collect and publicly re-
lease. We label the instances according to the increase rate of adjusted closing prices.
The increase rate is calculated as p/p5_, — 1, where p;} is the adjusted closing price
of stock s on target day d. Instances with the rate > 0.55% and < —0.5% are labeled
as 1 and -1, respectively.

Parameter settings. We optimize GLT using the mini-batch Adam [18] with a
batch size of 1,024. We select hyperparameters \ in Eq. (3.1), the learning rate, the

dimension of hidden units of ALSTM, and the lag window size via grid-search within

13



Table 2: Summary of datasets.

Dataset # Stocks # Tweets Train Valid Test

US20 50 272,762 07/2019- 03/2020- 05/2020-07/2020
ACL18 87 106,271 01/2014- 08/2015- 10/2015-12/2015
CIKM18 38 955,788 01/2017- 09/2017- 11/2017-12/2017

the [0.01, 0.1, 1], [0.001, 0.005, 0.01], [4, 8, 16, 32], and [2, 3, 4, 5, 10, 15], respectively.

We r

ing c

eport the mean performance on the test set over five different runs.
Competitors. We compare the performance of our proposed GLT to the follow-
ompetitors.
Reg-10. A linear regression using recent 10 trading days’ closing prices.
Reg-20. A linear regression using recent 20 trading days’ closing prices.
LR. A logistic regression using recent N trading days’ closing prices, where N
is a hyperparameter that performs best on the validation set.
RF. A discriminative random forest classifier using historical stock price fea-
tures.
LSTM. A vanilla LSTM model using historical stock price features [[19].
ASLTM. LSTM with attention layer [8]].
Adv-ALSTM. ALSTM with adversarial training [2]].
ASLTM + Word2Vec. ALSTM using Word2Vec [[20] of recent tweets mention-
ing the target.
ASLTM + Doc2Vec. ALSTM using Doc2Vec [21] for representing recent tweets
mentioning the target.

Evaluation metrics. We use two metrics to evaluate the performance: accuracy

(Acc) and Matthews Correlation Coefficient (MCC) [22] which considers the imbal-

14



ance of classes.

4.2 Classification Performance

We compare the classification performance of GLT and competitors. The result
is summarized in Table [3|and Figure [1| Note that GLT consistently provides the best
performance on all datasets and metrics; GLT shows up to 3.17%p higher accuracy

and 0.0995 higher MCC, compared to second-best methods.

Table 3: The classification performance of GLT and competitors, measured with the
accuracy (Acc) and the Matthews Correlation Coefficient (MCC); higher values mean
better performances. GLT shows the best performance for all the cases.

US20 ACL18 CIKM18
Method Acc MCC Acc MCC Acc MCC
Reg-10 48.71 -0.0212 48.92 -0.0449 50.95 0.0076
Reg-20 50.03 0.0097 54.25 0.0818 50.36 -0.0013
LR 53.07 0.0200 52.20 0.0442 52.50 -0.0425
RF 47.10 -0.1114 51.94 0.0348 53.57 0.0119
LSTM 50.69 0.0127 52.75 0.0639 53.31 0.0216
ALSTM 50.38 0.0123 52.81 0.0677 53.38 0.0100
Adv-ALSTM 50.36 0.0120 53.11 0.0685 53.69 0.0217

ASLTM + Word2Vec 48.28 -0.0116 53.32  0.0754 53.64  0.0315
ASLTM + Doc2Vec 49.16  0.0090 52.98  0.0681 50.40 -0.0449
GLT (proposed) 56.24 0.1172 57.40 0.1813 54.45 0.0774

15



Table 4: Result of ablation study. The global tweet trend and the local tweet trend of
GLT improve the classification performance of prediction.

US20 ACL18 CIKM18
Method Acc MCC Acc MCC Acc MCC
ALSTM 50.38 0.0123 52.81 0.0677 53.38 0.0100
GLT-G 51.85 0.0355 55.64 0.1432 53.00 -0.0009
GLT-L 55.22 0.0950 53.58 0.0983 54.55 0.0480

GLT (proposed) 56.24 0.1172 57.40 0.1813 54.45 0.0774

4.3 Ablation Study

We compare the performance of GLT with its variants and summarize the result
in Table 4] GLT-G is the GLT without the global tweet trend (Section[3.3), and GLT-L
is the one without the local tweet trend (Section[3.4). Note that GLT outperforms GLT-
G and GLT-L in terms of MCC for all the cases. In terms of Acc, GLT outperforms
all of its variants in all but the CIKM18 case; however, even in that case GLT shows

the second-best performance.

4.4 Hyperparameter Robustness

We report the robustness of GLT against the dimension of hidden units in Fig-
ure 4] for ACL18 dataset. Note that the performance increases when the dimension
is increased from 4 to 8, and then it becomes stable. Even when the dimension is 4,

GLT outperforms all the baselines.

16
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Chapter 5

Conclusion

We propose GLT, a prediction model for stock price movement which considers
both historical stock prices and sparse tweets. We represent tweets and stocks as
embeddings via self-supervised pre-training. GLT then generates the global and local
tweet trends to reflect public opinion, and predicts the movement of stocks using the
trends and historical stock prices. Experimental results show that GLT provides the
state-of-the-art prediction result, by considering both of global and local tweet trends.
Future works include extending the method to predict stock movement only with
tweets, without using price data. Another direction is to combine news and tweets to

understand a more comprehensive context of markets.
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