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Abstract

Knowledge-based visual question answering
(QA) aims to answer a question which re-
quires visually-grounded external knowledge
beyond image content itself. Answering com-
plex questions that require multi-hop reason-
ing under weak supervision is considered as
a challenging problem since i) no supervision
is given to the reasoning process and ii) high-
order semantics of multi-hop knowledge facts
need to be captured. In this paper, we intro-
duce a concept of hypergraph to encode high-
level semantics of a question and a knowl-
edge base, and to learn high-order associations
between them. The proposed model, Hyper-
graph Transformer, constructs a question hy-
pergraph and a query-aware knowledge hy-
pergraph, and infers an answer by encoding
inter-associations between two hypergraphs
and intra-associations in both hypergraph it-
self. Extensive experiments on two knowledge-
based visual QA and two knowledge-based
textual QA demonstrate the effectiveness of
our method, especially for multi-hop reason-
ing problem. Our source code is available
at https://github.com/yujungheo/
kbvga-public.

1 Introduction

Visual question answering (VQA) is a semantic rea-
soning task that aims to answer questions about vi-
sual content depicted in images (Antol et al., 2015;
Zhu et al., 2016; Hudson and Manning, 2019), and
has become one of the most active areas of research
with advances in natural language processing and
computer vision. Recently, researches for VQA
have advanced, from inferring visual properties on
entities in a given image, to inferring commonsense
or world knowledge about those entities (Wang
etal., 2017, 2018; Marino et al., 2019; Shah et al.,
2019; Zellers et al., 2019).

In this paper, we focus on the task which is
called knowledge-based visual question answering,
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Figure 1: An example of knowledge-based visual ques-
tion answering. The rectangles and arrows between the
rectangles represent the entities and relations from KB.
To answer the given question, the multiple reasoning
evidences (marked as orange) are required.

where a massive number of knowledge facts from
a general knowledge base (KB) is given with an
image-question pair. To answer the given question
as shown in Figure 1, a model should understand
the semantics of the given question, link visual enti-
ties appearing in the given image to the KB, extract
a number of evidences from the KB and predict an
answer by aggregating semantics of both the ques-
tion and the extracted evidences. Following these,
there are two fundamental challenges in this task. i)
To answer a complex question, multi-hop reasoning
over multiple knowledge evidences is necessary. ii)
Learning a complex reasoning process is difficult
especially in a condition where only QA is pro-
vided without extra supervision on how to capture
any evidence from the KB and infer based on them.
That is, the model should learn which knowledge
facts to be attended to and how to combine them
to infer the correct answer on its own. Following
the previous work (Zhou et al., 2018), we call this
setting under weak supervision.

Under weak supervision, previous studies pro-
posed memory-based methods (Narasimhan and
Schwing, 2018; Shah et al., 2019) and graph-based
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methods (Narasimhan et al., 2018; Zhu et al., 2020)
to learn to selectively focus on necessary pieces of
knowledge. The memory-based methods represent
knowledge facts in a form of memory and calculate
soft attention scores of each memory with respect
to a question. Then, it infers an answer by attending
to knowledge evidence with high attention scores.
On the other hand, to explicitly consider relational
structure between knowledge facts, graph-based
methods construct a query-aware knowledge graph
by retrieving facts from KB and perform graph rea-
soning for a question. These methods mainly adopt
an iterative message passing process to propagate
information between adjacent nodes in the graph.
However, it is difficult to capture multi-hop rela-
tionships containing long-distance nodes from the
graph due to the well-known over-smoothing prob-
lem, where repetitive message passing process to
propagate information across long distance makes
features of connected nodes too similar and undis-
criminating (Li et al., 2018; Wang et al., 2020).

To address the above limitation, we propose a
novel method, Hypergraph Transformer, which ex-
ploits hypergraph structure to encode multi-hop re-
lationships and transformer-based attention mecha-
nism to learn to pay attention to important knowl-
edge evidences for a question. We construct a ques-
tion hypergraph and a knowledge hypergraph to
explicitly encode high-order semantics present in
the question and each knowledge fact, and capture
multi-hop relational knowledge facts effectively.
Then, we perform hyperedge matching between the
two hypergraphs by leveraging transformer-based
attention mechanism. We argue that introducing the
concept of hypergraph is powerful for multi-hop
reasoning problem in that it can encode high-order
semantics without the constraint of length and learn
cross-modal high-order associations.

The main contributions of this paper can be sum-
marized as follows. i) We propose Hypergraph
Transformer which enhances multi-hop reasoning
ability by encoding high-order semantics in the
form of a hypergraph and learning inter- and intra-
high-order associations in hypergraphs using the
attention mechanism. ii) We conduct extensive ex-
periments on two knowledge-based VQA datasets
(KVQA and FVQA) and two knowledge-based tex-
tual QA datasets (PQ and PQL) and show superior
performances on all datasets, especially multi-hop
reasoning problem. iii) We qualitatively observe
that Hypergraph Transformer performs robust in-

ference by focusing on correct reasoning evidences
under weak supervision.

2 Related Work

Knowledge-based visual question answering
(Wang et al., 2017, 2018; Shah et al., 2019; Marino
et al., 2019; Sampat et al., 2020) proposed bench-
mark datasets for knowledge-based visual question
answering that requires reasoning about an image
on the basis of facts from a large-scale knowledge
base (KB) such as Freebase (Bollacker et al., 2008)
or DBPedia (Auer et al., 2007). To solve the task,
two pioneering studies (Wang et al., 2017, 2018)
suggested logical parsing-based methods which
convert a question to a KB logic query using pre-
defined query templates and execute the generated
query on KB for searching an answer. Since then
information retrieval-based methods which retrieve
knowledge facts associated with a question and con-
duct semantic matching between the facts and the
question are introduced. (Narasimhan and Schwing,
2018; Shah et al., 2019) proposed memory-based
methods that represent knowledge facts in the form
of memory and calculate soft attention scores of
the memory with a question. (Narasimhan et al.,
2018; Zhu et al., 2020) represented the retrieved
facts as a graph and performed graph reasoning
through message passing scheme utilizing graph
convolution. However, these methods are compli-
cated to encode inherent high-order semantics and
multi-hop relationships present in the knowledge
graph. Therefore, we introduce a concept of hy-
pergraph and propose transformer-based attention
mechanism over hypergraphs.

Multi-hop knowledge graph reasoning is a pro-
cess of sequential reasoning based on multiple evi-
dences of a knowledge graph, and has been broadly
used in various downstream tasks such as ques-
tion answering (Lin et al., 2019; Saxena et al.,
2020; Han et al., 2020b,a; Yadati et al., 2021), or
knowledge-enhanced text generation (Liu et al.,
2019; Moon et al., 2019; Ji et al., 2020). Recent
researches have introduced the concept of hyper-
graph for multi-hop graph reasoning (Kim et al.,
2020; Han et al., 2020b,a; Yadati et al., 2019, 2021;
Sun et al., 2020). These models have a similar moti-
vation to the Hypergraph Transformer proposed in
this paper, but core operations are vastly different.
These models mainly update node representations
in the hypergraph through a message passing pro-
cess using graph convolution operation. On the






