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Abstract

Image editing task, more specifically image blending, is a method for image 

composition to make the composite image looks as natural and realistic as possible. 

To generate well-blended images, the blending process needs to make the edge of 

the source images appear seamless and preserve the colors of blending object. 

However, in the previous works, the recent approaches can only produce realistic 

blending results without preserving the content of blending region, especially its 

colors, which is the most important to fashionable photos, or the boundary of blended

regions is not seamless enough. Moreover, deep image inpainting methods recently 

have made impressive progress with advances in image generation and processing 

algorithms. Based on the above, this study develops a new automatic approach using 

an inpainting Generative Adversarial Network (GAN) to reduce the domain gap 

between the source image and the target one. Experiments are conducted for two 

datasets. Compared to the alternative methods, this method shows that the blending 

images are not only realistic but the content of the blending region is also preserved. 

The proposed method is practically simple to carry out while still achieving a 

comparable efficiency to other state-of-the-art approaches on image composition 

task.

Keywords: Image Blending, Inpainting, Composite Image, Generative Adversarial 

Network (GAN), Color Difference Checking (CDC).

Student Number: 2020-27678
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Chapter 1: Introduction

Image blending is an image composition task which aims to blend a certain region 

from a source image onto a target image. Being one of the most common image 

editing operations, image blending benefits various applications such as art and 

entertainment, and data augmentation for several other tasks. For instance, one can 

change the backgrounds of self portraits and make the generated images more 

realistic and natural using an image blending technique. This operation can also be 

used for automatically generating labeled training dataset of classification tasks.

However, there exists several issues that make the blended image unrealistic and 

thus degrade its quality significantly. Specially, such simple cut-and-paste approach 

with a deep-learning segmentation mask usually results in undesirable artifacts along 

the object boundary. This problem becomes an obvious challenge in the image 

blending task. When the foreground with jagged and mixed-with-old-background 

boundaries is pasted on the new background, there is an abrupt color change between 

the foreground and background.

Many studies on image blending have been conducted in order to address these 

boundary artifacts. Alpha blending manually assigns alpha values for boundary 

pixels, indicating what percentage of the colors are from foreground or background, 

to smooth the transition between foreground and background. Although it's a simple 

and quick technique, alpha blending distorts the fine details and introduces ghost 

effects on the composite photos. Laplacian pyramid blending advocated creating 

multi-scale Laplacian pyramids for two images and conducting alpha blending at 

each scale while taking into account multi-scale information. Another strategy tries 
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to enforce gradient-domain smoothness in order to produce smooth border transition. 

Poisson image blending, which was first proposed to ensure the gradient domain 

consistency with regard to the foreground image, is the oldest study in this research 

direction. While Poisson image blending can result in a more realistic result than the 

alpha blending method, it is very expensive to solve the Poisson equation. Based on 

the observation that the effectiveness of Poisson image blending seriously depends

on the boundary condition, several methods are designed to optimize this 

dependency. The methods which are based on gradient domain smoothness can 

smooth the transition between foreground and background. However, the distortion 

of foreground color and halo artifacts are two of several more undesirable effects

that cause significant loss to the foreground content. Fashion image is an example 

which is highly sensitive to the mentioned loss.

In recent years, many researches are inspired by the combination of traditional image 

blending methods with a deep-learning network to smooth the boundary. Gaussian-

Poisson GAN (GP-GAN) is an approach which combines the strengths of gradient-

based constraint to an objective function according to the Gaussian-Poisson equation 

and generative adversarial networks (GANs). Another work which does not rely on

supervised training as GP-GAN proposes a two-stage blending algorithm with a 

Poisson blending loss and content and style loss from deep features. Although these 

methods can generate a smooth blending boundary, they still fail to preserve the 

color of the foreground. Apart from the two above mentioned methods, a new 

learnable image blending network is proposed. This network directly generates a 

composited portrait image given a pair of foreground and background images with a 

seamless boundary. Nevertheless, the network relies on ground-truth composite
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images obtained by using accurate alpha matte as supervision. Therefore, this work 

also proposes a mask refinement network to refine the details of the alpha matte mask.

In this study, we propose a framework to reduce the visual gap between foreground 

and background and make the blended image more realistic. Our method is a new 

combination of the inpainting task with blending task to generate a natural composite 

image. An inpainting GAN model can be used not only for image completion, which 

is to fill in missing regions of one image, but also applied to the image editing task, 

specifically image blending. Moreover, we propose an algorithm that creates a binary

line mask fit to each image with different sizes of the visual gap. Experiments are 

implemented to show that the proposed approach is effective. The blended images 

produced by our framework have both a smooth blending boundary and the

foreground color preserved. In addition, we take advantage of the inpainting GAN

in filling holes, which is the lack from segmentation step, of one image. The results 

on automatic image blending show that our proposed method outperforms all the 

baselines and achieves a state-of-the-art performance.
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Chapter 2: Related Work

This chapter walks through the concept of image blending, including the previous

works. The imperfection of other approaches is the motivation for the proposed 

method in the next chapters. We also introduce an inpainting method which directly 

involves in our experiments. We highlight the importance of the image inpainting

technique in the creation of blending image. Finally, in the last section, we introduce 

an automated algorithm to generate the binary mask as a blending helper for our task 

that works well with various image datasets.

2.1. Image Blending and Techniques

In the first step of the image blending task, the foreground from one image is 

extracted using image segmentation or matting techniques. Then, this foreground is 

placed onto another image to form a composite image. Without any further tuning, 

the edge of the foreground part creates a visually clear boundary which makes the 

composite image unrealistic. As a common image editing operation, image blending

algorithms aim to improve the visual of this boundary between foreground and 

background.

Image blending techniques commonly falls into two general approaches: traditional 

methods and deep learning methods. A few popular traditional image blending 

methods are Alpha blending [1], a simple and fast method using manually selected

alpha values, Laplacian pyramid blending [2], which builds multi-scale Laplacian 

pyramids and alpha blending at each scale, and Poisson image blending [3] that

enforces the gradient domain consistency. Applying these methods often introduce
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several undesirable effects such as color distortion, blurring details, and ghost effects

of a blended image. Some others are also slow and inefficient. The latter approach is

either inspired by traditional image blending methods or proposed as a new learnable 

image blending framework. The framework of GP-GAN [4] takes advantages of both 

GANs and gradient-based image blending methods while Zhang et. al [5] proposed 

a two-stage deep-learning blending algorithm which does not rely on any training 

data as GP-GAN. However, both methods change the colors of the blended region. 

Another approach is a deep-learning-based framework for fully automatic portrait 

image compositing [6] including foreground segmentation and mask refinement 

networks. The disadvantage of this method is that it requires ground-truth composite 

images obtained by using accurate alpha matte as supervision.

2.2. Generative Adversarial Network

Generative Adversarial Networks, or GANs [13], are neural networks used for 

generative modeling. A generative model generates new samples from a distribution 

of samples that are similar but specifically different from the existing dataset, such 

as generating new photographs that are similar but specifically different from an 

existing dataset. GANs are generative models that are trained using two neural 

network models. There is a model called a "generator" or "generative network" that 

generates new plausible samples. It learns to differentiate between generated 

examples and real examples using the "discriminator" or "discriminative network". 

Examples of GAN usage includes generating new human poses, inpainting and 

blending images, and generating examples for image datasets.
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Figure 2.1. Example of GAN-Generated Photographs of Bedrooms [14].

Figure 2.2. Example of GAN-Generated Photographs of Human Poses. Taken from 

Pose Guided Person Image Generation, 2017 [15].
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Figure 2.3. Example of GAN-based Image Blending. Taken from GP-GAN: 

Towards Realistic High-Resolution Image Blending, 2017 [4].

Figure 2.4. Example of GAN-based Image Inpainting [8].

2.3. Image Inpainting

The purpose of image inpainting is to reconstruct missing regions of an image. In 

Computer Vision, image inpainting has many applications, including image 
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restoration, object removal, compositing, manipulation, re-targeting, and image-

based rendering. Additionally, video re-touching, un-cropping, and re-targeting can 

be accomplished using image painting.

Figure 2.5. Image inpainting examples [8].

Traditionally, inpainting is achieved by borrowing pixels from the surrounding 

regions of the given image that are not missing. These techniques are good at 

inpainting backgrounds in an image, but fail to generalize to the cases where the 

surrounding regions do not have the appropriate information to fill in the missing 
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parts or the missing regions require the inpainting system to infer the properties of 

would-be-present objects. With the modern approaches, a neural network is trained 

to predict missing parts of an image. Thanks to the deep learning-based approaches 

and the era of Big Data, we can now generate the missing pixels in an image with a

good global consistency and local fine textures. For inpainting model, an unlimited 

amount of paired training data can be automatically generated simply by corrupting 

images deliberately and using the original images before corruption as the ground-

truths.

An important challenge in inpainting is that there are many plausible answers for 

filling in a missing region in natural images, and this ambiguity often leads to blurry 

or distorted structures. EdgeConnect [9] uses salient edge detection for guiding the 

inpainting process. Yu et al. proposed DeepFill [8] with contextual attention that 

refers to surrounding image features to make a better pixel prediction for holes. The 

deep generative methods [8, 9, 10] based on GAN have shown impressive 

performance for image completion in recent years.
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Chapter 3: Reducing Visual Gap using Inpainting

In the previous chapter, we have discussed the challenge and importance of image 

blending. There are many blending methods, and each method has its own 

advantages and disadvantages in terms of efficiency, complexity, and types of 

artifacts. In this chapter, we propose a method to reduce the visual gap between the 

foreground and background and to improve the visual quality of the blended image. 

Our method is the new combination of the inpainting task with blending task to 

generate more natural composite images.

3.1. The Artifacts and Solution

Color distortion and abrupt intensity change between foreground and background 

are the two issues that an effective blending technique should fix. We propose a 

framework that directly address and solve these problems. The overall framework 

follows the basic procedure of compositing an image from a foreground and a 

background image. Firstly, we generate the naïve “Copy&Paste” image. Then, a 

boundary binary mask, named Line Mask image, is generated to define the region 

that needs adjustment. The Copy&Paste image and Line Mask are combined and fed

to an Inpainting network to fill and retouch the boundary of the blended image. The 

adjustment closes the visual gap at the cutting edge of the two components and

makes the results seamlessly blended. Our framework is illustrated in Figure 3.1.

3.2. Preliminary

Given a source raw image �raw, a background image �bg and a binary segmentation 

mask image �mask , using the naïve copying-and-pasting strategy, a composite image 
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�comp can be obtained by Equation 1, where ∗ is the element-wise multiplication 

operator. The operation replaces a region, denoted by the mask image, in the 

background with the foreground. The goal of the conditional image generation is to 

generate a well-blended image that is semantically similar to the composite image

�comp but looks more realistic and natural at the same resolution.

�comp = �raw ∗ �mask + �bg ∗ (1 − �mask) (1)

Figure 3.1. The proposed framework.

Figure 3.2. The stage of generating Copy&Paste image.
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3.3. Introduction of Line Mask

The Segmentation Mask is not perfect. There are points that belong to the 

background included in the mask and there are points that belong to the object 

excluded from the mask as illustrated in Figure 3.3. In order to blend the object image 

appropriately, we propose to finetune the mask with another mask, named Line Mask.

Line Mask is a line drawn at the object contours that varies in thickness at different 

points. The purpose of Line Mask is to identify the noise pixels (pixels that should 

not belong to the Segmentation Mask). Later during the blending procedure, those 

pixels will be replaced to improve the visual quality. Line Mask is allowed to include 

pixels that belong to the actual object as well, but only those at the cutting edge of 

the object. Blending algorithm can alter the value of those pixels to fit them with the 

new background.

Figure 3.3. Object isolated by a segmentation mask (middle). Several pixels that 

belong to the background are included as shown in the right sample. On the other 

hand, the fingertip of the person is incomplete as shown on the left sample.
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We propose using a Color Difference Checking (CDC) algorithm to draw the Line 

Mask. The algorithm is applied mostly to the pixels at the contours of the isolated 

object. CDC utilizes the difference of color to classify which pixels are noise or not, 

under the assumption that the Segmentation Mask is able to fit measurably tightly to 

the object. The algorithm has several hyper-parameters that we optimize based on 

the performance of the segmentation model and the theory of color differentiation.

3.4. Color Difference Checking algorithm

Color Difference Checking (CDC) algorithm is written generally in Algorithm 1. 

The algorithm uses color value provided by the original image and an initial 

classification of object and background points from the binary mask. It considers a 

list of points, which in our case, the contours of the isolated object. As mentioned 

previously, those points need further consideration to separate them into the actual 

object and actual noise with a decent accuracy for the generation of Line Mask, 

which we will discuss in the next section.

The algorithm in general is iterative comparison. For each point p to be classified, 

we compare its color value to that of a reference point q, which is k pixel away 

following provided direction di from it (for example, if the direction di is left, q is to 

the left of p and x-coordinate of p is k – 1 higher than that of q). It is worthy to clarify 

that the distance k is calculated, including two end points p and q. The distance k

starts at 2, being the first comparison of p with its neighbor pixel. Until k reaches its 

maximum allowed value, we keep changing the reference point and comparing the 

colors. When there is a reference point q that is actually different from p following 

our criteria, no more checking of p is necessary. In this case, we can say that p is a 
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noise pixel, and other pixels from p to right before q in the selected direction are also 

noise. Otherwise, p is considered an actual object point. All the results are tracked, 

including the query point p and the distance k.

The algorithm can be repeated with each of four directions: left, right, top, and 

bottom. With the gradual increment of k, non-convex Segmentation Mask is no 

problem since the algorithm can always detect an invalid reference point and early 

stop. Two examples of iterative comparison are illustrated in Figure 3.4 and 3.5. In 

Figure 3.3, the algorithm is allowed to reach up to k = 5, but it will likely stop at k = 

3 as the threshold has been surpassed. If the direction is right, the algorithm may be 

at the risk of checking the invalid reference points due to non-convexity. However, 

it is actually safe as it stops at k = 2, after finding out that the reference point is not 

a part of the object. This information is provided by the Segmentation Mask.

The selection of the threshold Td is based on Weber’s Law of Just Noticeable 

Differences. The theory states that “two stimuli must differ at a minimum percentage 

to be perceived as different”. In case of light and color, the percentage is proved to 

be 8%. In addition, the range of intensity for using 8-bit color is from 0 to 255. 

Following Equation 2, color-difference threshold can be determined to be 255 × 8% 

= 20. Therefore, we select this value as the CDC algorithm threshold.

minimum perceivable percentage =
threshold

maximum intensity
(2)
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Figure 3.4. Illustration of iterative comparison in CDC algorithm. The selected 

direction is left. Query point p is marked green and reference points q are marked 

red. Reference points are selected by the distance k. In a real scenario, the 

algorithm may early stop at k = 3 if the color difference surpasses the threshold.

Figure 3.5. Illustration of iterative comparison in CDC algorithm. The selected 

direction is right. Query point p is marked green and reference points q are marked 

red. Reference points are selected by the distance k. In a real scenario, the 

algorithm never reaches k = 3 or 4 or 5 because the reference point at k = 2 is 

already invalid. It shows that CDC is safe for non-convex masks.
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Algorithm 1: Color Difference Checking algorithm

Input: Image Im (h × w), binary Mask M, list of points to check C, checking 

direction di, color-difference threshold Td, maximum checking distance kmax

/* di can be left, right, top, or bottom */

initialize an empty list of noise points Cnoise

initialize an empty track of thickness THnoise for each point in Cnoise

for p in C do

      /* with each point p in the list to check, C */

      k = 2

      while k ≤ kmax do

            find point q whose distance in the direction di from p is k

            if q not exists then

                  /* already reached the border of the image; nothing else to check */

                  break

            if M[q] == 1 then

                  /* q exists and belongs to the object part (value of mask at q is 1) */

                  d = | Im[p] – Im[q] | // absolute color difference between p and q

                  if d > Td then

                        /* p and other k - 1 pixels following direction di are noise */

                        add p to Cnoise and k to THnoise // track p and k

                        break

                  k = k + 1

                  /* if the difference is not much, increase the checking depth k */

Output: Cnoise and THnoise



17

3.5. Generation of Line Mask

We generate Line Mask as a tuning of Segmentation Mask. There are three phases 

to tune this mask. All three phases have a similar procedure using Color Difference 

Checking (CDC) algorithm but different purposes. The first phase identifies object 

points within the contours of the initial isolated object found by the Segmentation 

Mask. From those points, the second phase finds which points that initially classified 

as background should actually belong to the object region. It is worthy to remind that 

CDC can tell not only which point is noise or not, but also how many points near it 

are. In the implementation, the second phase uses the inverted Segmentation Mask. 

After the second phase, it is expected that the original Segmentation Mask is 

expanded (the object region should grow larger and include more points). A new 

mask that contains new object points found in the second phase is now considered 

in the third phase. We once again use CDC to classify points, tune the contours of 

the new mask, and track the thickness of noise. Finally, at the post-processing, we 

smooth out the thickness map with Gaussian Blur and thresholding. An example of 

results after each phase is illustrated in Figure 3.6.
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Algorithm 2: Line Mask generation

Input: Image Im (h × w), binary Mask M, checking direction di, color-

difference threshold Td

/* di can be left, right, top, or bottom */

calculate maximum checking depth kmax based on h // YOLACT-550: 1% of h

/* phase 1: find the object points */

find contours C of M

Cnoise phase 1, THnoise phase 1 = CDC(Im, M, C, di, Td, kmax)

/* repeat with 4 different di */

Cobj phase 1 = C - Cnoise phase 1

/* phase 2: find refined mask Mrefined that includes missing object points of M */

Minverted = 1 - M // invert the Segmentation Mask

Cobj phase 2, THobj phase 2 = CDC(Im, Minverted, Cobj phase 1, di, Td, kmax)

/* also repeat with 4 different di */

/* phase 3: find refined mask Mrefined that includes missing object points of M */

generate Mrefined from THobj phase 2

find contours Crefined of Mrefined

Cnoise phase 3, THnoise phase 3 = CDC(Im, Mrefined, Crefined, di, Td, kmax) )

/* also repeat with 4 different di */

/* post-processing: generate and smooth out Line Mask */

generate Line Mask MLine from THobj phase 2

smooth out MLine with Gaussian Blur

binarize MLine

Output: MLine
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Figure 3.6. From left to right: (1) contours of the original Segmentation Mask, (2) 

object points found after phase 1, (3) phase 2 thickness map, (4) phase 3 thickness 

map, and (5) Line Mask after smoothing out phase 3 result.

The summary of Line Mask generation algorithm is shown in Algorithm 2. While 

phase 1 and 3 utilize CDC algorithm as its core, phase 2 is a little different in the 

implementation. Instead of using the Segmentation Mask, this phase uses its inverted 

version in which now 0 actually denotes an object region and 1 denotes a background 

region. It is necessary to do so to appropriately utilize the implementation of CDC. 

In addition, CDC is always repeated with four different directions. The output at 

each phase is the output after all four iterations. Last but not least, as we use 

YOLACT-550 [11] to generate the Segmentation Mask, the maximum distance 

kmax is determined as 1% of the image height. This calculation can be derived based 

statistics, considering the performance of YOLACT-550 having an average of 90% 

Intersection-over-Union (IoU).

3.6. Image Inpainting Model
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Following the success of image inpainting, we propose an idea to take advantage of 

an inpainting model to generate well-blended images. We introduce the inpainting 

model, CR-FILL [10], which is used as the tool of our framework to give the realistic 

composite image. Figure 3.7 is the stage of using network CR-FILL’s generator

network to obtain results. The coarse network takes an incomplete image where 

missing pixels are set to zero and a line mask indicating the missing region as input 

and generates an initial prediction. Then the refinement network takes this initial

prediction as input and outputs the final inpainting result.

Figure 3.7. Overall architecture of the CR-FILL generator network [10].
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Chapter 4: Experimental Results

This chapter shows the experimental results of the proposed method. We perform 

various experiments with different metrics to prove the advantages of using our 

method. In each experiment, our method is compared with several baseline methods

on different image datasets.

4.1. TikTok Dataset 

To evaluate our framework, we blend images from Tiktok dataset [12] with 2615 

human images. We also use the YOLACT-550 segmentation network on images in 

this dataset to get the segmentation mask, which is then used to extract the human 

images as the foreground. We compare our results with the ones obtained using 

several intuitive and strong baselines.

The naïve method, named Copy&Paste, produces results that have visually obvious 

artificial boundary because there is no adjustment added to the blended image. GP-

GAN is able to produce a smooth blending boundary. However, color distortion 

between the blending region and the background is also introduced. The enhanced 

version of GP-GAN, Combined GP-GAN, makes the boundary seamless in most 

cases. However, color distortion still exists if the foreground and background image 

have two different color tones.

The quantitative evaluation uses the standard metrics Peak Signal-to-Noise Ratio 

(PSNR) to demonstrate the compositing quality, and it serves as a verification 

process. Another metric we used is the Structural Similarity Index Measure (SSIM). 

These metrics require a ground-truth image with the segmentation mask provided by 
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the author of dataset. We evaluate the difference between that ground-truth perfect-

cut foreground and the same region after applying the blending retouch

Figure 4.4 illustrates the visual difference among all methods. The detailed results 

are shown in the Table I. The Copy&Paste method introduces no additional 

adjustment. Therefore, its blended results have the color of the original foreground 

well preserved that is proved by having higher PSRN and SSIM scores than GP-

GAN and Combined GP-GAN. Our method retouches only the cutting edge, which 

is marked by the line masks, of the foreground and background, thus, there is almost 

no color distortion. However, the proposed method has even higher PSNR and SSIM, 

72.8867 and 0.9321, than the Copy&Paste method, 72.3288 and 0.9280. That means 

the method is able to fill and adjust the boundary with an appropriate texture while 

also improving the visual quality of the blended image. This is the concrete proof 

that the proposed method is superior than others and becomes a new state-of-the-art 

for the blending task.
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Figure 4.1. User study survey form. Sample images are shuffled.

Table I. PSNR and SSIM results for our method and the baselines (higher is better). 

The best scores are in bold.

Method SSIM PSNR (dB)

Copy&Paste with Deep-Learning Mask 0.9280 72.3288

GP-GAN 0.8601 65.1327

Combined GP-GAN 0.9115 69.6976

Proposed method 0.9321 72.8867
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Figure 4.2. User study results. From left to right: (1) Copy&Paste with Deep-

learning Mask, (2) GP-GAN, (3) Combined-GPGAN, (4) Proposed method.

For this dataset, we also perform a survey and obtain opinions from forty-five users 

in order to quantify the performance of all the methods. Each subject is asked to pick 

one blended image out of four generated by four algorithms which they find to be 

the most realistic. The survey form is illustrated in Figure 4.1, and the result is shown 

in Figure 4.2. It is evident that our proposed method can produce the quantitatively 

best results as the number of votes on it are the highest among all.
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Figure 4.3. The comparison between our method and other baseline methods. From 

left to right, (1) ground-truth, (2) Copy&Paste with Deep-Learning Mask, (3) GP-

GAN, (4) Combined GP-GAN, and (5) our proposed method.
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4.2. Fashion Dataset

Following the good performance on Tiktok dataset, we verify our proposed method 

on another fashion image dataset with 416 model photos onto 30 different 

background images. The mask images are also obtained using the YOLACT-550 

segmentation model on the raw images. We keep on comparing our approach to GP-

GAN, Combined GP-GAN, and Copy&Paste.

Figure 4.4. User study results.

Because this dataset has no ground-truth binary mask and image blending lacks good 

quantitative evaluation metrics. Therefore, to quantify the performance of all the

methods for this dataset, we perform a survey and collect opinions from twenty-five

users for studies. Each subject is asked to pick one blended image out of four 

generated by four algorithms that they find to be the most natural and realistic. With

the results shown in Figure 4.3 and Figure 4.4, it is clear that our proposed method
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outperforms current state-of-the-art techniques quantitatively and qualitatively.

Figure 4.5. Results compared with other methods. From left to right, (1) 

Copy&Paste, (2) GP-GAN, (3) Combined GP-GAN, and (4) proposed method.
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Chapter 5: Conclusion

In this work, we propose a novel image blending framework using Inpainting to 

generate realistic and natural images without introducing artifacts or color distortion. 

The method follows a basic stage of image composition from a foreground and a 

background image, with the blending region marked by a binary mask. An algorithm 

is proposed to generate a line mask at the boundary of the foreground and 

background. The line mask redefines the cutting edge of the original mask by 

including relevant pixels and excluding some others for adjustment. We use the CR-

FILL generator network to inpaint the region marked by the line mask to blend two 

images seamlessly. Since there is no adjustment to the main foreground texture, our 

method successfully preserves its color scheme, which is important for some 

applications such as blending human model photos for fashion images. The 

effectiveness of our proposed method is proved via a user study as well as 

quantitative experiments. The results demonstrate that our blended images are most 

voted by users for the highest visual quality among four different methods. PSNR 

and SSIM scores of our results are also higher than others, setting a new state-of-the-

art of the blending task using inpainting. Last but not least, our method is simple, yet 

efficient to carry out in practice.
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초 록

이미지 편집 작업에서 이미지 블렌딩은 합성 이미지를 최대한 자연스럽고

사실적으로 보이게 하기 위한 이미지 합성 방법입니다. 잘 혼합된 합성 이미

지를 생성하려면 혼합 프로세스가 소스 이미지의 가장자리를 원할하게 표시

하고 혼합 개체의 색상을 잘보존해야 합니다. 그러나 이전 연구에서 최근의

접근 방식은 블렌딩 영역의 내용, 특히 패셔너블한 사진에서 가장 중요한 요

소인 자체의 색상을 보존하지 않고 현실적인 블렌딩 결과만 생성할 수 있거

나 블렌딩 영역의 경계가 충분하지 않습니다. 더욱이, 딥 이미지 인페인팅 방

법은 최근 이미지 생성 및 처리 알고리즘의 발전과 함께 인상적인 진전을 이

루었습니다. 위의 내용을 바탕으로 본 연구에서는 소스 이미지와 대상 이미

지 사이의 도메인 격차를 줄이기 위해 인페인팅 생성적 적대적 네트워크

(GAN)를 이용한 새로운 자동 접근법을 개발한습니다. 실험은 두 개의 데이

터 세트에 대해 수행 하였습니다. 이 방법은 기존의 방법과 비교하여 혼합 이

미지가 사실적일 뿐만 아니라 혼합 영역의 내용도 잘 보존된다는 것을 보여

주었습니다. 제안 방법은 이미지 구성 작업에 대한 다른 최첨단 접근 방식과

유사한 효율성을 달성하면서 실질적으로 수행하기에 편리합니다.

주요어: Image Blending, Inpainting, Composite Image, Generative Adversarial 

Network (GAN), Color Difference Checking (CDC).

학번: 2020-27678
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